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Abstract

:

The ability to effectively predict tool wear during machining is an extremely important part of diagnostics that results in changing the tool at the relevant time. Effective assessment of the rate of tool wear increases the efficiency of the process and makes it possible to replace the tool before catastrophic wear occurs. In this context, the value of the effectiveness of predicting tool wear during turning of hardened steel using artificial neural networks, multilayer perceptron (MLP), was checked. Cutting forces and acceleration of mechanical vibrations were used to monitor the tool wear process. As a result of the analysis using artificial neural networks, the suitability of individual physical phenomena to the monitoring process was assessed.
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1. Introduction


Currently, many methods are used to evaluate tool wear in real time. The cutting process monitoring system is a tool used to eliminate catastrophic tool failure (CTF). Assessment of the condition of the tool wear based on physical quantities that are associated with the cutting process is possible on the basis of many different methods. Research has been conducted over the years, which compares the effectiveness of assessing tool wear condition based on diagnostic inference methods. Regression models and pattern recognition are among the basic methods. Monitoring of the manufacturing processes is an issue that still requires improvement, despite the use of many modern systems in industry. One of the newer methods used to monitor the condition of the cutting edge is the empirical method, empirical mode decomposition (EMD), which is based on the decomposition of signals in the time domain. As reported in Olufayo et al. [1] paper, it was used to detect the cracking of the tool based on the measurement of cutting forces. The researchers presented an online industrial monitoring system that reliably obtained precise information on tool wear. On the basis of the coefficient of friction and average power, two forms of wear, i.e., tool edge chipping and tool edge wear, were detected in real time using the CUSUM algorithm (cumulative sum control chart), which gave satisfactory results as compared to an offline method. Wide usage in machining also has indirect monitoring of cutting wear based on cutting forces, evaluation of chip morphology, mechanical vibrations, and acoustic emission. An internet system for measuring and monitoring tool wear based on machine vision was designed and developed in line with the characteristics of a ball-end cutter. The validation of the experiment showed an error of only 2.5% in relation to the actual tool wear. In Wang et al. [2] investigations, acoustic emission signals were used to diagnose ceramic inserts during milling at high cutting speeds, where a multisensor system for classifying the used cutting wedge was additionally employed. The research used spectral analysis observation and wavelet feature extraction to evaluate tool wear. On the basis of the data obtained, the researchers developed a feed-forward backpropagation neural network (BPNN) model to predict tool wear. Learning the neural network gave a low error value of 0.00523 to classify the state of the tool. This is a very low average square error relative to actual consumption values, which confirms the effectiveness of the prediction based on acoustic emissions. Very often, cutting forces are used to diagnose the condition of the tool, and neural networks are used for diagnostic inference [3,4]. In addition to neural networks, the wavelet transformation and spectral grouping algorithms are also used for diagnostic inference such as in Aghazadeh et al. [5] paper. This experiment presented a tool conditioning monitoring (TCM) system using deep convolutional neural networks (CNNs) as an effective method of deep learning. Force and vibration signals from the experimental ETS (Emissions Trading System) dataset were used, which were independently selected to develop a monitoring system. In contrast to other learning models, these data-driven models were able to learn discriminative nonlinear feature representations. In this way, they could provide an efficient prediction model for error detection by learning feature representations directly from the input signals. Different methods of machine learning algorithms with force and vibration signals were compared and the smallest root mean square error (RMSE) was obtained for the CNN (0.0709 for force signals and 0.086 for vibration). Another example is the research of Kong et al. [6] paper that presented an effective model of wear width prediction using the Gaussian model with the radial basis function kernel principal component analysis (KPCA_IRBF). In this technique, the Gaussian noises can be modeled quantitatively in the GPR (Gaussian Process Regression) model. Many studies confirm that cutting forces are the most sensitive to changes in tool wear. However, their industrial application involves interference in the construction of machine tools or causes restrictions in the working space. Vibration sensors do not have such limitations, and therefore they are easy to assemble and do not interfere with the machine’s construction. Therefore, diagnostic methods based on vibration measurements are constantly developed. One of the solutions is the use of multisensors because different sensors correlate better with subsequent stages of tool wear. This solution gives a full view of potential wear. After receiving the raw signal, signal processing and feature extraction methods are used, i.e., time domain analysis using autoregressive models (AR), moving average models (MA) or autoregressive moving average (ARMA) mixed models, and methods based on frequency domain analysis, wavelet transformation or empirical mode decomposition (EMD) method. Methods based on multiple monitoring models such as in Zhou et al. [7] paper are created based on multisensory systems. In addition, the rapid development of artificial intelligence (AI) and advanced methods of inference enable more and more effective application of these methods to predict tool condition [8,9].



Hassan et al. [10] proposed a monitoring system for online prediction and prevention of tool chipping during intermittent turning. A correlation between the chipping size and cutting parameters was designed to protect the machined surfaces. The work presented an integrated system based on acoustic emission (AE) signal processing in order to detect the tool pre-failure before tool chipping, and focused on cracks due to mechanical loads during an intermittent turning operation. The TKEO-HHT (Teager Kaiser Energy Operator-Hilbert–Huang Transform) technique was used which has the ability to deal with the nonstationary and nonlinearly AERMS signal in the pre-failure phase. This method successfully predicted tool chipping before failure with a processing time of 2 ms. The determined parameter, ΨBW, showed an exponential relationship with chipping, which made it possible to determine the threshold depending on the allowable chipping. The algorithm was optimized to provide sufficient time to stop the machine from damaging the workpiece. A new method of tool wear modeling is the application of a dedicated tribometer, which is able to simulate tribological conditions between the tool and workpiece. Rech et al. [11] investigated a contact pressure and sliding velocities (sn, Vs) during turning. Tribological conditions were used to identify a wear model with a new tool geometry. The modeling method was based on an orthogonal cutting simulation (ALE) developed with Abaqus Implicit. In this work, the researchers reported that using the contact temperature as a parameter in the wear model was not a good idea. Instead, they decided to identify a wear model based on the contact pressure, sn, and sliding velocity, Vs. Currently, this is in accordance with a trend in the field of tribology. They found that this model was very good to predict crater wear. This wear model has been implemented in numerical cutting model which is able to simulate cutting operations.



Currently, there is a lot of work that deals with monitoring wear during hard machining. One such work is Scheffer et al. [12] paper, where the researchers developed an accurate and flexible system for monitoring tool wear during hard turning. They designed an artificial intelligence (AI) model for monitoring crater and flank wear during hard turning. The purpose of developing the model was to obtain an intelligent and dynamic method. This modern approach to monitoring was based on parameters correlated directly with tool wear such as cutting force, vibration, and AE signals. In connection with this assumption, eight experiments were carried out with simultaneous measurement of cutting force, vibrations, AE, and temperature. An additional advantage of the chosen method was the ability to identify and isolate disturbances generated during the process, which was important because it was difficult to determine if the change in the sensor signal was due to wear or interference from the process. Additionally, they analyzed a self-organizing map (SOM) to identify interference that occurred during the process and they applied the method to achieve more efficient prediction of wear during hard machining. Another example of monitoring tool wear during hard turning is Ozel et al. [13], in which a neural network model was created for predicting tool wear and surface roughness. It demonstrates that the trend in process monitoring focuses not only on tool wear, but also on the evaluation of the machined surface to allow the best machining efficiency. This study utilized neural network modeling as compared with regression models. A neural network was obtained with the following seven inputs: workpiece hardness in Rockwell-C, cutting speed (m/min), feed rate (mm/rev), axial cutting length (mm), and mean values of three force components Fx, Fy, Fz (N). The small flank wear and surface roughness root mean square (RMS) errors on the test data showed the reliability of the method. The validation using neural networks gave better results than the use of regression models. The developed forecasting system was able to accurately predict surface wear and roughness. The wide range of use of aviation alloys contributed to the development of work in which tool wear is tested during machining of Inconel. One of the works is Capassoa et al. [14] investigation, in which the characteristics of tool wear during Inconel DA 718 turning with inserts with different coatings were examined. Tool wear was developed using three-dimensional (3D) volumetric wear progression. A predictive model was created based on both 3D and flank wear patterns. The model of tool wear with TiAlCrN/TiCrAl52Si8N PVD coating and AlTiN at different cutting speeds reached a value of the fitting factor R of over 93%, which meant that the method produced very good results. In addition to the new predictive models, they found that the tool with a PVD nanocomposite coating exhibited a substantial reduction in chipping, which confirmed superior wear resistance. In summary, the applied methodology proved that the volumetric wear prediction method was reliable.



There is a lack of studies comparing the use of different measured quantities as input data during the cutting process. If they already appear, it does not interfere with the network structure such as by changing the activation function or the number of neurons in the layer. In particular little information relates to the processing of hard materials, where the most advantageous information is about predicting tool wear. Therefore, studies have focused on comparing the effectiveness of predicting neural network models with different structures and with different input data.



In this paper, artificial neural networks are presented to predict tool wear based on various input data such as cutting forces and mechanical vibrations. Measurements of selected physical quantities were carried out during turning of hardened steel with constant cutting parameters.




2. Materials and Method


The turning of hardened bearing steel 100Cr6 with a hardness of 61 ± 1 HRC was conducted. The tool material was oxide ceramics (Al2O3 + TiN). Mechanically fixed inserts SNGN120408 MC2 (Kennametal, Latrobe, PA, USA) were used for testing. The research was carried out on a universal lathe TUR560E (FAT, Wroclaw, Poland) with constant cutting parameters:




	
cutting speed vc = 180 m/min;



	
rotational speed n = 1400 rev/min;



	
feed f = 0.08 mm/rev;



	
depth of cut ap = 0.1 mm.








After each pass (length of the shaft L = 150 mm and cutting time of a single pass ts = 1.34 min) the value of flank wear, VBc, was measured (VBc, flank wear of the tool corner), by means of a workshop microscope with a resolution of 0.01 mm.



During the turning operation, the following cutting force components were measured:




	
Fx, Ff for feed direction;



	
Fy, Fp for radial direction;



	
Fz, Fc for main direction,








In addition, the acceleration of vibration was measured in the following different directions:




	
Ax, Af for feed direction;



	
Ay, Ap for radial direction;



	
Az, Ac for main direction.








Figure 1 presents a simplified diagram of the measurement setup, which considers the location of sensors and additional components necessary for signal processing and analysis. Piezoelectric sensors were used to measure cutting forces and mechanical vibrations.



The maximum, minimum, and mean square values of cutting forces and vibration accelerations were selected as diagnostic measures. The mechanical vibrations were measured by a piezoelectric three-axis acceleration sensor fixed to the toolholder using a thread, while the cutting forces were measured using a piezoelectric measuring platform.



On the basis of digital signals sent to the computer, the mean square RMS values (Equation (1)) were evaluated:


   M  R M S   =    1   T 2  −  T 1      ∫    T 1     T 2       [  x  ( t )   ]   2  d t    



(1)




where MRMS is the mean square value for arbitrary diagnostic measure.



The time interval for determining the maximum, minimum, and RMS value was 4 s and the obtained measures were correlated with the corresponding tool wear values.



Under the same conditions, the wear process was carried out for 15 tool tips (15 tests). For each corner, the test was continued until the wear value VBc ≈ 0.4 mm was reached. The conventional tool life criterium that was adopted was VBc = 0.3 mm.




3. Results


3.1. Tool Wear Analysis


Figure 2 shows the relationship between the flank wear, VBc, and the cutting time, ts, for all 15 tool corners. To determine the relation, VBc = ats3 + bts2 + cts, a third degree polynomial function was selected as the most representative for the tool wear process. This function reflects the results obtained in the best way, and the coefficient R2 = 0.98, which indicates a high adjustment to the selected mathematical function.



The graph shows that the assumed tool life criterion, VBc = 0.3 mm, is reached for ts = 25 min. This criterion was selected based on previous experience related to the machining of hardened steels. Above this value, the probability of chipping of ceramic tool increased significantly, due to an increase in the level of mechanical vibration amplitudes.



The next step was to recognize the relationship between the tool wear and designated measures of diagnostic signals. Figure 3 depicts an example of the relation between the maximum value of the feed force, Ff_max, and tool wear, VBc. This relationship was described by the linear function Ff_max = a⋅VBc + b and the coefficient R2 = 0.78. For all other diagnostic measures, based on force measurements (i.e., Fi_max, Fi_min, and Fi_RMS), the best results were also obtained for the linear function.



However, there are different dependencies of the type, Fi = a⋅VBc + b, when the data will be divided into individual tool corners. The R2 coefficient indicates correct matching of the assumed mathematical function to the experimental results. Figure 4a,b shows the individual R2 coefficient for all analyzed tool tips and for two exemplary measures, Ff_max and Fp_max.



For example, for the Fp_max measure, the extreme waveforms were selected, i.e., for the extreme values of R2, in order to illustrate changes in the amplitudes of the diagnostic measure as a function of tool wear (Figure 5). The analyzed changes of the Fp_max measures are described by a linear function with similar coefficients but with different dispersion of results. The larger the spread of results (the smaller the R2), the more difficult it is to build a correct diagnostic model, although in the case of cutting forces the best results were obtained (the highest R2 coefficient).



The dependencies based on accelerations of vibrations look different and the dispersions of results are much larger. Figure 6 shows R2 values for all tool tips and for exemplary measures, Af and Ap. In comparison to cutting forces, extreme values are much higher and equal to ΔR2 = 0.545 for Af and ΔR2 = 0.49 for Ap, respectively. These differences are illustrated in Figure 7. In the worst case, for Ap − R2 = 0.34. The matching of the mathematical function to the actual results is unsatisfactory. The same analysis was carried out for all measures (in the X, Y, and Z directions), obtaining similar relationships.




3.2. Diagnostic Model in the Form of a Regression Model


Section 3.1 describes the changes in diagnostic measures (for cutting forces and acceleration of vibrations) as a function of tool wear. The main purpose of the diagnosis of the cutting tool’s condition is to recognize its degree of wear precisely based on the measured values of forces and vibrations. Nevertheless, a different approach to this issue can be applied. In industrial practice, very often two states are recognized, acceptable and unacceptable, i.e., when the tool tip should be replaced with a new one. For this purpose, the permissible tool wear value must be defined, i.e., tool life criterion. This work assumes: VBc < 0.3 mm (a tool tip capable of machining) and VBc ≥ 0.3 mm (a blunt tool tip).



Figure 8 shows the two tool conditions (for all 15 tool corners) for two measures of cutting forces, Fp_max and Ff_max. Separation of the two areas, a tool tip capable of machining and a blunt tool tip, is the task of the monitoring system, which works based on various mathematical algorithms.



Such an analysis can be carried out because of several diagnostic measures that were selected in this work. The task is not complicated and in the diagnostic systems it is called the classification. However, a two-step evaluation of the tool condition is not always enough. Usually, recognition of the tool condition in the next cycle is the relevant information to withdraw the tool before exceeding the allowable wear. In this situation, we are dealing with prediction, and therefore a valid mathematical model for prediction that can assess the tool condition at any time. The simplest model is the one-variable regression equation shown in Figure 9.



For cutting forces components, the linear relationship of the type y = a⋅x + b (i.e., VBc = a⋅Fi + b) is best suited for assessing tool wear. In this context, it is enough to substitute the appropriate value of the cutting force component and read the value of the tool wear indicator. A similar procedure is applied when using diagnostic measures based on mechanical vibration signals. The only difference is that for vibrations the best-suited dependence is the logarithmic function of the type, y = a⋅ln(x) + b (i.e., VBc = a⋅ln (Ai) + b, Figure 10). The basic disadvantage of the one-variable regression model is low precision. Figure 10b shows an example, where the coefficient of determination, R2 = 0.34, and dispersions of test results are very large. Therefore, it is difficult to carry out the correct verification process. The natural dispersion of experimental results means that the predicted values are not precise and are sometimes burdened with error. Hence it is better to use multivariable models or artificial intelligence algorithms, such as artificial neural networks.




3.3. Diagnostic Verification Based on Artificial Neural Networks


After the analysis of individual diagnostic measures, neural network models were developed to recognize tool wear using multilayer perceptron (MLP) feedforward networks. The input data were diagnostic measures based on the analysis of vibration accelerations and the components of the cutting force. The structure of the used networks, on the entry of two or four neurons, in the hidden layer the number of neurons, varied from four to 20, while in the initial layer it was one neuron. The first step was focused on learning the neural networks using the Broyden—Fletcher—Goldfarb—Shanno algorithm (BFGS), which is considered one of the most effective. Input data were results for 13 tool tips working with identical cutting parameters. However, the results from the next two cutting edges were used to validate the developed neural networks. In order to select the best network, the activation functions were changed in the hidden and the initial layer: linear, logistic, hyperbolic, and exponential. The functions used are listed in Table 1.



3.3.1. Models of Neural Networks Used to Recognize the VBc Tool Wear Based on Accelerations of Vibrations


In the first place, the results of vibration accelerations were analyzed starting from the network learning stage. The networks created with different configuration of the activation functions in the hidden layer and the output layer. Among the 130 models developed, three models with the best learning and testing efficiency were selected. Table 2 shows the MLP neural networks together with a list of all parameters generated in the Statistica program. After entering data into the program, the number of random samples was assumed at the level of 70% for the training set, 15% for the test set, and 15% for the validation set.



The network number 126 has the best quality of testing around 85%, while the network number 23 has the best learning efficiency of approximately 88%. The number of neurons in the hidden layer, the number of cycles of the BFGS algorithm (Broyden–Fletcher–Goldfarb–Shanno algorithm, MLP network learning algorithm), and the function of the hidden layer and the initial layer affect the effectiveness.



The SOS error function, ESOS (sum of squares), was used to determine the error during learning, testing, and validation. The error function determines the correspondence between calculated values and actual values. In Statistica, the error function is calculated as the sum of squared differences based on the Equation (2):


   E  S O S   =   ∑   i = 2  n     (   y i  −  t i   )   2   



(2)




where n is the number of examples (input and output pairs) used for learning, yi is the network prediction (network output), and ti is the “real” value (output according to data) for ith value.



The effectiveness of selected neural networks was evaluated based on the root mean square error (RMSE). After learning the network, new data was introduced and the effectiveness of the prediction of the tool wear, VBc, was checked. A comparison of the effectiveness of individual networks based on new data is presented in Table 3.



The smallest error was obtained for a network with 20 neurons in the hidden layer (MLP 2-20-1). The mean square error using this network was 0.049. Figure 11 graphically illustrates the correlation between experimental data and the predicted data for the MLP 2-20-1 networks.




3.3.2. Models of Neural Networks Used to Recognize the VBc Tool Wear Based on the Cutting Force Components


The next step in checking the effectiveness of tool wear prediction value was the development of an ANN model with input values of the components of cutting forces. Two diagnostic measures were selected for the creation of the model, Fp_max and Ff_max. The 95 different models of neural networks were created corresponding to models based on vibration accelerations. Table 4 presents selected models for analyzing the effectiveness of tool wear prediction.



The best learning quality was obtained for a network with twenty neurons in the hidden layer (No. 94), approximately 93%. Similarly, the same network achieved the best testing efficiency, approximately 95%. Noteably, by increasing the number of neurons in the hidden layer, the performance of the model was improved. It is obvious that for the networks with the best training and testing quality, the smallest RMS error was obtained. Table 5 presents the comparison of the obtained RSM errors for individual models.



However, Figure 12 shows the dispersion of predicted and experimental values for the best performing model.




3.3.3. Models of Neural Networks Used to Recognize the VBc Tool Wear Based on Four Variables


The final stage of the analysis was the creation of a model of neural networks based on four different variables. Diagnostic measures with the best correlation coefficient R2 were selected as input data. Two measures of the cutting forces component were selected, Fp_max and Ff_max, and two measures of vibration acceleration, Af and Ap. Thirty different models of neural networks were created. Table 6 presents three models selected for analyzing the effectiveness of tool wear prediction.



Table 7 lists the root mean square error RMSE for three selected networks. However, Figure 13 presents the spread of results between the predicted and experimental values of tool wear based on the MLP 4-6-1 model (No.21).



The best learning quality, approximately 97%, was obtained for the network No. 5, while the best test efficiency was a network with six neurons in the hidden layer of about 98% (No. 21). Similar to the previous analysis, after selecting the best quality models, new data were introduced to determine the effectiveness of the neural networks at the validation stage. The smallest RMS error was obtained for a network with six neurons in the hidden layer and a linear function of activation in the hidden layer of 0.040 (No.21). In this analysis, a significant impact of the activation function used on the network performance was noticed. The error values from all analyzed models are summarized in Figure 14.



On the basis of all the developed models of neural networks, the best network performance for four different variables was determined (for diagnostic measures based on vibration and cutting force signals). This solution has a practical drawback because it requires measurement of two physical quantities, vibration and forces. In practice, systems based on measurements of several physical quantities are problematic and cost intensive. Therefore, sometimes a better compromise is the use of simple measuring methods (as in the case of vibrations) in exchange for greater effectiveness in recognizing the condition of the cutting tool. There are some limits of compromise, but this should be checked in practical applications.






4. Conclusions


This paper presents a neural network model to predict tool wear based on cutting forces and mechanical vibrations. From this study, the following conclusions can be drawn:




	
The correlation coefficient between tool wear, VBc, and the diagnostic measure assumes different values depending on the direction of vibration or force measurement. The best correlation coefficient was obtained for the radial cutting forces Fp_max. The coefficient value R2 = 0.87 indicates a good correlation with the power mathematical function. On the basis of the coefficient, the input data for creating the network was also selected.



	
Proper selection of the number of neurons in the hidden layer and activation function in the hidden and initial layers significantly affect the effectiveness of predicting the tool wear value. Changes in the structure of the model at the beginning of its creation by the user help to achieve prediction at a satisfactory level. The artificial neural network, MLP, is an effective model for predicting tool condition during machining difficult-to-cut materials. The use of various diagnostic measures increases the efficiency of prediction.



	
The correlation coefficient obtained in the analysis of vibration accelerations was definitely lower than in the analysis of cutting forces. Nevertheless, the tool wear model, ANN, based on the measures of acceleration of vibrations Ap and Af obtained the ability to forecast tool wear with the efficiency loaded by the mean square error RMSE = 0.049.



	
Wear prediction based on measurements of cutting force components Fp_max and Ff_max obtained slightly better results than at vibration accelerations. The error accomplished was RMSE = 0.045 mm. This means that both cutting forces and vibration acceleration are equally good for assessing tool wear during machining difficult-to-cut materials.



	
By creating different structures of the ANN model, the most effective prediction possibility for the model with the four input measures was obtained: Fp_max, Ff_max, Ap and Af. The use of various diagnostic measures produced the best prediction results, RMSE error = 0.040 mm. In this case, the tangent activation function in the hidden layer and the linear activation function in the output value accomplished the best effects.












Author Contributions


P.T. and M.W.-P. conceived of the presented idea. P.T. carried out the experiment, processed the experimental data and performed the tool wear analysis. M.W.-P. verified the Artificial Neural Networks methods. P.T. and M.W.-P. contributed to the interpretation of the results. All authors discussed the results and contributed to the final manuscript.




Funding


This research was funded by Poznan University of Technology 02/22/SBAD/1501.




Conflicts of Interest


The authors declare no conflicts of interest.




References


	



Shi, X.; Wang, X.; Jiao, L.; Wang, Z.; Yan, P.; Gao, S. A real-time tool failure monitoring system based on cutting force analysis. Int. J. Adv. Manuf. Technol. 2018, 95, 2567–2583. [Google Scholar] [CrossRef]

	



Olufayo, O.; Abou-El-Hossein, K. Tool life estimation based on acoustic emission monitoring in end-milling of H13 mould-steel. Int. J. Adv. Manuf. Technol. 2015, 81, 39–51. [Google Scholar] [CrossRef]

	



Wang, G.; Guo, Z.; Yang, Y. Force sensor based online tool wear monitoring using distributed Gaussian ARTMAP network. Sens. Actuators A Phys. 2013, 192, 111–118. [Google Scholar] [CrossRef]

	



Liu, T.-I.; Jolley, B. Tool condition monitoring (TCM) using neural networks. Int. J. Adv. Manuf. Technol. 2015, 78, 1999–2007. [Google Scholar] [CrossRef]

	



Aghazadeh, F.; Tahan, A.; Thomas, M. Tool Condition Monitoring Using Spectral Subtraction Algorithm and Artificial Intelligence Methods in Milling Process. Int. J. Mech. Eng. Robot. Res. 2018, 7, 30–34. [Google Scholar] [CrossRef]

	



Kong, D.; Chen, Y.; Li, N. Gaussian process regression for tool wear prediction. Mech. Syst. Signal Process. 2018, 104, 556–574. [Google Scholar] [CrossRef]

	



Zhou, Y.; Xue, W. Review of tool condition monitoring methods in milling processes. Int. J. Adv. Manuf. Technol. 2018, 96, 2509–2523. [Google Scholar] [CrossRef]

	



Khorasani, A.; Yazdi, M.R.S. Development of a dynamic surface roughness monitoring system based on artificial neural networks (ANN) in milling operation. Int. J. Adv. Manuf. Technol. 2017, 93, 141–151. [Google Scholar] [CrossRef]

	



Kong, D.; Chen, Y.; Li, N. Hidden semi-Markov model-based method for tool wear estimation in milling process. Int. J. Adv. Manuf. Technol. 2017, 92, 3647–3657. [Google Scholar] [CrossRef]

	



Hassan, M.; Sadek, A.; Damir, A.; Attia, M.H.; Thomson, V. A novel approach for real-time prediction and prevention of tool chipping in intermittent turning machining. Manuf. Technol. 2018, 67, 41–44. [Google Scholar] [CrossRef]

	



Rech, J.; Giovenco, A.; Courbon, C.; Cabanettes, F. Toward a new tribological approach to predict cutting tool wear. CIRP Ann. Manuf. Technol. 2018, 67, 65–68. [Google Scholar] [CrossRef]

	



Scheffer, C.; Kratz, H.; Heyns, P.S.; Klocke, F. Development of a tool wear-monitoring system for hard turning. Int. J. Mach. Tools Manuf. 2003, 43, 973–985. [Google Scholar] [CrossRef]

	



Ozel, T.; Karpat, Y. Predictive modeling of surface roughness and tool wear in hard turning using regression and neural networks. Int. J. Mach. Tools Manuf. 2005, 45, 467–479. [Google Scholar] [CrossRef]

	



Capassoa, S.; Paivab, J.M.; Juniorb, E.L.; Settineric, L.; Yamamotod, K.; Amorime, F.L.; Torrese, R.D.; Covellif, D.; Fox-Rabinovichb, G.; Veldhuisb, S.C. A novel method of assessing and predicting coated cutting tool wear during Inconel DA 718 turning. Wear 2019, 202949, 432–433. [Google Scholar] [CrossRef]








[image: Materials 12 03091 g001 550] 





Figure 1. Scheme of measurement line used during the tests. 
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Figure 2. Tool wear, VBc, as a function of cutting time, ts, including all tests carried out. 
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Figure 3. Feed force, Ff_max, as a function of flank wear, VBc, for all 15 cutting wedges. 
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Figure 4. Matching coefficient, R2, for the: (a) Ff_max measure and (b) Fp_max. 
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Figure 5. Cutting force, Fp_max, as a function of the tool wear, VBc, for tool tip (a) No. 4 and (b) No. 6. 
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Figure 6. Matching coefficient R2 for (a) the Af measure and (b) the Ap measure 
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Figure 7. Acceleration of vibrations in feed direction, Af, as a function of the tool wear, VBc, for tool tips (a) No. 1 and (b) No. 4. 
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Figure 8. Two tool conditions for Fp_max and Ff_max measures (for 15 tool corners). 
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Figure 9. Diagnostic model in the form of a regression model for 15 tool tips. 
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Figure 10. Exemplary one-variable regression model for Af: (a) tool corner No. 1 and (b) tool corner No. 4. 
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Figure 11. Comparison of predicted values, VBc_t, with experimental data, VBc_r, at the validation stage (MLP 2-20-1). 
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Figure 12. Comparison of predicted values, VBc_t, with experimental data, VBc_r, at validation stage (MLP 2-20-1). 
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Figure 13. Comparison of predicted values, VBc_t, with experimental data, VBc_r, at the validation stage MLP 4-6-1 (based on Fp_max, Ff_max, Af, and Ap variables). 
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Figure 14. Comparison of RMS errors of the neural networks used in the validation stage. 
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Table 1. Activation functions applied at the network learning stage.






Table 1. Activation functions applied at the network learning stage.





	Function
	Equation





	Linear
	x



	Logistics
	    1  1 −  e  − 1       



	Hyperbolic (Tanh)
	      e x  −  e  − x      e x  +  e  − x       



	Exponential
	    e  − x     










[image: Table] 





Table 2. Selected neural networks based on vibration acceleration analysis (generated in Statistica).






Table 2. Selected neural networks based on vibration acceleration analysis (generated in Statistica).





	No.
	Network Name
	Quality (Learning)
	Quality (Testing)
	Quality (Validation)
	Activation Function (Hidden Layer)
	Activation Function (Output Layer)



	23
	MLP 2-12-1
	0.8826
	0.8336
	0.9119
	Logistic
	Exponential



	72
	MLP 2-15-1
	0.8818
	0.8449
	0.9249
	Exponential
	Exponential



	126
	MLP 2-20-1
	0.8797
	0.8518
	0.9188
	Tanh
	Exponential



	No.
	Network name
	Learning algorithm
	Error (learning)
	Error (testing)
	Error (validation)
	Error function Esos



	23
	MLP 2-12-1
	BFGS 55
	0.0012
	0.0010
	0.0007
	SOS



	72
	MLP 2-15-1
	BFGS 84
	0.0008
	0.0007
	0.0007
	SOS



	126
	MLP 2-20-1
	BFGS 68
	0.0007
	0.0007
	0.0007
	SOS
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Table 3. Root mean square error (RMSE) values for three MLP neural network (based on acceleration of vibrations).






Table 3. Root mean square error (RMSE) values for three MLP neural network (based on acceleration of vibrations).





	Network Name
	RMSE





	MLP 2-12-1
	0.051



	MLP 2-15-1
	0.050



	MLP 2-20-1
	0.049
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Table 4. Selected neural networks based on the cutting force components (generated in Statistica).






Table 4. Selected neural networks based on the cutting force components (generated in Statistica).





	No.
	Network Name
	Quality (Learning)
	Quality (Testing)
	Learning Algorithm
	Activation Function (Hidden Layer)
	Activation Function (Output Layer)





	4
	MLP 2-10-1
	0.8787
	0.9245
	BFGS 4
	Linear
	Linear



	7
	MLP 2-10-1
	0.9228
	0.9502
	BFGS 149
	Tanh
	Linear



	94
	MLP 2-20-1
	0.9259
	0.9510
	BFGS 140
	Tanh
	Logistic
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Table 5. The RMSE values for three MLP neural network (based on the cutting force components).






Table 5. The RMSE values for three MLP neural network (based on the cutting force components).





	Network Name
	RMSE





	MLP 2-10-1 (4)
	0.048



	MLP 2-10-1 (7)
	0.046



	MLP 2-20-1
	0.045
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Table 6. Selected neural networks based on four different variables (generated in Statistica).






Table 6. Selected neural networks based on four different variables (generated in Statistica).





	No.
	Network Name
	Quality (Learning)
	Quality (Testing)
	Learning Algorithm
	Activation Function (Hidden Layer)
	Activation Function (Output Layer)





	5
	MLP 4-4-1
	0.9711
	0.9766
	BFGS 90
	Tanh
	Exponential



	21
	MLP 4-6-1
	0.9697
	0.9817
	BFGS 60
	Tanh
	Linear



	26
	MLP 4-6-1
	0.9706
	0.9807
	BFGS 62
	Tanh
	Tanh
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Table 7. The RMSE values for three MLP neural network (based on four variables).






Table 7. The RMSE values for three MLP neural network (based on four variables).





	Network Name
	RMSE





	MLP 4-4-1
	0.043



	MLP 4-6-1 (21)
	0.040



	MLP 4-6-1 (26)
	0.050
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media/file26.jpg
Root mean square RMSE

oot

oo

o

o

oms

RMSE =005

RSE 0044

oot
o0s
o0
RASE

dp.dy






media/file8.jpg
Fe (M)
- B¥EEEERE

Fon 12509 VB 11552
-om

cutingedged

vaclmm]

(a)

Frmal]

- BEEEEBIE

Fre

5762V 107
w08

T ofe

e
e
PO
e

(b)





media/file27.png
Root mean square RMSE

0.049

0.047

0.045

0.043

0.041

RMSE gz = 0.046

RMSE gz = 0.044

RMSE y=0.05
MLP
2151 MIP
2-12-1 . ALEP
2201
0.051
0.05
0.049
RMSE
Ar 4,

RMSE
Frmae Fp ma

EMSE
“if- *‘ip : FI_M- Fp_m






media/file13.png
Af[m/s?]

| | ¢ 0.8 : ,
- 2.99vB

3.6 - 100Cr6 (61 HRC) - MC2 0r L 100(;;60 (6} H-RC} -MC2 % Ap =0.14e ¢
37 L V= 180 m/min ’ Ve = my/min Rz =0.34
,a | f=0.08 mm/obr 0g . f=0.08 mm/obr s -

' ap=0.1 mm ap=0.1 mm ®
2.4 i — 0.5

| / R
v / ~ 'R

1.6 Rz = 0.88 8 ‘/. & é- 03 .’_,/" e
1.2 /f,f—f Ly
08 . cutting edge 1 . 0.2 °
0.4 & ? 0.1 ¢ . ‘

.0 @ L ) Icutting edgel 4

0.00 0.10 0.20 0.30 0.40 0.00 0.10 0.20 0.20 0.40
VBc [mm] VBc [mm]

(a) (b)





media/file12.jpg
a2 180 m/min. 87T s 180 mimin -

| ot N e | f~008mmiobe Lot
B s

: g

Vacmen] pra

@ ()





media/file18.jpg
2 O89I(A) + 03159
3 R=0s8

oy 10066 (61180)-MC2
: - ts0mimin

- 7-008 mmiobr

oos |8 -01mm

Aylm/s)
@

cutting edge 4

i

VB,=0.120(a) + 0.394]
R0

< oacs (o1 un - me
o= 100 mimin
7-008 mmlobe

asotmm

Ayl
)





media/file9.png
Fpmax [N]
IS
=
=

I | I
Fpmax = 1250.9 VBc + 115.52

R*=0.87

red '

100Cr6 (61 HRC) - MC2

Ve = 180 m/min

VBc [mm]

(a)

4 f=0.08 mm/obr
cuttingedge 4 | %=91 m”“ ’
0.1 0.2 0.3 0.4

(b)

0.5

¢
" Fpmax=1176.2 VBC + 107.6 e
— R?2=0.6 A
¢ }’/"’:’
/’f: 'K
o’ | 100Cr6 (61 HRC) - MC2
Q/‘ ve = 180 m/min
) | f=0.08 mm/obr
cuttingedge 6 — ap = 0.1 mm
| | |
0 0.1 0.2 0.3 0.4
VBc [mm]





media/file14.jpg
Fovmox [N]
8 8§ 888 8 8

8

°

140

160





media/file20.jpg
VB, [mm)

°
3

045

‘The spread of results between predicted data VB .
040  andactal dataVB, ,

03

°
®

015

010 Componetns: A, A,

065 R=0.88379

RMSE=0.049162

000 005 010 015 020 025 0m® 035 040





media/file23.png
VB, [mm]

045

040

035t

0.30

025t

0.20

0.15

010 F

0.05

0.00

The spread of results between predicted data VB, ;and
actual data VB, , o~

MLP 2-20-1

Components: Fs o, and Fp oy

- R?=0.88704
RMSE=0.04508

0.08 010 0.12 0.14 016 0.18 020 0.22 024 026 028 0.30 032 034 0.36 0.38

VB, ;[mm]





media/file5.png
Ff_max [ N ]

h
o

160

140

120

100

(]
o

20

100Cr6 (61 HRC) - MC2
v.=180 m/min

f=0.08 mm/rev

a,=0.1 mm

" '*:

0.05 0.1 0.15

R H T

. '..lt.."!'ii
'l L L o0
$ . li' :'

R?=0.78

Ff max=244.1VB, + 8.2

02 025 03 035
VB, [mm]

0.4

0.45





media/file15.png
Fo rmox [N]
= 8 8 8 8 8 8

40

VB_<0.3 mm

B0 80
Fy max IN]

100

120

140

160





media/file19.png
0.50
0.45
0.40
0.325

mm]

0.30
= 0.25
> 0.20
0.15
0.10
0.05
0.00

0.0000 05000 1.0000 15000 20000 25000 3.0000 35000 4.0000

cutting edge 1

an
..........
T
........
T

ut
.......
e
u
.....
sum®

VB, = 0.089In(Ay) + 0.3155
R =0.88

100Cr6 (61 HRC) - MC2
ve = 180 m/min
f=0.08 mm/obr
ap=0.1mm

As[m/s?]

(a)

45000

0.45
0.40
0.35

—

£ 030

,E, 0.25

o’ 0.20
0.15
0.10
0.05

0.00

0.0000

cutting edge 4 VB, =0.12In(Ap) + 0.394
. R?=0.36
‘ .. e
......... .
e o e
o0 100Cr6 (61 HRC) - MC2
o’ ve = 180 m/min
e f=10.08 mm/obr

ap=0.1 mm

01000 02000 03000 04000 05000 06000 07000 038000

As[m/s?]

(b)





media/file2.jpg
045

005

I I
| 100cr6 (61 HRC) - MC2

¢, [min]

°
°
) VBc = 0.046 ts75734
0 0.979
° 3
°
0 s 10 15 20 2 30 ES






nav.xhtml


  materials-12-03091


  
    		
      materials-12-03091
    


  




  





media/file11.png
0.9
0.8
% 07
€06
@
205
804
L]
0.3
0.2
0.1

1|

——| component A;
| R?=0.630
~ |AR?=0.545

4 14 7 3 13

5 12 10 11 6 9 &8 2 15 1

Number of cutting edges

(a)

coefficient R?

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

R? = 0.655
~|AR?=0.49

component A,

4 14 3 7 13 5

6 8 9 11 2 10 15 1
Number of cutting edges

(b)






media/file6.jpg
il il





media/file24.jpg
045

‘The spread of resuls between predicted data VB
0401 and actual dataVB, , g

035

030

G MLP46.1
o ComPONeNS: Fy mus, Fomar, A Ap
R2-0.92581
& RMSE=0.0397086
0.00
005 o o5 om  0m 0% 0% 0

V. )





media/file1.png
Vibration sensor

Ax,Ay,A :
L Amplifier

A/D

""" conventer
Amplifier

toolholder






media/file10.jpg
sl g





media/file7.png
0= I I
component Fgy,,,
0.85 —|R?=0.792
AR?=0.136
3
2 08
2
2
& 075
0
o
0.7 -
0.65 -
1 3 12 13 11 14 6 9 15 7 8 5

Number of cutting edges

(a)

2 10 4

coefficient R?

0.9 I I N

component Fj,;,
0.85 —R?=0.782

AR?=0.171
0.8
0.75
0.7
0.65 l

6 1 9 12 11 3 7 8 13 5 10 15 14 2 4

Number of cutting edges

(b)





media/file16.jpg
VB, = 0.0032F; e+ 0.029

a0

100Cr6 (61 HRC) - MC2
V=180 m/min

=0.08 mm/rev
2,=0.1mm

100 120 140





media/file3.png
VB, [mm]

0.45

0.4

0.35

0.3

0.25

0.2

0.15

0.1

0.05 +

| |

| 100Cr6 (61 HRC)- MC2

V. = 180 m/min
f=0.08 mm/obr

 a,=0.1mm

o ®
VBc = 0.046 ts0->734
R*=0.979
0 5 10 15 20 25 30 35

t. [min]

40





media/file22.jpg
V8. ,mm)

045

040

03

030

025

020

015

010

005

000

008 010 012 014 016 0.18 020 0.22 024 026 028 030 032 034 03 0.38

The spread of results between predicted data VB ;and
actual data VB,

MLP 2201
COMPONENtS: Fy re,and Fy e

R2=0.88704
RMSE=0.04508

VB, i mm]






media/file17.png
VB, = 0.0032Ff gy + 0.029

R*=0.78

20 40

100Cr6 (61 HRC) - MC2
v.=180 m/min
f=0.08 mm/rev
ap:D.l mm
60 80 100 120 140

Ff_max [N]





media/file4.jpg
100Cr6 (61 HRC) - MC2
80 m/min

015

Ff mox= 204.1VB, + 8.2
R2=0.78

0.2 025 03 035 0.4
VB, [mm]

045





media/file25.png
VB, ,[mm]

0.45

The spread of results between predicted data VB, , -
0.40 | and actual dataVB,_ , ©
035 ¢
0.30
0.25
0.20 ¢
015
0.~ MLP 4-6-1

010 Components: F¢ max, Fp max, Ar, Ap
o i R?=0.92581

" ot RMSE=0.0397086
0.00 L - : ' ' ' '

0.05 0.10 0.15 0.20 0.25 0.30 035

VB, _¢[mm]

0.40





media/file0.jpg
Vibration sensor





media/file21.png
VB, ,[mm]

0.45

0.40

o
&

=
8

=
&5

=
=S

o
—_
&)

0.10 ¢

005}

The spread of results between predicted data VB, ;
and actual dataVB; ,

MLP 2-20-1
Comporetns: A¢, A,

R?=0.88379
RMSE=0.049162

0.00 0.05 0.10 0.15 020 0.25

VBc_, [mm]

0.30 0.35

0.40





