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Abstract: The quantification of uncertainties of various calculation results, caused by the uncertainties
associated with the input nuclear data, is a common task in nuclear reactor physics applications.
Modern computation resources and improved knowledge on nuclear data allow nowadays to
significantly advance the capabilities for practical investigations. Stochastic sampling is the method
which has received recently a high momentum for its use and exploration in the domain of reactor
design and safety analysis. An application of a stochastic sampling based tool towards nuclear
reactor dosimetry studies is considered in the given paper with certain exemplary test evaluations.
The stochastic sampling not only allows the input nuclear data uncertainties propagation through the
calculations, but also an associated correlation analysis performance with no additional computation
costs and for any parameters of interest can be done. Thus, an example of assessment of the
Pearson correlation coefficients for several models, used in practical validation studies, is shown here.
As a next step, the analysis of the obtained information is proposed for discussion, with focus on
the systems similarities assessment. The benefits of the employed method and tools with respect to
practical reactor dosimetry studies are consequently outlined.

Keywords: neutronics; nuclear data; stochastic sampling; Pearson correlation coefficient; nuclear
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1. Introduction

It is a very well established and principally important practice in the nuclear safety field to validate
calculation methodologies and tools against experimentally-based reference data. In fact the validation
process constitutes a key component of an overall qualification process of a methodology, accompanied
by the calculation uncertainty quantification procedure and the methodology benchmarking as well
(see e.g., [1,2]). For instance, in the domain of criticality safety assessment, a very comprehensive
validation resource is already established thanks to large international efforts invested in the past
decades to collect, evaluate and combine all publicly available critical experiments in a single
database [3]. The work was done under the auspice of the Organization for Economic Co-operation and
Development (OECD) and involved in total twenty different countries [3]. Similar databases exist for
other classes of experimental data, like reactor measurements, spent nuclear fuel isotopic compositions
(from post-irradiation examination campaigns) and dosimetry measurements. However, despite the
good state of the publicly available experimental databases, it is often desired to increase in size the
validation database to advance the comprehensive validation of some particular methodologies and to
increase the calculated to experiment (C/E) sample size in order to avoid unnecessary conservative
penalties in safety assessments. Therefore, it is a very important task to identify an existence and the
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reliability of any available experimental based information, appropriate for the validation of every
specific calculation for a specific system.

There already exist computation tools, based on the deterministic approach, being intensively used
in the field of nuclear criticality safety and recently updated validation practices, for mathematically
grounded and efficient assessment of similarities of systems [4,5] (to advance the “engineering
judgement” assessment of the systems design parameters similarities, as e.g., employed in [6]).
From the validation point of view the systems similarity means that it is expected that biases associated
with calculations of the benchmark and application systems with the same tools and databases (e.g.,
neutron cross-section libraries) will be similar [4]. Apparently, the commonly used measure for
assessing the similarity is the Pearson correlation coefficient. The systems would be correlated, i.e.,
react in a similar manner on perturbations of, e.g., nuclear data (ND), if they consist of similar materials
and have similar neutron spectra [4]. For instance, the USA Oak Ridge National Laboratory (ORNL)
code Tools for Sensitivity and Uncertainty Analysis Methodology Implementation (TSUNAMI) [7,8]
is based on the use of the first order sensitivity profile calculations for the response parameter to
the variations in the input nuclear data and consequent folding this information with nuclear data
covariance matrices (CM) [8]. In the field of criticality safety the integral parameter for assessment
of the systems similarity is the system neutron multiplication factor, keff. The keff sensitivity vectors
required by the TSUNAMI methodology originally were computed within the SCALE system with
the help of the multigroup Monte Carlo (MC) particle transport code KENO [9]. Recently significant
progress was also achieved in the continuous-energy sensitivity calculations, see e.g., [10,11].

There also exist formalisms, allowing analysis of, e.g., spatially distributed neutron spectrum
related parameters. Such calculations can be done, for instance, with the differential operator
perturbation capability realized in some MC codes, such as Monte Carlo N-Particle® codes MCNP® or
MCNPX (hereafter MCNP(X) stands for both the MCNP6 and MCNPX versions of the codes owned by
USA Los Alamos National Security, LLC, manager and operator of Los Alamos National Laboratory,
being in use at Paul Scherer Institute (PSI)) [12,13], however the realization of this option in the
standard versions of MCNP(X) is known to have deficiencies in the case of eigenmode calculations [11].
The generalized perturbation theory framework exists for both the deterministic [14] (see the link
“Bibliography relative to Sensitivity and Uncertainty (S/U) Analysis” for a list of relevant references)
and the MC based neutron transport solution options. For instance the continuous-energy MC
calculation capability is already available [15], though such studies are still occasional in practice.

Typically the perturbation theory algorithms are based on the first-order approximation [16]
and it is then the local linear sensitivity coefficients, which are required for the uncertainty analysis.
Note however, that the differential sampling operator (as for instance is implemented in MCNP(X))
can also provide the second-order sensitivity coefficients. Deterministic methods for analysis of
higher-order effects for non-linear responding system changes to variations of the input parameters,
also exist (see e.g., [14,17,18]), and advanced methods are being developed [19,20]. Obviously, the
growing computation resources will push forward this type of studies further because of the need in the
accurate deterministic methods for variety of practical applications and studies, like data assimilation
(e.g., “adjustment” or calibration of neutron cross-sections and/or the calculation results based on the
validation results), development of efficient surrogate models, etc. [14,19–26].

In fact, the sensitivity and uncertainty analyses, and specifically the propagation of nuclear data
related uncertainties, are traditional areas of investigation for reactor physics [14,21], originating from
the perturbation theory developments [14], however the topic of automatized similarity assessment
still needs enhancements. Since the development of the TSUNAMI modules of SCALE, a good set of
demonstrative studies on assessment of the similarities between an application system and available
critical benchmark experiments for consequent selection of an appropriate validation benchmark suite
has been published [27,28], and application of this practice in the field of criticality safety evaluations
(CSE) is being further developed [29,30]. Such methodology is most attractive for the cases where
the amount of benchmark experiments directly simulating an application case is restricted. However,
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because of the above mentioned limitations, the practice of the systems similarity analysis does not
seem to be well explored beyond the traditional keff responses.

With the modern computation capabilities the stochastic sampling approach became also attractive
for uncertainty quantifications and in the last decade a number of computation tools has been
developed over the world towards the propagation of nuclear data uncertainties in neutronic
calculations, ranging from tools for “simple” criticality stationary calculations, up to time-dependent
calculations (including isotopic kinetics/fuel depletion and reactor dynamics/transient modeling in
the vocabulary of nuclear engineering community) [31–44]. When it is possible, the stochastic and
deterministic methods are cross-verified against each other [33,37,39] or even work in combination
to provide the best capabilities for calculation simulations and results analysis [44]. Naturally, the
stochastic sampling simulations bring an alternative option for the correlation analysis, compared to
the deterministic based assessments. Noticeably, the simple random sampling can be easily applied in
a black box manner with any model/code for analysis of any system response of interest and with
minimum associated approximations, while more advanced sampling techniques may be offered, e.g.,
for global sensitivity studies [45–49]. Nevertheless, the stochastic sampling based way for assessment
of system similarities with respect to nuclear data effects is still novice and is also still mainly limited
to keff value analysis, as e.g., applied in [50,51]. A prospective use of the stochastic sampling including
the correlation assessment and enclosed with Bayesian updating algorithms [21] is pushing forward by
the developers of Nuclear Data Uncertainty Analysis (NUDUNA) [34,51] and MOCABA (MOCABA
is a combination of Monte Carlo sampling and Bayesian updating algorithms) [52] tools. The use of
the Bayesian updating procedures has been already in place at PSI with the Total Monte Carlo (TMC)
method and associated tools [53]. Thus, further adaptation of such techniques is foreseen at PSI and
the given study is a step in this direction.

2. Subject of the Given Study

One of the recently appeared stochastic sampling based tools, Nuclear data Uncertainty Stochastic
Sampling (NUSS) [40,47] was developed at PSI, with the primary purpose to facilitate CSE with
a general purpose MC particle transport code such as MCNP(X) and general purpose nuclear data
libraries. Details on the PSI CSE methodology can be found in publications [6,54,55]. NUSS is
a tool specifically designed for sampling the pointwise-energy A Compact ENDF (ACE)-formatted
nuclear data [13] using the Evaluated Nuclear Data File (ENDF) covariance matrices [56,57] and is
therefore applicable for continuous-energy MC codes like MCNP(X). The methods used by NUSS are
similar to those of XSUSA (Cross Section Uncertainty and Sensitivity Analysis) [31,32], NUDUNA [34],
SANDY [35], TMC [58], SAMPLER [59], SHARK-X [39], though the practical realization and application
focus may differ. More in-depth comparison of NUSS with the alternative and similar tools can be
found in [40,47–49]. It is believed that the use of NUSS will allow performing more efficient CSE
assessments in the future, finally resulting in optimized strategies for spent nuclear fuel operation in
Switzerland [54,55]. Now, with the NUSS tool at hand, an exploration of its application for other than
criticality safety calculations is considered at PSI and the present paper investigates thus the use of
NUSS on examples of reactor dosimetry related calculations.

In the case of reactor dosimetry the quantities of calculation and validation interest are basically
the neutron fluxes and fluence monitors’ reaction rates. Details and some illustrative examples on
the topic can be found in [60–63]. For the case of the problems discussed in this paper the main
parameter of interest is the fast neutron flux, i.e., the flux of neutrons above the energy threshold of
1 MeV (the fraction of neutrons with energy above ~20 MeV is negligible in nuclear reactors). In certain
exercises the low energy, or thermal flux in reactor terminology (with E < 0.625 eV (“cadmium filter”),
as applied in this study for consistency with the previous works [63–66]), will be considered too.

Thus, the given paper demonstrates an exploration of the nuclear data sampling application for
consistent and integral correlation analysis of a set of different type models and outcome parameters.
To start, the application of NUSS to the criticality benchmark calculations and consequent analysis
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of the critical benchmark correlations is discussed for the introductory purpose. Next, such type of
investigations is further examined with nuclear reactor dosimetry simulations and validation studies.
The asset of the shown exercises is that they go towards the systems similarity analysis beyond the
traditionally considered response and field of applications (i.e., keff/criticality safety assessments).

3. Description of the Calculation Models and the Calculation Methodologies

In the context of the given study the NUSS nuclear data sampling tool has been applied primary
to analyze two nuclear power reactor models, one describing a pressurized water reactor (PWR) and
one describing a boiling water reactor (BWR). The reference MCNP(X) reactor models were used in the
past in particular for the analysis of specific reactor dosimetry experiments performed at the given
Swiss nuclear power plants (NPPs).

It should be commented for clarity that in the MCNP(X)-based PSI methodology for neutron
fluence calculations the fixed (external) source option of modeling is employed, i.e., the fission neutron
specifications are given as input data in the MC model and therefore when the fission process is actually
happening in the MC simulations, the number of generated neutrons is set to zero to avoid duplication
of the same fission neutrons. This is a common choice of modeling for rector dosimetry applications
and it differs from the “usual” eigenmode approach, which allows to find a pseudo equilibrium state
of the system (by normalizing the fission source with the keff parameter) with a self-consistent fission
source distribution [13]. Thus, the role of ND is not fully the same in the fixed-source and in the
eigenmode calculations. In the first approach the uncertainties of the fuel isotopes which are related
to the neutrons generation at the fission process can be accounted only in the given fission source
specifications, but they cannot be propagated through the fixed-source simulations. However the fuel
isotopes continue to affect the neutron transport through other than fission interactions with neutrons
(and actually the fission cross-section remains to be a part of the absorption cross-section) and thus
they still contribute (partly) to the calculated outcome uncertainties. In this sense only the impacts
of the neutron multiplicity and the fission neutron spectra are missed. This said, one should notice
that in the fixed-source model the source amplitude is always normalized to the same reference value
(corresponding to the total reactor power) and therefore the neutron multiplicity perturbation is not
much relevant for consideration in the neutron transport simulation. Thus, in the given study when
using the fixed-source modeling option we consider the ND uncertainties effects only with respect to
the neutron transport and we ignore the uncertainties in the fission source spatial-energy formation.
Note that normally in the PSI methodology the neutron source for MC calculations with MCNP(X)
is prepared based on the detailed and validated reactor core-follow calculations with deterministic
codes CASMO/SIMULATE (see for details [67]). A special methodology was also developed at PSI for
assessment of the ND-related uncertainties in the core-follow calculations [39,41,42]. Thus, in principle,
the uncertainty of the neutron source specifications used in the MCNP(X) fixed-source calculations can
be taken into account as well and such studies are planned.

Figure 1 demonstrates horizontal cross-sections of the MCNP(X) models employed in the study,
which represent reactor quarter sectors. For simplicity, in the case of the PWR model (Figure 1a), only
two types of the fuel assemblies—the ring of peripheral fuel assemblies and the rest of the core—have
different thermo-hydraulic and thermal-mechanical properties (materials temperatures and densities).
In case of the BWR model (Figure 1b), the core is artificially composed from the fuel assemblies of
the same design, which is not realistic, but is sufficiently adequate for the sake of the given study.
The positions of the detectors are schematically shown.

For the PWR reactor the first considered experimental program concerned the irradiation of the
so-called “gradient probes” (GP) installed next to the core barrel, see Figure 1a for illustration. Details
of the experimental set up and a recent PSI analysis of the measured data, including obtained C/E
results, can be found in [68]. Secondly, other experimental programs, called “scrapping tests” (ST),
performed at the same PWR reactor are also considered. The scrapping samples were taken from the
inner surface of the reactor pressure vessel and allowed estimation of the fast neutron flucence (FNF)
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received by the vessel since the beginning of the reactor operation. Details of these experiments can
be found in [61,67,68]. Following the extraction of the irradiated samples from the reactor, specific
activities of the material samples have been analyzed (partly at the PSI Hotlab) and later used for
validation studies, in particular also performed at PSI [61,67].

In the case of the BWR reactor (see Figure 1b), two different types of radiation dosimeters are
considered here. At first the activity measurements were done for the dosimeters (fluence monitors)
placed into the “surveillance capsule” which was irradiated during relatively long period of the
reactor operation (eleven cycles, i.e., effectively ~10 years of full power irradiation). Secondly, several
“short-term” fluence monitors were irradiated during shorter operation periods (during single reactor
cycles). As in the case of the PWR, specific activities of the fluence monitors have been later measured
(at the PSI Hotlab) and used for the validation studies [62]. Hereafter all considered sources of BWR
experimental data for FNF modeling validation will be called “Dosimeters (D)”.

Energies 2016, 9, 1039 5 of 18 

 

experiments can be found in [61,67,68]. Following the extraction of the irradiated samples from the 
reactor, specific activities of the material samples have been analyzed (partly at the PSI Hotlab) and 
later used for validation studies, in particular also performed at PSI [61,67]. 

In the case of the BWR reactor (see Figure 1b), two different types of radiation dosimeters are 
considered here. At first the activity measurements were done for the dosimeters (fluence monitors) 
placed into the “surveillance capsule” which was irradiated during relatively long period of the 
reactor operation (eleven cycles, i.e., effectively ~10 years of full power irradiation). Secondly, 
several “short-term” fluence monitors were irradiated during shorter operation periods (during 
single reactor cycles). As in the case of the PWR, specific activities of the fluence monitors have been 
later measured (at the PSI Hotlab) and used for the validation studies [62]. Hereafter all considered 
sources of BWR experimental data for FNF modeling validation will be called “Dosimeters (D)”. 

 
Figure 1. MCNP(X) schematic models of: (a) pressurized water reactor (PWR); and (b) boiling water 
reactor (BWR). 

Apart from the analysis of the available experimental data, which is used for validation of the 
calculation methodology, a practical application of this methodology was performed for the 
assessment of the fast neutron radiation doses of the control rods during the PWR operation. More 
details on the previous studies on the control rod tips irradiation can be found in works [63,65,66]. 
To outline the topic, it could be mentioned that the control rods are the safety and operation control 
mechanism of nuclear reactors and high irradiation levels received during operation can cause a 
need to replace them. In the given calculations the control rods were partially inserted into the core, 
amplifying thus the radial and axial neutron flux non-uniformity entirely in the core and in the local 
vicinity of themselves in particular. The 3D local nature of responses of the neutron fluxes in the 
control rod absorber materials to variations of nuclear data is important for consideration in the 
results correlation analysis presented further in Section 5. 

There is a very comprehensive database available on the reactor in-core measurements 
regularly performed at Swiss operating reactors and these experimental data is used for the PSI 
calculation models validation [69], however no experimental data is so far available at PSI for 
explicit validation of the modeling predictions for the fast neutron flux doses at the control rods. 
Note that the in-core measurements are not strictly appropriate for the validation of the considered 
PWR control rods (CR) FNF calculations for two main reasons. At first, as it was mentioned, the FNF 
includes neutrons above 1 MeV, while the in-core measurements are mainly representative for 
thermal neutrons. And secondly, the considered task is to validate the reference fixed-source based 
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reactor (BWR).

Apart from the analysis of the available experimental data, which is used for validation of the
calculation methodology, a practical application of this methodology was performed for the assessment
of the fast neutron radiation doses of the control rods during the PWR operation. More details on
the previous studies on the control rod tips irradiation can be found in works [63,65,66]. To outline
the topic, it could be mentioned that the control rods are the safety and operation control mechanism
of nuclear reactors and high irradiation levels received during operation can cause a need to replace
them. In the given calculations the control rods were partially inserted into the core, amplifying
thus the radial and axial neutron flux non-uniformity entirely in the core and in the local vicinity of
themselves in particular. The 3D local nature of responses of the neutron fluxes in the control rod
absorber materials to variations of nuclear data is important for consideration in the results correlation
analysis presented further in Section 5.

There is a very comprehensive database available on the reactor in-core measurements regularly
performed at Swiss operating reactors and these experimental data is used for the PSI calculation
models validation [69], however no experimental data is so far available at PSI for explicit validation
of the modeling predictions for the fast neutron flux doses at the control rods. Note that the in-core
measurements are not strictly appropriate for the validation of the considered PWR control rods (CR)
FNF calculations for two main reasons. At first, as it was mentioned, the FNF includes neutrons above
1 MeV, while the in-core measurements are mainly representative for thermal neutrons. And secondly,
the considered task is to validate the reference fixed-source based calculation methodology as is,
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for which the in-core detector measurements are not applicable again because the PSI MCNP(X)
models for FNF may not be adequate (not detailed enough) for thermal flux calculations. However,
the in-core measurements are valuable for validation of the core-follow calculations [69,70], which
serve for definition of the neutron source [67] for MCNP(X) models. Thus, the C/E results associated
with the in-core measurements could be treated as an additional component of the neutron source
uncertainty in the MC neutron transport calculations.

The list of isotopes and neutron reactions included into stochastic sampling with NUSS covers all
relevant uncertainty contributors: about 50 isotopes constituting the fuel, coolant and structural
materials compositions, and the cross-sections of (n, n), (n, n′), (n, 2n) and (n, γ) reactions for
non-actinides and in addition (n, f) cross-section, prompt nu-bar (νp) and the prompt fission neutron
spectra (χp) for actinides (see for more details [54]). Thus, the dimension of the varied inputs is
about ~50 isotopes times ~5 reactions times ~187 energy bins of covariance matrices (as applied for
the calculations of Section 4, in consistency with one of the default group structures used in the
NJOY nuclear data files processing code, applicable for light water reactor (LWR) lattices, see also for
illustration [57]), i.e., about ~50,000 of “different” input parameters.

Finally, a recent application of the NUSS tool which was done for criticality safety methodology
validation [54] is revised here towards identification of the correlations between the calculation results
of the analyzed critical benchmarks. This exercise can be seen as an additional verification of the
applied methodology with respect to meeting the expectations dictated by physical properties of
the systems.

4. Obtained Uncertainties Results

4.1. General Description and Assessment

To introduce the NUSS tool performance for assessment of nuclear data related uncertainties,
at first the level of keff ND-related uncertainties, typical for the LWR-type of fresh fuel critical benchmark
configurations can be recalled. The average value obtained with the ENDF/B-VII.1 CM data for PSI CSE
validation benchmark suite subset with UO2 fuel was: σND = 598 pcm (pcm: per cent mille, 1 × 10−5),
there the SCALE 44-group structure was used for CM processing with NJOY [54]. For comparison,
in work [71], presenting results of TSUNAMI/SCALE calculations, the ND-related uncertainties are
close to the ones mentioned above. The σND values obtained for the UO2 cases (with not exactly the
same set of benchmarks, comparing to [54]) with ENDF/B-VII.0 and SCALE 6.2 ND libraries were
583 pcm (see also [29] for details) and 597 pcm respectively. For the full set of 149 benchmarks from
PSI validation suite, which includes 27 mixed oxide fuel (MOX) cases, the σND value was 614 pcm.

As concerns the accuracy of the critical benchmark calculations with modern tools like MCNP(X)
and pointwise nuclear data libraries, it is typically very high. The values of mean bias, (kcalc

e f f /kbench
e f f −1)

and standard deviation of kcalc
e f f /kbench

e f f sample, achieved in [54] were −5 pcm and 321 pcm respectively
for the complete set of 149 benchmark cases. The sample standard deviation (STD) value of 321 pcm
is almost twice lower as compared to the σND results. Without further investigations, this situation
can be tentatively explained by two main reasons: at first the STD includes only parts of the σND
value and at second the use of general purpose ND uncertainties (not adjusted for a particular
application type, like CSE for LWR) is expected to be over-conservative and therefore the techniques for
ND/CM (or calculation bias and uncertainty) adjustments are in development and use [5,7,14,22–25,52].
Typical level of the Monte Carlo statistical precision in the individual benchmark calculations is below
20 pcm, however for the NUSS/MCNP(X) calculations the statistical uncertainty of the individual runs
was about ~70–90 pcm to reduce the computation time.

Concerning the dosimetry type of calculations, resulting uncertainties for the several considered
models are presented in Table 1. The nomenclature used in the Table 1 is as follows: CR—model
for analysis of Control Rod fluence, GP—model for analysis of “Gradient Probes” measurements,
ST—model for analysis of “Scraping Test” measurements. Low case letters mean: s—fixed source
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modeling option; k—eigenmode (self-consistent source) modeling option, t—thermal flux. That is,
the names PWR-CRk and PWR-CRs in Table 1 mean the PWR models for the analysis of control rod
fluence respectively with the eigenmode and the fixed source options. The first row in Table 1 gives
the STD results obtained with 300 NUSS/MCNP(X) calculations. The average achieved statistical MC
uncertainty for every type of calculations is shown in the next row.

Table 1. Fast neutron flux (E > 1 MeV) calculation uncertainties (one relative (rel.) sample standard
deviation (STD)) (%). CR: control rods; and NUSS: Nuclear data Uncertainty Stochastic Sampling.

Model PWR-CRs PWR-CRk PWR-GP PWR-ST BWR-D PWR-CRs-t PWR-CRk-t

NUSS Rel. STD 4.0 5.1 7.6 10.5 14.5 1.0 1.8
MC Rel. STD 0.5 0.6 0.4 0.2 0.6 1.1 1.2

As concerns the question of “uncertainty of uncertainty”, i.e., the statistical uncertainty of the
STD values from Table 1, it can be assessed, for instance, using an approximation valid for standard
error (SE) of standard deviation assuming normality of underlying population [72]:

SE(STD) ≈ STD√
2(N − 1)

(1)

where N is the sample size. For the sample size 300 the relative SE of the STD becomes roughly
about ~4.1%.

In principle it would be possible to expand Table 1 with two additional rows on the C/E-1 values
and on the results of the alternative deterministic evaluations. However, the amount of presently
available and fully consistent results is not yet sufficient for such extended comparison. The reasons
are that at first, for simplicity and uniformity, Table 1 concerns the neutron flux calculations, while in
case of dosimetry the C/E values are provided for different dosimeters specific activity measurements.
The activity calculations depend on the particular dosimetry reaction rates, depending in turn on the
neutron cross-sections and thus different dosimeters have different uncertainties due to the neutron
flux uncertainties through the different dependencies of the reaction cross-sections (which are uncertain
themselves) on the incident neutron energy. As such, the activity results are strongly dependent on the
dosimetry reactions cross-sections’ source of origin (the dosimetry reactions may be found in different
general purpose and in dedicated dosimetry libraries). Thus, detailed analysis of the C/E values
obtained in the dosimetry validation studies goes far beyond its relevance for the given paper.

It can be noted that typically the C/E-1 values observed from the relevant validation studies in
the dosimetry domain fall within ~±20% (see e.g., [62,67,68]) and this level of accuracy is considered
normally as acceptable [1,60]. In more details, only a rather general and approximate assessment
could be given here for demonstration purpose, based e.g., on the results published in [62,68]: for the
93Nb fluence monitor the average (C/E-1) values obtained with the PWR-GP, PWR-ST and BWR-D
validation models (with ENDF/B-VII.0 in [62] and ENDF/B-VII.1 in [68] as the base ND and CM
library) were respectively ~5%, ~5% and ~18%. For the same models and the 54Fe fluence monitors the
(C/E-1) values were ~−1%, ~3% and ~9%. It should be noted that the given values are still preliminary
since some improvements of the calculation models and the methodology are still on-going at PSI [73].
As it is seen from Table 1, the ND related uncertainties can have a significant contribution to the overall
uncertainty of the calculations.

Furthermore, for some of the considered models the uncertainty results were already obtained
with the help of the “sandwich rule” [21] matrix equation and based on MCNP(X) calculations
with activated Differential Operator Sampling option [12] for the sensitivity coefficients derivation.
However, in those previous calculations, slightly different calculation targets or different sources of ND
and CM might be used, not allowing thus strict and direct comparison with the results given in Table 1
without repeating the past calculations. For instance, a simplified version of the given here model
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PWR-CRs was used in [64] for analysis of different neutron flux responses around the control rods.
The uncertainty of the fast neutron flux in the control rod tip volume was estimated as slightly below
5%, which is not far from the value of 4% given here in Table 1 for the CR absorber materials. Actually,
the sandwich rule operation and the stochastic sampling typically provide very close results for nuclear
data uncertainty propagations in both criticality and dosimetry applications [37,39,40,47–49,64,74,75].

Nevertheless, it can be mentioned that in certain criticality calculations noticeable differences
were observed between the nominal values of the calculation outputs obtained with nominal nuclear
data libraries versus the sample mean values, obtained with randomly sampled libraries together with
the sample skewness different from zero [38]. Similar observations are now under analysis for the
dosimetry calculations. Such situations would notify on existence of second-order effects which may
become important to be taken into account in deterministic assessments. However, the question of the
results “convergence” in NUSS/MCNP(X) calculations also requires further investigations.

4.2. Observations and Trends Analysis

A few additional comments can be made to assess the results shown in Table 1. At first,
the comparison of the cases PWR-CRs and PWR-CRk enables to quantify the influence of the fission
neutrons generation process on the total resulting uncertainty of the fast neutron flux, noting that this
effect is missed in the fixed-source case PWR-CRs. As it could be expected, the total uncertainty in the
case PWR-CRk is higher (by about 1.3%), which thus shows the underestimation of overall modeling
uncertainty related to ND with the fixed source model. A similar comparison of models PWR-CRs-t
and PWR-CRk-t quantifies the uncertainty effect for the thermal neutron flux as 0.9%, however in
this case the statistical uncertainty of MC calculations (see Table 1) is too high to make meaningful
assessments. Nevertheless, the situation that in total the uncertainty of the fast flux is higher compared
to the thermal flux is in line with previous findings [64].

A second observation is that the uncertainty is progressively growing from one case to another for
the set PWR-CRs, PWR-GP, PWR-ST and BWR-D. It can be realized that for these models the location
of the calculation response is moving from the inside the core position in the case PWR-CRs to the
ex-core position close to the core barrel and finally to the reactor pressure vessel (RPV, see Figure 1)
locations, noting that the BWR reactor is significantly larger in size compared to the PWR. The growing
distance between the core and the calculation response location implies an increase of the thickness of
the medium (water) between the neutron source and the response. Thus it is expected that the total
uncertainty is also increasing from one model to another.

Finally, it is known from past studies that the isotope 1H is usually one of the major contributors
to the uncertainty in the fast neutron flux calculations. As it was mentioned above, for the model
analyzed in [64], which was very similar to the case PWR-CRs, the 1H related uncertainty was about
~1%, while the total uncertainty was about 4%–5% if compared with the same responses as considered
here (note that the uncertainties shall be summed up as variances). The principle contributor for
the in-core neutron transport was however the 238U inelastic scattering cross-section. Next, for the
case PWR-GP, the impact of 1H was found about 2.5%, which gives approximately 12% to the total
uncertainty for the fast flux, which was tentatively assessed about 5.5%. The major contributor was
still the 238U inelastic scattering cross-section. Now, for the given study it was interesting to see the
value of the 1H contribution for the case BWR-D, since it has the highest uncertainty together with the
highest thickness of the water zones between the neutron source and the response location. To assess
the effect of 1H impact, the NUSS/MCNP(X) calculations were repeated with perturbation of only
the 1H cross-sections (200 sample calculations were done this time). The resulting sample standard
deviation for the fast flux outputs was about ~13%. Therefore for the BWR dosimetry and from the
point of view of only the neutron transport (without neutron source uncertainties considerations), the
contribution of the single isotope 1H is dominant for the total uncertainty. This can be explained by
the fact that 1H is a very strong moderator of neutrons and changing its elastic scattering cross-section
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significantly affect how many neutrons will be slowed down below the energy cut-off for the fast
neutron flux of 1 MeV (note that the uncertainties on angular distributions are not considered yet).

5. Further Profits from the Stochastic Sampling Results

5.1. Evaluation and Preliminary Assessment of Correlations

As was outlined in the introduction, in the case of the criticality studies for configurations
with fissile materials, the way to assess systems similarity is in particular to check whether the
systems react in a correlated manner by the keff response to the perturbations of the input parameters,
viz. nuclear data. Such analysis can be efficiently performed using the deterministic approaches
(see e.g., [29]). However, in the case of consideration of arbitrary system responses, the way of
computing the sensitivity coefficients in a production manner still needs further developments [15].
Alternatively, when, for instance, nuclear data stochastic sampling is performed with a tool like NUSS,
it is straight forward to assess the Pearson correlation coefficient, r, for a pair of calculation sets, e.g.,
with different models and/or outputs [47,48,50,51,75] (note also that r2 is equivalent to the “coefficient
of determination” [76], which can be used to assess linear relation between the output and input
values, as demonstrated in [31,75], but here the discussion is limited to only different systems output
correlations in which case r2 can be used to assess the proportion of variance in common between two
outputs [76]; actually the NUSS tool has been further extended to the version NUSS-RF (where -RF
stands for “Random balance design and Fourier amplitude sensitivity testing”) to allow performance
of Global Sensitivity Analysis, which concerns the first order global sensitivity indices instead of the
local (one at a time) linear sensitivity coefficients [21,46,48,49], but for the context of the given paper
we limit the discussion by using only the regular NUSS tool.

The capability to evaluate the correlation coefficients using NUSS is demonstrated below at first
for the case of criticality benchmark calculations. Details of the criticality validation benchmark suite,
the criticality safety methodology and its validation concept can be seen in [6,77]. Here it should be only
revealed that the validation database consists of two distinct types of the experimental systems—with
uranium dioxide UO2 (“Low-enriched uranium Compound Thermal systems”—LCT cases category
in [3]) and with mixed oxide (MOX, contains plutonium fraction) fuels (MOX cases correspond to
“Mixed plutonium-uranium Compound Thermal systems”—MCT category in [3]). Presence of these
two types of fuels in the validation suite is stipulated by the fact of use of both of them in Swiss
reactors during their exploitation history. Figure 2 shows the complete correlation matrix obtained
after 300 sample calculations for all the 149 benchmarks from the PSI validation suite. For clarity,
the first 122 sequential benchmarks correspond to the LCT category and the next benchmarks from
number 123 to 149 correspond respectively to the MCT category.
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As concerns the statistical uncertainty of the r values reported in Figure 2, they can be assessed
using an approximate formula for standard error of the correlation coefficient applicable for large
samples (N > 100):

SE(r) ≈ 1− r2
√

N − 2
(2)

For example, at sample size equals 300 and r = 0.3, the SE of r, SE(r) ≈ 5.3%; for r = 0.9,
SE(r) ≈ 1.1%.

It shall be commented here that the generation and analysis of the covariance data for integral
experiments, i.e., for criticality benchmarks from [3], is an objective of the ongoing benchmark exercise
Phase IV of the OECD Nuclear Energy Agency (NEA)/Nuclear Science Committee (NSC)/Working
Party on Nuclear Criticality Safety (WPNCS)/Expert Group on Uncertainty Analysis for Criticality
Safety Assessment (UACSA) [78]. The main focus of the benchmark Phase IV is the analysis
of correlations of critical experiments due to uncertainties of system technological parameters
(materials/dimensions). An interesting observation on the impact of the MC uncertainties of keff
values obtained for individual benchmarks on the resulting values of the benchmarks’ correlation
coefficients was reported recently [79]. It indicates the need for further verification of the currently
obtained results on the ND-related benchmark correlations, with respect to the MCNP(X) statistical
uncertainty. It is also worth noting that in work [80] the correlations due to nuclear data uncertainties
were analyzed as well for the set of benchmarks from the UACSA Phase-IV exercise, with the help of
SCALE/TSUNAMI calculation sequences. For the verification purpose, NUSS methodology with the
ENDF/B-VII.1 library has been also recently applied for such study [81] and preliminary results were
found in a very reasonable agreement with those reported in work [80], noting that in the latter the
ENDF/B-VII.0 library was used. That preliminary comparison can be seen as an additional justification
of the NUSS workability for similarity assessments.

Concerning Figure 2, it is noticeable that the obtained matrix shows very strong correlations
between the intrinsically similar systems, while correlations between the different fuel-type systems are
weaker. This observation meets physics based expectations and serves as another indirect verification
of the NUSS calculation outcomes.

Returning to the problem that no explicitly dedicated experimental data is yet available for the
above mentioned CR FNF calculations, the question of interest is—can one identify appropriateness
of available experiments originally performed for other types of response parameters/systems, for
validation of CR FNF predictions, at least as concerns the ND effects? Indeed, regarding the ND
effects, we consider that it should be possible to do with the help of the NUSS-based approach.
The related results obtained for the set of models/response parameters, as defined in Table 1 are
demonstrated in Figures 3 and 4, presenting an example of behavior of the Pearson coefficients for
selected model calculations as function of the sample size (Figure 3) and the matrix of the Pearson
correlation coefficients (Figure 4).

In addition to the correlation coefficient, Figure 3 shows the statistical uncertainly calculated with
Equation (1) and also the 95% confidence interval as a function of sample size, computed as suggested
in [76]. It is evident from the provided results that the presently achieved statistical uncertainties of r
values are rather high, however, for the context of the given illustrative study the sample size of 300 is
assumed sufficient.

As concerns the results given on Figure 4, for the most important cases the 95% confidence
intervals of the correlation coefficients are included in the parentheses (note that they are not symmetric
around r [76]). For completeness, the statistical significance of the correlation coefficients has been
assessed using Student’s t-test [76]. The results indicate that all correlation coefficients in Figure 4
which absolute values exceed 0.1 are statistically significant at 95% (two-sided) confidence level.



Energies 2016, 9, 1039 11 of 18
Energies 2016, 9, 1039 11 of 18 

 

 
Figure 3. Pearson coefficient behavior vs. sample size for the selected couple of model calculations. 

 
Figure 4. Upper triangular matrix of Pearson correlation coefficients obtained with 300 randomly 
sampled ND libraries. 

5.2. Results Examination and Verification 

A few comments about Figure 4 shall be made. The cases PWR-CRs-t and PWR-CRk-t 
correspond to the results of the thermal neutron flux, which is not of primary interest in the context 
of the major study on the assessment of the fast neutron flux. However, it is useful to check the 
thermal flux results in order to assess the qualitative behavior of the correlation coefficients, as 
compared to the base case of the fast fluxes. Next, the case LCT-01-01-keff is completely outstanding 
here and it is included just on the purpose to verify, if the correlations between the outcomes of 
interest (fast flux) and an outcome which is by definition not expected to be correlated with the 
major outcomes of interest will be indeed found weak, as it should be. This exercise can serve as a 
“stress-test” for the computation procedures employed here on the basis of the NUSS tool. Finally, 
even if a better statistical precision of MC calculations and larger sample sizes are needed for more 
confident statements, there is an indication that the correlations between the cases PWR-CRs and the 
cases PWR-GP, PWR-ST and BWR-D are systematically higher than the correlations of the same 
cases and PWR-CRk model. This also looks logical since all the cases except PWR-CRk correspond to 
the fixed source option and thus shall demonstrate higher correlations compared to the eigenmode 
case PWR-CRk. 

Concerning the assessment of the Pearson correlation coefficients with respect to their 
amplitude, there is obviously no universal “rule of thumb” which is valid for any field. For instance, 

0.30

0.35

0.40

0.45

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0 50 100 150 200 250 300

Pe
ar

so
n 

co
rr

el
at

io
n 

co
ef

fic
ie

nt
, r

Sample size, N

Models PWR-CRs & PWR-GP 95% Confidence Interval

Figure 3. Pearson coefficient behavior vs. sample size for the selected couple of model calculations.

Energies 2016, 9, 1039 11 of 18 

 

 
Figure 3. Pearson coefficient behavior vs. sample size for the selected couple of model calculations. 

 
Figure 4. Upper triangular matrix of Pearson correlation coefficients obtained with 300 randomly 
sampled ND libraries. 

5.2. Results Examination and Verification 

A few comments about Figure 4 shall be made. The cases PWR-CRs-t and PWR-CRk-t 
correspond to the results of the thermal neutron flux, which is not of primary interest in the context 
of the major study on the assessment of the fast neutron flux. However, it is useful to check the 
thermal flux results in order to assess the qualitative behavior of the correlation coefficients, as 
compared to the base case of the fast fluxes. Next, the case LCT-01-01-keff is completely outstanding 
here and it is included just on the purpose to verify, if the correlations between the outcomes of 
interest (fast flux) and an outcome which is by definition not expected to be correlated with the 
major outcomes of interest will be indeed found weak, as it should be. This exercise can serve as a 
“stress-test” for the computation procedures employed here on the basis of the NUSS tool. Finally, 
even if a better statistical precision of MC calculations and larger sample sizes are needed for more 
confident statements, there is an indication that the correlations between the cases PWR-CRs and the 
cases PWR-GP, PWR-ST and BWR-D are systematically higher than the correlations of the same 
cases and PWR-CRk model. This also looks logical since all the cases except PWR-CRk correspond to 
the fixed source option and thus shall demonstrate higher correlations compared to the eigenmode 
case PWR-CRk. 

Concerning the assessment of the Pearson correlation coefficients with respect to their 
amplitude, there is obviously no universal “rule of thumb” which is valid for any field. For instance, 

0.30

0.35

0.40

0.45

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0 50 100 150 200 250 300

Pe
ar

so
n 

co
rr

el
at

io
n 

co
ef

fic
ie

nt
, r

Sample size, N

Models PWR-CRs & PWR-GP 95% Confidence Interval

Figure 4. Upper triangular matrix of Pearson correlation coefficients obtained with 300 randomly
sampled ND libraries.

5.2. Results Examination and Verification

A few comments about Figure 4 shall be made. The cases PWR-CRs-t and PWR-CRk-t correspond
to the results of the thermal neutron flux, which is not of primary interest in the context of the major
study on the assessment of the fast neutron flux. However, it is useful to check the thermal flux
results in order to assess the qualitative behavior of the correlation coefficients, as compared to the
base case of the fast fluxes. Next, the case LCT-01-01-keff is completely outstanding here and it is
included just on the purpose to verify, if the correlations between the outcomes of interest (fast flux)
and an outcome which is by definition not expected to be correlated with the major outcomes of
interest will be indeed found weak, as it should be. This exercise can serve as a “stress-test” for the
computation procedures employed here on the basis of the NUSS tool. Finally, even if a better statistical
precision of MC calculations and larger sample sizes are needed for more confident statements, there
is an indication that the correlations between the cases PWR-CRs and the cases PWR-GP, PWR-ST
and BWR-D are systematically higher than the correlations of the same cases and PWR-CRk model.
This also looks logical since all the cases except PWR-CRk correspond to the fixed source option and
thus shall demonstrate higher correlations compared to the eigenmode case PWR-CRk.

Concerning the assessment of the Pearson correlation coefficients with respect to their amplitude, there
is obviously no universal “rule of thumb” which is valid for any field. For instance, the interpretation that
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|r| = 0.3, |r| = 0.5 and |r| = 0.7 are respectively weak, moderate and strong correlations can be found
in [82]. In the case of validation studies in the field of criticality benchmarks, usually positive values
above 0.8 are considered [4]. However, it can be noticed that when the Bayesian updating procedure is
applied for adjustment of the calculation predictions based on the performed validation studies [52],
the strength of the correlations between an application case and the validation benchmarks defines
how much the validation results will contribute to the posterior estimations. Thus, any experimental
benchmark with a correlation with the application case noticeably above zero is useful in such case.
Although, it is clear that the higher r, the better.

Now, the following conclusions can be made from the analysis of Figure 4. The correlation
between the cases PWR-CRs and PWR-CRk is very strong, as it should be expected, since the results
are obtained for the same responses and reactor models, though with principally different neutron
source options (see [65] for details). It is remarkable that on the contrary there is no correlation between
the cases PWR-CRs-t and PWR-CRk-t (note also that the results on the thermal fluxes are less precise in
terms of the achieved MCNP(X) uncertainties in individual sample calculations, as reported in Table 1).
This phenomenon can be explained by the fundamental difference between the fixed source and the
eigenmode simulation options. Note that fissions in LWR are mostly caused by thermal neutrons.
For instance, for the considered PWR model the fraction of fissions caused by the thermal energy
group neutrons is about 75%, according to the MCNP(X) results. Thus, the fission source distribution
is highly determined by the thermal neutrons spatial-energy distribution in the reactor core, which
in turns determines the fission and fast neutron distributions. Due to this feedback, there must be a
significant correlation between all energy groups of the neutron fluxes in the eigenmode calculations.
Note that the responses under analysis here are the spatially and energy localized neutron fluxes at the
control rods. The neutron cross-sections themselves have no spatial dependency, but they affect the
neutron flux shapes and the fission source distribution. Thus, the value given in Figure 4 for the cases
PWR-CRk and PWR-CRk –t is noticeable, 0.45. On the contrary, in the fixed-source calculations, the
neutron source is fully independent from the neutron flux in the simulation process, as was outlined in
Section 2 and is not changing with the neutron cross-section perturbations. Therefore, there shall not
be high correlations between the fast flux (highly defined by the fixed neutron source), and with the
thermal flux. The value shown in Figure 4 for the cases PWR-CRs and PWR-CRs-t is actually −0.14,
which is a weak anti-correlation (decrease of the fast neutron flux is slightly associated with increase of
thermal flux, which can be probably explained by the neutron scattering slowing down effects, though
such low value of correlation shall be treated with caution). At these conditions it is not surprising
that the correlation between the thermal fluxes in the eigenmode and fixed source model is almost
absent; see the value 0.05 in Figure 4 for the cases PWR-CRs-t and PWR-CRk-t. Finally, coming back
to the strong fast flux correlation, it looks logical since even if the fission sources in the two models
are different, the fast neutron fluxes shall react very similar to the cross-section perturbations because
basically the fission neutrons have the same spectra in both models, (corresponding to the fissioning
isotopes’ fission neutron spectra). Also confirming logical expectations, the correlation coefficients
between the flux results in all listed cases and the LCT-1-1 keff results are weak, while the correlations
among BWR-D, PWR-ST and PWR-GP are strong.

After the provided examination and justification of the obtained results, it is very important to
notice now that the correlations between the cases PWR-CRs and PWR-GP, PWR-ST and even BWR-D
are rather high, showing that the listed dosimetry experiments are appropriate for indirect validation
of the PWR-CRs case of interest.

6. Discussion

Several recommendations can be done here concerning the priorities for future works. First of
all, further enhancements of the NUSS(-RF) tool can be proposed, namely—including the angular
distributions sampling at the neutron scattering reaction simulations, which would be especially
important for dosimetry and shielding applications. Next, an analysis of the impact of the MC
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uncertainties on the results of the ND-related uncertainties and the output parameters correlations
should be performed, as was outlined in Section 5.1.

An exact recipe of how to further use the obtained correlation coefficients goes beyond the
scope of the given paper (see for example [52] for illustrations). It should be however mentioned
that conventionally the validation C/E results are the subject of statistical evaluations, which allow
quantifying the calculation methodology accuracy with certain confidence (e.g., by deriving the average
C/E bias, its uncertainty and/or bounding C/E tolerance value [83]). It is also known that the existence
of correlations between benchmark models involved in the methodology validation process (even if
originated from the common sensitivities to nuclear data) should be taken into account to prevent
errors in estimation of the calculation bias [84], and such use of the correlation coefficients is also
foreseen at PSI [54]. If a weighting procedure is applied to the C/E values processing (e.g., to derive
a weighted sample mean and variance), it should also take into account the experimental uncertainties
CM as the weight components.

Note, however, that in future studies the influence of other than ND effects may also be
considered. For instance the contribution of the system design/technological (material compositions
and dimensions) uncertainties and their correlations can be included in the overall MC sampling
procedure and related statistical analysis of the results, similarly to the ways discussed in [52] and using
PSI in-house tool for manufacturing and technological parameters uncertainty quantification (MTUQ)
developed recently for such purposes and for application with MC neutron transport codes [85].

7. Materials and Methods

This study was based on the analysis of Swiss reactor models, which cannot be made publicly
available, as well as the employed MCNP code [13]. No other materials, data and tools used
and obtained in the frame of the given study and/or associated with the given publication can
be made available to readers without explicit agreement with the Paul Scherrer Institute (5232 Villigen
PSI, Switzerland).

8. Conclusions

In the given paper an application of the ND stochastic sampling approach to a number of
reactor physics calculations is demonstrated with the help of the NUSS tool [47]. The obtained
results justify that the correlation analysis associated with the stochastic sampling can bring useful
information in the sense of applicability of different experimental data for verification and validation of
a particular calculation target with pre-defined calculation methodology, including related uncertainties
quantifications. One can say that the ND-related correlation analysis has demonstrated its applicability
for test examinations of the calculation methodologies and models, including those for uncertainties
quantifications. Indeed, while the methods and options for the ND-related uncertainty evaluations
have been already sufficiently well established, the question of verification of such uncertainty
quantification methodologies is in many instances still open. The approach described in this paper is
supposed to contribute to the solution of the posed question; and actually, one could notice that the
test calculations shown in the paper have confirmed that the statistically obtained results are fully
in line with the expectations one should have based on the physics point of view. Unless this had
happened, one would have put the correctness of the applied methods and developed models under
question. Therefore, another potential outcome of the presented study is an indirect justification of the
calculated results obtained for the parameters which have no fully analogous experimental data for
direct validation.

It should be recalled that the concept of using similarity measures between an application case
and validation benchmarks is already well developed and integrated, e.g., in the field of criticality
safety, see for instance [5,8,28]. Now, the use of stochastic sampling based on the application of
the NUSS tool has been demonstrated in relation to dosimetry problems. Assessing the obtained
results, it is possible to conclude (at least with respect to nuclear data effects) that the validation data
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obtained with the PWR-GP, PWR-ST and BWR-D models should be useful for the quantification
and adjustment of the calculation uncertainties for the PWR CR FNF calculations with the PSI
CASMO/SIMULATE/MCNP(X)-based methodology [67]. This is valuable information for practical
use. Overall, the proposed approach goes in line with the modern trend in the nuclear safety to always
provide when possible a best estimate plus uncertainty analysis assessments (BEPU), in addition to the
more traditional “conservative estimations”. In general, the BEPU approach is important to ensure
that commonly employed in practice different conservative assumptions really lead to most penalizing
assessments at all situations and types of the safety analysis.
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