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Abstract: To save energy from cellular networks or to increase user-perceived performance,
studying base station (BS) switching on–off is actively ongoing. However, many studies focus on
the tradeoff between energy efficiency and user-perceived performance. In this paper, we propose
a simple technique called cell flashing. Cell flashing means that base stations are turned on and off
periodically and rapidly so that, when one base station is turned on, the adjacent base stations which
make interferences are always off. Thus, both energy efficiency and cell edge user performances can
be improved. In general, switching off base stations to save energy can lead to longer file download
time (or delay) to customers. Using flow-level dynamics, we analyze average delay and energy
consumption of cellular networks when cell flashing is used. We show that both of total energy
consumption and average flow-level delay decrease in the case of small cells. Extensive simulations
confirm that cell flashing can significantly save the energy of the base stations, e.g., by up to 25%
and, at the same time, reduce the average delay by up to 75%.

Keywords: energy efficiency; inter-cell interference; flow-level dynamics; cell flashing;
small cell networks

1. Introduction

The main objectives for next generation communications, although they may be different for
various organizations, are high data rate, low latency and low energy consumption [1]. Data rate
means not only average data rate but also cell edge data rate, which is the worst data rate, because
of inter-cell interference. With the deployment of broadband data services, demands of mobile traffic
are growing rapidly [2], and thus the 4th generation wireless networks may reach their limits soon.
This implies that the above-mentioned three objectives may not be achieved at the same time, and
thus to resolve these challenges, research towards the 5th generation of mobile cellular networks is
actively being conducted.

To improve user-perceived performance specifically focused on energy efficiency and cell edge
users, many cell switch-off techniques have been proposed. The works in [3,4] proposed interference
management schemes by switching off the nearest cells. The authors in [5,6] proposed inter-cell
interference (ICI) management by exploiting adaptive fractional time reuse (FTR) instead of fractional
frequency reuse (FFR). However, these works focused on improving edge user performance and
neglected considering energy efficiency. A series of papers [7–13] studied about energy-efficient
cellular systems by switching off base stations and/or transmit antennas. The works such as [14,15]
proposed energy harvesting wireless communication systems that exploit renewable energy such as
solar power, wind power, etc. However, these works did not consider cell edge user performances.
The work such as [16] proposed increasing energy efficiency and cell edge user performances
simultaneously by cell switch-off with coordinated multi-point (CoMP). The work such as [17]
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proposed energy conservation and interference management in a multi-cell time division multiple
access (TDMA) network. However, these works consider only the static system where the number
of users are fixed, and thus cannot capture real systems where the number of users (or flows,
equivalently) changes over time. The work such as [18] studied energy and delay in the downlink
of a proportional-fair cellular system with inter-cell interferences and fading. However, this work
focused on the trade-off between energy and delay. To the best of our knowledge, increasing
energy efficiency and cell edge user performances (or even improving the average performance of
all users) simultaneously by cell switch-off, specifically in a dynamic system, has not been studied in
the literature.

In this paper, we investigate a mechanism that improves three objectives at the same time, i.e.,
energy efficiency, cell edge user performances, and the average user performances by managing cell
activation in a timely orthogonal fashion. We call it cell flashing because base stations are turned
on and off periodically and rapidly so that, when one base station is turned on, the adjacent base
stations that make interferences are always off; switching off adjacent cells significantly improves
energy efficiency, and cell edge users obviously experience less inter-cell interference. Cell center
users who were not experiencing much inter-cell interference, however, might be slightly penalized
because the associated base station is not always on. Then, it becomes not clear, even though energy
efficiency would be mostly improved with cell flashing, how overall system performance would be.
In this regard, we are interested in under which circumstance cell flashing becomes beneficial for both
energy efficiency as well as user-perceived performance (overall and/or in the cell edge). Note that,
in general, switching off base stations to save energy leads to longer delay, i.e., there is a tradeoff
between energy saving and user-perceived performance. Thus, a proper switching on–off mechanism
and its theoretical analysis are essential.

One may think that cell flashing may not be practical, at least at this moment, because turning
base stations on and off may take significant time, either base station (BS) goes to sleep mode or
returns back to active mode, or uplink signals cannot be continuously received. When BS goes to
deep-sleep mode, which consumes very low power, it takes a long time and uplink signals cannot
be continuously received. However, when fast discontinuous transmission (DTX) is used [19], the
transition period between sleep mode and active mode is similar to the case of state on/off change
in time division duplexing (TDD) system, and subframes for uplink signals can be continuously
received at the expense of energy consumption [20,21]. According to [22], it is possible to switch
on/off states in the order of 17 µs. This is a much shorter time than long term evolution advanced
(LTE-A) scheduling period of 0.5 ms, and thus cell flashing can be viable. Of course, energy saving of
DTX cannot be as much as that of deep-sleep mode.

To better understand energy saving and the user-perceived performance, we consider stochastic
traffic loads where new file transfers, or equivalently flows, are initiated at random and leave the
system after being served. This is usually referred to as flow-level dynamics [23–25]. Unlike the
previous works of FTR [5,6] where energy efficiency was ignored, and static population (or infinitely
backlogged users) was assumed, our work is unique in the sense that it captures the impact of
dynamic user population on energy efficiency and the long term average performance, which is closer
to user-perceived performance, e.g., file download time (or called delay hereafter). Note that user
experience is based on the time-averaged performance rather than instantaneous capacity. Analyzing
such systems is, however, more challenging because of the dynamic nature of the system, and its
analysis is hardly tractable in general [24].

When cell flashing is employed in a dynamic system, we consider the user-perceived
performance, i.e., the average delay measured by file download time and the energy consumption of
base stations and formulate an optimization problem. Based on flow-level dynamics, we prove that
cell flashing can improve both total energy saving and the average delay in the interference-limited
regime, which is typically the case of small cells. This can be achieved because large average
delay is mainly incurred by cell edge users’ poor performances, and thus improved cell edge user
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performances make the average delay lower. Thus, cell flashing has three advantages: higher
energy efficiency, improved cell edge user performances, and lower average delay in small cells.
These benefits are promising because cell densification is essential to achieve higher network-level
capacity [2] and lower energy consumption [26]. However, as the cell radius increases, there is a
tradeoff between energy saving and reducing delay. Our extensive simulations show that when noise
power is negligibly small compared to transmit power, energy consumption of the base stations can
be reduced by 25%, and at the same time, the overall average delay is reduced by up to 75% compared
to the case of non-flashing. Furthermore, the performance improvement for cell edge users is also
noticeable, e.g., the conditional average delay at cell edge is reduced by 80%.

We would like to emphasize that previous papers mainly focused on deep-sleep mode on
a long-term scale, but our work analyzes the impact of turning BSs on and off rapidly while
receiving uplink signals continuously. Thus, the time scales of energy saving are different, and cell
flashing can be implemented independently of deep-sleep mode; even if the BS decides to remain
on because traffic volume is moderate, the BS still can be turned on/off rapidly for extra energy
saving. In addition, cell flashing can reduce both energy and delay simultaneously in small cells
(see Proposition 1).

The rest of paper is organized as follows. In Section 2, we describe the hexagonal cellular model
used in our study. In Section 3, we analyze the optimal delay and energy efficiency when cell flashing
is used. In Section 4, numerical results are given followed by conclusion in Section 5.

2. System Model

We assume a basic small cell wireless network where each base station is equipped with an
omnidirectional antenna. For analytical tractability, we consider small cell hexagonal networks, but
our model can be further extended to randomly deployed small cells using stochastic geometry, which
is beyond the scope of this paper. We consider a region L ⊂ R2 that is served by a set of base
stations B. Let x ∈ L denote a location and i ∈ B be a BS index. Note that we use the BS index
i for cell index because BS and cell refer to the same object with slightly different purposes, which
can be understood in the context. Let k ⊂ B be a cluster, which consists of a set of adjacent cells that
may orthogonally use a time-domain resource. Even though the number of the BSs in a cluster can
be two or more, three is meaningful in a practical system because too many BSs in a cluster sacrifice
the benefit of frequency reuse. Thus, we consider three BSs in a cluster hereafter. We assume that file
transfer or web page download requests, i.e., flow arrivals follow a Poisson point process with arrival
rate per unit area λ(x) and file sizes that are independently distributed with mean 1/µ(x) at location
x ∈ L, so the traffic load density is defined by γ(x) := λ(x)

µ(x) ; we assume γ(x) < ∞ for x ∈ L. This
captures spatial traffic variability. For example, a hot spot can be characterized by a high arrival rate
and/or possibly large file sizes [23–25].

Figure 1 depicts the hexagonal cellular networks operated by cell flashing. Figure 1a shows
the case when time-domain resources are divided into four partitions. In partition 0, all three BSs
transmit while in partition i. Only BS i transmits and other BSs remain silent. Figure 1b shows
the coverage based on signal-to-interference-plus-noise ratio (SINR) in each partition. For example,
during partition 0, each cell serves its own coverage, while during partition i, only BS i is activated
and serves its own coverage. Let β denote a fraction of time that cells flash, i.e., the fraction of time
for partitions 1, 2, and 3. Thus, with a ratio of 1− β, all BSs are on (partition 0), and with a ratio of β,
only one BS i ∈ {1, 2, 3} is on as shown in Figure 1b. Thus, the inter-cell interference can be decreased
just like frequency reuse 3, and capacity seen by cell edge users can be improved.

One may want to consider load balancing where radio resource, either time or frequency,
is allocated depending on traffic variation in space. For example, our previous work of [25]
proposed adaptively changing the spectrum bandwidth of each BS in accordance with the loads
of BSs. In this work, however, we do not consider load balancing because when partition time is
not orthogonalized among adjacent clusters, inter-cluster interferences from adjacent clusters may
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become severe. This makes complicated dynamic inter-cell interference unavoidable, and the analysis
of flow-level dynamics is not applicable [24,25,27]. In this regard, we consider the case where all
cells have the equal partition length. The study on cell flashing with load balancing remains for
further study.

(a) (b)
Figure 1. Example of cell flashing with four partitions. (a) Power configuration in each partition; and
(b) cell coverage based on SINR. The gray cells represent base stations that are active and the white
cells represent base stations that are inactive.

This paper focuses on scenarios where users see (a roughly) static interference from neighboring
cells, which was also assumed in [23–25]. Static interference assumption makes sense when
interfering cells independently operate with the interfered cell and also interferences are not severe
by using, for example, FFR or enhanced inter-cell interference coordination (eICIC). Then, the
summation of interference can be considered as static Gaussian-like noise [23–25].

We use Shannon capacity to model the transmission rate to a user at location x, i.e.,

ci(x) = W log2(1 + SINRi(x)), (1)

where W denotes the channel bandwidth, and SINRi(x) is the receive signal-to-interference-
plus-noise ratio at location x for the signal from BS i. For analytical tractability, we assume that ci(x)
does not change over time, i.e., we do not consider fast fading or dynamic inter-cell interferences.
Instead, ci(x) can be considered as a time-averaged transmission rate. This assumption is reasonable
when the time scale for measuring channel gain gi(t) is assumed to be much larger than the time scale
of fast fading [23,24]. SINRi(x) is then given by:

SINRi(x) =
Pigi(x)
σ2 + Ii(x)

, (2)

where Pi denotes the transmission power spectral density (W/Hz) of BS i, gi(x) denotes the total
channel gain from the BS i to the user equipment (UE) at location x, including path loss, shadowing,
and other factors, if any. In addition, σ2 denotes noise power spectral density (W/Hz) and Ii(x)
denotes the average interference power spectral density seen by the UE at location x.

Assumption 1 (fast flashing). We assume that the cell flashing is much faster than flow arrival
process, which is reasonable because one frame time in LTE-A is 10 ms, which is much shorter than
average file download time that spans seconds to minutes. In addition, we consider that cell flashing
period is one frame time of LTE-A or less.
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Then, transition time between active and sleep mode becomes negligible because transition time
in DTX is 17 µs according to [22]. We can operate cells with non-flashing or flashing mode. If β is 0,
all base stations are always on, i.e., non-flashing, and this is same to the case of full time reuse. If β is
1, cellular networks always operate with cell flashing, and each base station is on one third of time in
a timely orthogonal fashion. Let c0

i (x) denote the instantaneous capacity at location x when cells are
non-flashing and c1

i (x) denote the instantaneous capacity when one of three cells are on. Thus, the
time-averaged capacity ci(x) at location x with flashing ratio β is given by:

ci(x,β) = (1− β)c0
i (x) +

β

3
c1

i (x). (3)

It should be noted that ci(x,β) is location-dependent but not necessarily determined by the
distance from the BS i. For example, ci(x,β) can be very small in a shadowed area where gi(x) is
very small. Hence, ci(x,β) can capture shadowing as well [25]. According to Assumption 1, we can
use the time-averaged capacity Equation (3) to define the system-load density as below:

ρi(x,β) :=
γ(x)

ci(x,β)
=

γ(x)
(1− β)c0

i (x) + β
3 c1

i (x)
, (4)

which denotes the fraction of time required to deliver traffic load γ(x) from BS i to location x.
We assume that mini ρi(x,β) is finite, i.e., at least one BS has physical capacity to location x ∈ L
that is not arbitrarily close to zero [25]. Then, the load of BS i (or utilization) is given by:

ρi(β) =
∫
Li

γ(x)
(1− β)c0

i (x) + β
3 c1

i (x)
dx, (5)

where Li is the coverage of BS i. Note that the meaning of ρi(β) is the busy fractional time of BS i.
We do not consider the unstable system, so ρi(β) will be smaller than 1 [25].

The system can be modeled by an M/GI/1 multi-class processor sharing system, which
reflects the fact that users see different service rates and file sizes based on their locations [24].
We also consider infinitely many classes because we address this problem in a continuous space L.
The average number of flows at BS i is then simply given by ρi(β)

1−ρi(β)
and total number of flows in all

base stations is ∑i∈B
ρi(β)

1−ρi(β)
[28]. From Little’s formula, minimizing the average number of flows is

equivalent to minimizing the average delay experienced by a typical flow. Minimizing ∑i
ρi(β)

1−ρi(β)
is

equivalent to minimizing ∑i
1

1−ρi(β)
because ∑i

(
ρi(β)

1−ρi(β)
+ 1
)
= ∑i

1
1−ρi(β)

, which serves as one part
of our objective functions in Equations (6) and (8).

Our notations are summarized in Table 1.

Table 1. Notation summary (BS: base station).

x location in continuous space L
i ∈ B BS index
β cell flashing ratio
λ(x) flow arrival rate per unit area
1/µ(x) average file size at x
γ(x) := λ(x)

µ(x) , inhomogeneous traffic load density
c0

i (x) the physical capacity at x from BS i during Partition 0
c1

i (x) the physical capacity at x from BS i during Partition 1, 2 or 3
ci(x,β) := (1− β)c0

i (x) + β
3 c1

i (x), reference capacity
ρi(x,β) := γ(x)

ci(x,β)
system-load density (fractional time)

Li the coverage of BS i
ρi(β) :=

∫
Li
ρi(x,β)dx, load of BS i having β
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3. Optimal Flashing Ratio

Our problem is to find an optimal flashing ratio β so as to minimize the system cost function
given below. Let the average delay be φ(β), which is given by:

φ(β) := ∑
i∈B

1
1− ρi(β)

. (6)

Let the average total power consumption be ψ(β). From [23], we know that power consumed
by operating BS i is ρi(β)Pt + Po, where Pt denotes the transmit power, and Po denotes static power
when BS operates. Power consumed by sleeping BS is Ps. Note that BS is on with the fraction of
1− 2

3β, so ψ(β) is given by:

ψ(β) := ∑
i∈B

{(
1− 2

3
β

)
(ρi(β)Pt + Po) +

2
3
βPs

}
. (7)

We then formulate our problem as optimization as follows.

Problem:

min
β

f (β) = φ(β) + ηψ(β), (8)

s.t. 0 ≤ β ≤ 1,

0 ≤ ρi(β) < 1, ∀i ∈ B, (9)

where η ≥ 0 is the parameter that balances the tradeoff between delay and energy consumption.
We analyzeφ(β) andψ(β) first to investigate under which circumstance the optimal β∗ can be found.
Since all base stations are symmetric, we consider BS i in analysis hereafter.

Lemma 1. φ(β) is a convex function of β.

Proof. To check the convexity, we obtain the second order derivatives of φ(β), which is given by:

φ′′(β) = ∑
i∈B

ρ′′i (β)(1− ρi(β)) + 2ρ′i(β)
2

(1− ρi(β))3 . (10)

We then obtain the second order derivatives of ρi(β), which is given by:

ρ′′i (β) =
∫
L

2
(

1
3 c1

i (x)− c0
i (x)

)2
γ(x)(

(1− β)c0
i (x) + β

3 c1
i (x)

)3 dx. (11)

Then, since γ(x) > 0 and (1− β)c0
i (x) + β

3 c1
i (x) > 0 for ∀β, 0 ≤ β ≤ 1, we have ρ′′i (β) > 0.

Thus, it is obvious that φ′′(β) ≥ 0, which completes the proof.

Lemma 2. ψ(β) is a monotone decreasing function of β, and we have:

{β̃ = 1 | β̃ = argmin
β

ψ(β)}. (12)

Proof. The derivative function of ψ(β) is:

ψ′(β) = ∑
i∈B

2
3

((
−ρi(β) +

(
3
2
− β

)
ρ′i(β)

)
Pt + Ps − Po

)
. (13)
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From Equation (5), we can obtain the coefficient of Pt in Equation (13):

− ρi(β) +

(
3
2
− β

)
ρ′i(β) = −

1
2

∫
L

γ(x)
(
c1

i (x)− c0
i (x)

)(
(1− β)c0

i (x) + β
3 c1

i (x)
)2 dx. (14)

Note that γ(x) > 0 and c0
i (x) < c1

i (x) because of the reduced interference power. Then, it is
obvious that the coefficient of Pt in Equation (13) is negative and because operating power is larger
than sleep power, the derivative function of ψ(β) is negative, which completes the proof.

From Lemmas 1 and 2 we now know that φ(β) is a convex function of β and ψ(β) is a
monotone decreasing function of β. Hereafter, we are interested in under which circumstance the
optimal solution can be obtained. As one special case, we are interested in when the optimal β∗

is 1, i.e., cell flashing all the time is optimal. The following proposition is about cell flashing in
interference-limited regime.

Proposition 1 (Cell flashing in interference-limited regime). Suppose that the traffic load density is
uniform, i.e., γ(x) = γ for ∀x = L. Then, in the interference limited regime, f (β) is a monotone
decreasing function, i.e.,

{β∗ = 1 | β∗ = argmin
β

f (β)}. (15)

Proof. Since all base stations are symmetric, we focus on BS i in the analysis hereafter. Let the path
loss factor be α, yi ∈ L be the location of BS i and B f be the set of turned-on base stations when cells
flash. Then, for any x ∈ Li, c0

i (x) and c1
i (x) are given by:

c0
i (x) = W log2

(
1 +

|x− yi|−α

Σj∈B,j 6=i
∣∣x− yj

∣∣−α
)

, (16)

c1
i (x) = W log2

1 +
|x− yi|−α

Σj∈B f ,j 6=i
∣∣x− yj

∣∣−α
 . (17)

Note that in the interference limited regime, transmit power of the transmitter and the interferers
are canceled out. Then, we obtain ρi(β) as follows:

ρi(β) =
∫
Li

γ

(1− β)c0
i (x) + β

3 c1
i (x)

dx. (18)

From Equation (18), we can obtain the derivative function of ρi(β) as follows:

ρ′i(β) =
∫
Li

−γ
(

1
3 c1

i (x)− c0
i (x)

)
(
(1− β)c0

i (x) + β
3 c1

i (x)
)2 dx. (19)

Figure 2 shows ρ′i(β) is negative for all β where the path loss factor is 2 ≤ α ≤ 7 [29]. We are
only interested in whether ρ′i(β) is negative or not, so we set W = 1 and γ = 1. Thus, φ′(β) is also
negative for all β and we can know that φ(β) is a monotone decreasing function in β. It should be
noted that we numerically check that ρ′i(β) < 0 even when α is unrealistically high, e.g., 20. Since we
verify all practically meaningful α, we do not attempt to prove that ρ′i(β) < 0 holds for all α.
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Figure 2. The derivative function of load in interference limited regime.

Remark 3.1. Note that by cell flashing, we can minimize average delay and average energy consumption
simultaneously in the interference limited regime. Interference limited regime is usually the case with small
cells. Furthermore, in 5G communication systems, cell coverage will be smaller than now for high data
rates and low energy consumption, and thus cell flashing achieves both of them as well as improves the edge
user performances.

Remark 3.2. When the effect of the noise is high enough, the problem becomes non-trivial because φ(β) can
be an increasing function. In Section 4, we consider the impact of noise throughout all simulations.

Remark 3.3. In general, f (β) is not a convex function. However, if Pt is negligible in Equation (7), which
means Po is much larger than ρi(β)Pt, ψ(β) can be considered as a decreasing linear function [30]. Thus,
f (β) becomes a convex function, and we can easily find the optimal β∗. It is a reasonable assumption because
Po is much larger than Pt in small cells (see Table 2), and ρi(β) lies between 0 and 1. However, when Pt is not
negligible, the optimal β∗ can be found by exhaustive search; this may not be technically challenging because
there is only one optimization variable.

Table 2. Power model parameters for different omnidirectional BS types from [22].

BS Type Pt (W) Po (W) Ps (W)

RRH
5.0 103.0 69.0
1.0 96.2 62.0
0.25 13.6 8.6

Pico
5.0 103.0 69.0
1.0 96.2 62.0
0.25 13.6 8.6

Femto 0.1 9.6 5.8

4. Simulation Results

In this section, we verify cell flashing by extensive simulations. To evaluate the performance
of the proposed scheme, we consider two-tier multi-cell networks composed of 19 hexagonal cells.
Each BS has an omnidirectional antenna. The simulation parameters are summarized in Table 3 where
power related parameters are from [22]. Since we do not consider fast fading, the average interference
power spectral density is computed by the path loss from interfering cells.
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Table 3. Simulation parameters.

Parameter Value

Transmission power (Pt) 5 W
Operation power (Po) 103 W

Sleep power (Ps) 69 W
Average File Size 10 Mbit

Channel bandwidth 20 MHz
Noise power spectral density −174 dBm/Hz

Path loss factor 3.5

We analyze the optimal β∗ with numerical simulations and compare four different cases
depending on the use of cell flashing and the cell size as follows:

• Case 1: Cell flashing is not applied for small cells with radius 500 m.
• Case 2: Cell flashing is applied for small cells with radius 500 m.
• Case 3: Cell flashing is not applied for macro cells with radius 1500 m.
• Case 4: Cell flashing is applied for macro cells with radius 1500 m.

4.1. Optimal β∗

Figure 3 shows the optimal β∗ that minimizes f (β) as cell radius changes. According to
Proposition 1, when cell radius is small, i.e., in the interference limited regime, β∗ is 1 regardless
of η. This is because, when cell radius is small, the effect of interference power is dominant, so cell
flashing reduces both the average delay and energy consumption in the interference limited regime.
However, as the cell radius increases, the system operates more and more in a noise-limited regime,
and thus β∗ decreases, and eventually β∗ becomes zero (unless η is infinite). This implies that cell
flashing is not suitable for conventional macro cells albeit it can improve edge user performances.
For a given cell radius, as η increases, more emphasis is put on energy conservation, and thus β∗

increases, i.e., cell flashing becomes more beneficial as expected.
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η=0.007

η=∞

Figure 3. Optimal β∗ for minimizing f (β) (λ = 1.7).

Figure 4 shows the relations between the average delay and the average energy consumption as
cell flashing ratio β varies when cell radius is 500 m, 1200 m, 1500 m, respectively. When cell radius
is 500 m (i.e., β∗ is 1), we can see that the average energy consumption decreases when the average
delay decreased. This means that cell flashing reduces delay and energy consumption simultaneously.
When cell radius is 1200 m (i.e., 0 < β∗ < 1), average delay is minimized at some β. When cell radius



Energies 2016, 9, 768 10 of 13

is 1500 m, there is a tradeoff between minimizing delay and energy consumption, i.e., to save energy,
the delay needs to get longer.
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Figure 4. Relationship between average delay and average energy consumption depending on cell
radius (λ = 1.7).

4.2. Cell Flashing vs. Non-Flashing

Figures 5 and 6 show a cumulative distribution function (CDF) of the conditional average delay
when cell radius is 500 m and 1500 m, respectively. Let Ti be a random variable denoting the
flow-level delay of BS i. In the case of an M/GI/1 multi-class processor sharing system model, the
conditional average delay experienced by the flow at location x when served by BS i is given by [25]:

E[Ti|X = x,β] =
1
λ(x)

ρi(x,β)
ρi(β)

ρi(β)

1− ρi(β)

=
1

µ(x)ci(x,β)(1− ρi(β))
.

We plot the CDF of the conditional flow delay in Figures 5 and 6 for Cases 1–4. As can be seen in
Figure 5, by slightly sacrificing cell center user performances, the overall delay as well as cell edge
user performances are significantly improved when cell flashing is used for cell radius 500 m. This
is because the impact of inter-cell interference is lessened by cell flashing. However, when the cell
radius is 1500, non-flashing is better in terms of average delay.

To see the average delay under various flow arrival rates, we compare Cases 1–4 in
Figures 7 and 8 by increasing flow arrival rates when cell radius is 500 m and 1500 m, respectively.
When cell radius is 500 m, average delay is reduced by up to 75%. This means the effect of decreased
delay of cell edge users is higher than increased delay of cell center users. When cell radius is 1500
m, however, the average delay increases when cell flashing is used. From Figures 5–8, we see that
cell flashing is very suitable to small cell networks where lower delay and less energy consumption
are achievable.
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Figure 5. Cumulative distribution function (CDF) of conditional delay (cell radius = 500 m, λ = 1.7).
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Figure 6. Cumulative distribution function (CDF) of conditional delay (cell radius = 1500 m, λ = 1.7).
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Figure 7. The comparison of average delay vs. arrival rate (cell radius = 500 m).
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Figure 8. The comparison of average delay vs. arrival rate (cell radius = 1500 m).

5. Conclusions

In this paper, we investigated a technique that turns the BS on and off periodically and rapidly,
which is called cell flashing. Because adjacent cells are always off, cell edge user performances and
energy efficiency are increased simultaneously by slightly sacrificing cell center user performances.
We formulated an optimization problem with flow-level delay and energy consumption. In general,
switching off BSs to save energy leads to longer delay but when cell flashing is exploited in small
cells, both overall average delay and energy consumption are significantly improved. This implies
that cell flashing in small cells has three advantages: higher energy efficiency, lower average delay
and also improved cell edge user performances. Our extensive simulations show that when small
cells are considered, energy consumption of the BSs can be saved by 25%, and the average delay can
be reduced by up to 75% by cell flashing. Furthermore, conditional average delay for cell edge users
is reduced by 80%. In our future work, cell flashing can be further extended to randomly deployed
small cells using stochastic geometry or also to the case of considering load balancing.
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