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Abstract: The surface characteristics, such as wettability and roughness, play an important 

role in heat transfer performance in the field of microfluidic flow. In this paper, the process 

of a hot liquid flowing through a microchannel with cold walls, which possesses different 

surface wettabilities and microstructures, is simulated by a transient double-distribution 

function (DDF) two-phase thermal lattice Boltzmann BGK (LBGK) model. The Shan-Chen 

multiphase LBGK model is used to describe the flow field and the independent distribution 

function is introduced to solve the temperature field. The simulation results show that the 

roughness of the channel wall improves the heat transfer, no matter what the surface 

wettability is. These simulations reveal that the heat exchange characteristics are directly 

related to the flow behavior. For the smooth-superhydrophobic-surface flow, a gas film 

forms that acts as an insulating layer since the thermal conductivity of the gas is relatively 

small in comparison to that of a liquid. In case of the rough-superhydrophobic-surface 

flow, the vortex motion of the gas within the grooves significantly enhances the heat 

exchange between the fluid and wall. 
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1. Introduction 

Microfluidics has become particularly active during the last few years since it has been widely used 

in many fields, thus, an understanding of fluid flow on the micro scale is crucial. Previous studies have 

indicated that the surface wettability has a significant impact on the fluid flow behavior and  

heat transfer performance. Moreover, numerous experiments have shown that rough surfaces with 

microstructures can directly increase surface hydrophobic properties. The surfaces which are covered 

with micrometer scale pots are strongly repellent to water, which rapidly increases the contact angle up 

to 160°. This should be compared to the more traditional ways of increasing the contact angle, such as 

surface coatings and chemical modifications, whereby it is difficult to achieve an angle of more than 

120°. Therefore, either the effect of surface wettability or the effect of surface roughness is extremely 

important for the micro-fluid flow. 

Previous studies mainly focused on the flow behaviors. Zhang [1] investigated the contact line and 

contact angle dynamic of fluid flowing in superhydrophobic channels. Jeffs [2] predicted the turbulent 

channel flow with superhydrophobic walls consisting of micro-ribs and cavities oriented parallel to  

the flow direction. Chibbaro [3] studied the effect of geometrical obstacles in microchannels on the 

process of capillary filling. Lauga [4] and Ybert [5] analyzed the slip velocity in channels by 

computational fluid dynamics (CFD) methods. Davies [6] and Ou [7] analyzed the drag reduction 

performance of fluid flowing through microchannels with different wettability and roughness walls. 

Our previous work [8] investigated the flow behaviors and the effects of surface wettability and 

roughness in details by a lattice Boltzmann method. Additionally, there are also abundant theoretical 

research [9,10] on the flow upon the rough superhydrophobic surface, and the relationship between 

surface roughness and its wettability had been analyzed [11,12] as well. However, reports on the heat 

exchange performance using a superhydrophobic surface are rare. Whether the heat exchange rate 

could be enhanced or not is still an unsettled issue and the heat transfer mechanism is still not clarified. 

Therefore, the aim of this paper was to examine the heat exchange abilities of fluid flowing over rough 

superhydrophobic surfaces. The effects of wettabilities and roughness on heat transfer performance 

will be investigated by a numerical approach. 

The macroscopic flow and heat exchange are closely related to the microscopic structure, which 

makes the problem become so complex that research is not an easy task. Fortunately, the lattice 

Boltzmann method (LBM), as an alternative numerical approach on mescoscopic level between the 

traditional macroscopic CFD and the microscopic molecular dynamics (MD) methods, is quite 

appropriate to describe microscale flow and the involved heat transfer problems, because the 

arithmetic itself is developed based on the microscale flow mechanism. Instead of solving the usual 

continuum hydrodynamic equations of the conserved field, the LB approach describes the fluid flow by 

tracking the evolution of the distribution function of microscopic fluid particles, which makes the LB 

method possess some important features that distinguish it from other numerical methods. In recent 

years, the LB model has achieved great success in simulations of microscopic fluid flows. 

In this paper, the lattice Boltzmann method is used to investigate flow behavior and heat exchange 

performance when a hot liquid flows through cold channels with different wettabilities and topographical 

surfaces. The paper is organized as follows: the LBM algorithm is formulated in Section 2; the 
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validation of the code by the benchmark solution presented in Section 3; the numerical simulation 

results are presented in Section 4; and finally, the conclusions are drawn in Section 5. 

2. Lattice Boltzmann Method 

In this study, the process of a hot liquid flowing into a cold microchannel with different surface 

wettabilities and roughnesses is investigated by the LB method. Originally, only mass and momentum 

conservations were considered in the LB model, however, in many applications it is important and 

sometimes critical to consider the temperature distribution in the fluid flows. The thermal LB methods 

have received wide attention and several models have been developed. However, most emphasis has 

been laid on single-phase flows while thermal models for multiphase flow are lacking. Therefore,  

in this research, the multiphase thermal LBM is developed to predict the temperature distribution of a 

multiphase flow. 

For the single-phase flow, the existing thermal models can be classified into two categories: the 

multispeed (MS) approach [13,14] and the multi-distribution function (MDF) approach [15]. The MS 

approach is a straightforward extension of the isothermal LB model in which the energy conservation 

is implemented by adding additional speeds and by including the higher-velocity terms in the equilibrium 

distribution. Although theoretically possible, the MS approach suffers from numerical instability and a 

narrow range of temperature variation. Most of all, the most obvious restriction is the impossibility of 

varying the Prandtl number. In the MDF approach, the temperature field is also solved using an LB 

equation by introduction of an independent distribution function. The thermal diffusivity is 

independent of the viscosity, which results in a changeable Prandtl number in simulations. The MDF 

model can improve the numerical stability and the range of temperature variations. The accuracy of the  

MDF models has been verified by several benchmark studies [16,17]. Thus, in our research, the 

double-distribution function (DDF) multiphase LB model is used, where the D2Q9 Shan-Chen 

multiphase LB equation is used to describe the flow field, while the D2Q5 thermal LB equation is 

adopted to simulate the temperature field. 

2.1. LB Flow Field Equations 

Initially, the cold channel is filled with a cold gas, and then the hot liquid flows into the channel  

and displaces the gas. The process should be described by the two-phase model. There are several  

models available for modeling multiphase fluid flows, including the chromodynamics model [18],  

Shan-Chen model [16] (also known as pseudo-potential), free energy model [19,20] and others [21–23]. 

In the present study, the Shan-Chen model is chosen to solve the velocity field because of its ability to 

handle fluids with different densities, to separate the interface automatically, and to easily implement 

the different wettability conditions. 

In the LB model the fluid is described by quantities fi representing the particle density distribution 

(PDF) in the ith velocity direction of the lattice: 

M,1,0     ),(  itff ii x  (1)

where x  is the position on the lattice and t  is the time. M  represents the number of velocity directions 

of the particle at each node of the lattice. 



Energies 2015, 8 5707 

 

 

The established LBGK model [24] in which the collision operator is simply approximated by  

a linear expression proposed by Bhatnagar, Gross, and Krook (BGK) [25] is widely used due to its 

simplicity. Then the equation of fi is: 

)],(),([
1

),(),( )( tftftftf eq
iiittii xxxex 


  (2)

In this relation, the relaxation parameter   expresses the rate at which the local particle 

distribution ),( tf i x  relaxes to the local equilibrium state ),()( tf eq
i x . For the velocity field,  

a two-dimensional regular grid with a nine-velocity lattice (the so-called D2Q9 topology), as shown in 
Figure 1a, is considered and the velocities ie  are given by: 
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Figure 1. Lattice geometry and velocity vectors of (a) the D2Q9 model and (b) the D2Q5model. 

In this case, )(eq
if , the corresponding equilibrium distribution function (EDF) can be expressed as: 
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with the weights 9/40 w , 9/1iw  for 4,3,2,1i  and 36/1iw  for 8,7,6,5i  and 3ccs   is 

defined as the lattice speed of sound for the D2Q9 lattice. Here txc   is the lattice speed, and for 

simplification purposes, c  is set as unity under the assumption that the lattice spacing x  and the time 

step t  are unity as well. 

At each lattice, all the forces will be incorporated into Equation (4) by shifting the equilibrium 

velocity equ : 

),(/),( ),(),( tttteq xxFxuxu   (5)

where ),(),(),( ttt t xFxFxF    is the total force acting on the fluid, including the fluid/fluid 

interaction F  and the fluid/solid interaction tF . The flow investigated in the present work is on  
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a horizontal surface, the effect of gravity therefore is not taken into account. The fluid/fluid interaction 

)(xF  can be expressed in the following form: 

))(()()()( xxxxx,xxF
x

 


 G  (6)

where the Green function )( xx, G  is a constant, given as GG )( xx,  for ci e , 4/)( GG xx,  for 

ci 2e  and 0)( xx,G  for other cases. The value of G controls the strength of the interacting force 

between different phases. By varying G, different surface tensions can be obtained. ψ is the interaction 

potential, according to Shan and Chen’s research, it must be monotonically increased and bounded. 
The extensively used scheme )]/exp(1[)(     [26,27] is employed in this model. 

Similarly, the interaction between the fluid and the solid surface )(xFt , which is determined by  

the presence of a solid in the nearest and the next nearest neighbours that surrounding a fluid node,  

has the form: 

 
i

itt sG ))(()()( xxexxxF   (7)

where s  is an indicator function of a solid phase, 1s  or 0s  is for fluid or solid, respectively.  

By adjusting tG , surface wetting characteristics can be controlled. 
Physical quantities of fluid flow, such as density   and velocity u , can be obtained through 

moment summations in the velocity space: 
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The continuity and Navier–Stokes equations through a Chapman–Enskog expansion [24,28,29] can 

be recovered. Accordingly, the kinematic viscosity (in lattice units) is defined by: 

)5.0(2   tsc  (10)

and the equation of state (EOS) is given by: 

)(
22

202  Gc
cp s   (11)

where 0c  is the constant depending on the lattice structure, for the D2Q9 lattices, 60 c . 

2.2. LB Equations for Temperature Field 

An independent distribution function is introduced to solve the temperature field and given as follows: 

)],(),([
1

),(),( )( tgtgtgtg eq
ii

T
ittii xxxvx 


  (12)

The LBGK model for PDFs in the temperature field is similar to that in velocity field,  

but a simplified EDF can be used: 
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For a D2Q5 topology, as shown in Figure 1b, the lattice velocities for temperature field, iv , are: 
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The associated weights T
iw  are 3/10 Tw  and 6/1T

iw  for 4,3,2,1i . For the D2Q5 model, 

2/ccT
s  is the lattice speed of the sound in the temperature field. At each lattice node,  

the temperature is defined as: 
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The Chapman–Enskog expansion for the temperature distribution function recovers the macroscopic 

energy equation. This gives the thermal diffusivity, κ, in term of the single relaxation: 

)5.0(
2

 Tt
T
sc   (16)

2.3. Variable Relaxation Times Treatment 

In the present model the properties, including density, velocity and thermal diffusivity, are different 
for the two phases. Density ratio  , viscosity ratio   and thermal diffusivity ratio   are defined as the 

ratios of the liquid phase properties to the gas phase properties ( gl  / , gl  /  and 

gl  / ). For each grid, the liquid phase fraction l  is introduced to distinguish the different 

phases expressed as: 
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Thus, the average viscosity and thermal diffusivity can be calculated as below: 

llgl   )1(
 (18)

llgl   )1(   (19)

Accordingly, the dimensionless relaxation times, for both flow field and temperature field, are also 

variable. They can be determined by Equation (10) and Equation (16). The accuracy and stability of 
numerical simulation can be guaranteed by adjusting the time step t  and the lattice speed c, and the 

details can be found in [30], where it is suggested that the relaxation times should fall into the range 

between 0.5 to 2. 
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3. Benchmark Tests 

Two benchmark tests are conducted to validate the reliability of the proposed LB model: (a) the 

Laplace law should be satisfied and (b) the temperature-drop curve obtained by LBM agrees well that 

simulated by the classical CFD model. 

Primarily, spheroidal droplets with different radii are generated in the center of a 150 × 150 lattice 

domain in an isothermal system. No any external forces, such as gravity, are introduced. A periodic 
boundary condition is imposed on each boundary of the domain. We set 10 , 10  and 6.0G  

for all simulations. The droplets evolve towards a steady state. Their radii and inside/outside pressures 
( outin ppp  ) under the steady state are measured. The relationship between P  and R/1  is 

presented in Figure 2. The slope of a plot of R/1  vs. p  will be the surface tension in accordance with 

the Laplace law which gives the relationship between the final radii of the droplet and pressure 
difference as Rp / . The LBM result agrees well the Laplace law. In the case of 6.0G , the 

surface tension   is 0.08277 (in lattice units) and the intercept at y-axis is can be considered as zero 

( 52626.5  eb ). It can be seen that LBM results agree well with the Laplace law when 6.0G . 

Therefore, this result will be adopted in the following studies. 

 

Figure 2. Relationship between R/1 and p in the case of 6.0G . 

Next the heat transfer will be taken into account. Initially, a hot liquid droplet ( 1, inilT ) with the 

radius of 25 lattices, which is surrounded by gas at low temperature ( 0, inigT ), is put in the center of 

the computational domain (150 × 150 lattice system). The Prandtl number (Pr lll  / ) is set to be 1 

and the other required parameters are set as follows: 10 , 10 , 6.0G . The diffusivity ratio   

varies from 1 to 10. All boundaries are set as solid walls with constant low temperature and the 

bounce-back boundary condition is employed for the flow field. The heat transfer will take place 

between the liquid droplet and the surrounding gas. The average temperature of liquid droplet with the 

time elapsing is presented in Figure 3. The dimensionless temperature and time in this figure are 
defined as )/( ,,, iniginilal TTTT   and 2/ Rtt l

 , respectively. 



Energies 2015, 8 5711 

 

 

 

Figure 3. Comparisons of the average temperatures of liquid droplet between the LB 

method and the level set approach. (The horizontal coordinate is dimensionless temperature 
)/( ,,, iniginilal TTTT  and the ordinate coordinate is dimensionless time 2/ Rtt l

 ). 

For the sake of validation, this problem is simulated by the traditional CFD method, which is 

derived from the continuum-based steady-stage conservation equations of mass, momentum and 

energy. There are two phases, gas and liquid, coexisting in the computational domain, thus, the VOF 

method, a surface-tracking technique applied to a fixed Eulerian mesh, is used to track the volume 

fraction of each phase. In order to track the gas-liquid interface, one continuity equation are solved for 

each phase. For liquid phase, this equation has the following form: 
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A single momentum equation is solved throughout the domain, and the resulting velocity field is 

shared among the phases. The momentum equation, shown below, is dependent on the volume 

fractions of all phases. 

)]([)()( Tuupuuu
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   (21)

The energy equation, also shared among the phases, is shown below: 

)()]([)( TpEuE
t



  

 (22)

The properties appearing in the transport equations, such as density, velocity, pressure, thermal 

conductivities, viscosity, are determined by the presence of the component phases in each control 
volume. In the gas-liquid system, the density in each cell is given by )1( lgll   . All 

other properties could be computed in this manner. The values of properties for each phase are set as 

the same ones used in the LBM simulations. The mass, momentum and temperature governing 

equations are discretized using the second order upwind scheme. The SIMPLE algorithm is applied for 

pressure-velocity coupling. The governing equations are solved iteratively until they are convergent 

and the convergence criterion is 10−6 for all variables. The governing equations are solved on the 
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Fluent 6.3.26® platform, and an 88-node Intel Xeon E5420 Linux cluster is employed to accomplish 

the solution iteration processes. Figure 3 shows that the LBM results agree very well with the results 

obtained by the traditional CFD method with a maximum error of less than 5.6%. This proves that the 

present multiphase thermal LBM is able to predict the flow behaviour and the heat transfer characteristics. 

4. Numerical Simulation 

In this section, the heat transfer characteristics with different wettability surfaces have been 

investigated. Two types of channel flows (smooth-surface channel flow and rough-surface channel flow) 

are simulated. 

4.1. Different Wettabilities Treatment 

In the present model, the different surface wettabilities can be obtained by varying the fluid/solid 
interaction parameter tG . In order to obtain their relationship, some pre-simulations must be made. In 

the isothermal system, a spheroidal liquid droplet is placed on the bottom surface. The periodic 

boundary condition is adopted for both left and right hand sides and the bounce-back boundary 
condition is employed for both top and bottom to reproduce no-slip boundary conditions. 10 , 

10 , 6.0G  are used in these cases and the values of tG  changes from 0 to −0.4. Due to the 

fluid/solid interaction, evolution of the droplets will take place and their steady states will clearly not 

be the same. The droplets spread on the surface with different contact angles. The floating 
phenomenon is observed when 07.0tG , in that case, the contact angle can be considered as 180°. It 

can be seen from the simulation data that the static contact angle is a linear function of the fluid/solid 
interaction parameter, where it increases with the increase of tG , as shown in Figure 4.  

 

Figure 4. Relationship between static contact angle   and fluid/solid interaction parameter 

tG  in the case of 6.0G . 

Some useful information can be gained: in the case of 32.0tG , 15.032.0  tG  and 

07.015.0  tG , the corresponding contact angle will be lower than 90°, higher than 90° but lower 

than 150° and higher than 150°, namely the surface is the hydrophilic, hydrophobic and 

superhydrophobic, respectively. 
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4.2. Solution Scheme and Procedure 

In our previous research [8], the flow behaviour had been investigated and the results indicated that 

the flowing resistance can be reduced by using a superhydrophobic surface, so in this paper, the 

emphasis will be laid upon the heat transfer performance. Channel flow with smooth surfaces as well 

as rough surfaces are simulated. Rectangular roughness elements distributed at equivalent distances are 

used to form the rough surfaces at both sides of the channel. The structure scheme of  

the two types of channels considered are presented in Figure 5.  

 

Figure 5. The structure scheme of channel with smooth surfaces and rough surfaces. 

Hot liquid ( 1, inilT ) flows through the domain with the cold surface ( 0wallT ) from the inlet side 

to displace the cold gas ( 0, inigT ) that initially filled the whole domain. The Poiseuille flow 

( ])2//()2/(1[ 22
max nynyyuu  , 0v ) with Re = 500 is imposed in the inlet side while the outlet 

side is set as the out-flow condition ( 0//  yvxu ). The top and bottom boundaries are treated 

as a solid surface with the bounce-back boundary conditions considering the fluid/solid interaction.  

In this work, 10 , 10 , 5  and 6.0G  are used. Five values of tG  within the range of  

−0.4 ~ −0.07 are chosen in this investigation, where the value of −0.4 stands for the hydrophilic 

surface, values of −0.3, −0.2 for the hydrophobic surface, while value of 0.1 for the superhydrophobic 

surface. Especially, the ideal hydrophobic surface with a contact angle of 180° ( 07.0tG ) is also 

simulated, although it is still an ideal condition which cannot be found in Nature or manufactured at 

present. To evaluate the grid size effect on the accuracy of numerical solutions, five sets of lattices are 

generated to perform the grid-independence tests for channel flow with smooth surfaces and rough 

surfaces. Table 1 shows the average temperature of the liquid in the case of 1.0tG  and 6.0G  

at the 200th and 400th steps for different lattices. It can be seen that for the smooth-surface channel 

flow, the third Grid with the lattice number nx × ny = 200 × 30 gives the approximately the same 

results as the finest Grid 4 and Grid 5, while for the rough-surface channel flow, the forth Grid with the 

lattice number nx × ny = 200 × 50 and the roughness elements w = s = 5, h = 10 could obtain similar 

results as the finest Grid 5. The two set of lattices are adequate to characterize the flow considering 

both numerical accuracy and computational costs, compared with coarse grid, and thus will be 

employed for the following calculations in this study. 
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Table 1. Lattice independence test. 

Smooth Channel Flow Rough Channel Flow 

 
Lattice 
number 

Average 
temperature 

 Lattice number 
Average 

temperature 

 nx ny 200th 400th  nx ny nw ns ny 200th 400th 

Grid 1 100 15 0.3669 0.7261 Grid 1 100 25 2 3 5 0.3059 0.6627 
Grid 2 200 15 0.3292 0.7058 Grid 2 150 25 4 4 5 0.3136 0.6795 
Grid 3 200 30 0.3892 0.7658 Grid 3 150 50 4 4 10 0.3029 0.6573 
Grid 4 400 30 0.3856 0.7620 Grid 4 200 50 5 5 10 0.3221 0.6853 
Grid 5 400 60 0.3801 0.7592 Grid 5 400 100 10 10 20 0.3202 0.6823 

Simulation conditions: Gt = ‒0.1; G = ‒0.6. 

4.3. Simulation Results 

The dimensionless temperature distributions at the 400th step are provided in Figure 6, where the 

black solid line represents the liquid/gas interface. It can be found that the larger the tG  is, the longer 

the liquid flow distance becomes. The explanations on flow length, the flow contact angle and the 

pressure drop have been presented in our previous works and the details can be found in [8], while the 

emphasis of this paper is the heat exchange characteristics. During the flow, heat transfer occurs 

between the liquid/gas interface and between the hot liquid and the cold walls. The hot liquid will be 

cooled and the heat exchange performance can be considered to be better if the temperature of liquid 

can be reduced. It can be seen from Figure 6 that the temperature of the liquid apparently becomes 

higher when tG  gets larger, that is to say, the heat transfer performance might be deteriorated when 

the better-hydrophobic surface is adopted, which seems a disappointing result. Thus, to seek a 

hydrophobic surface by which not only the pressure drop can be reduced but the heat transfer 

performance can also be enhanced, the surface roughness must be taken into account. 

Then, we take the other study, the heat transfer performance of the channel flow with roughness 

surface. The roughness elements’ borders are treated as the solid surface with bounce-back boundary 

conditions with considering the fluid/solid interaction. The other boundaries and parameters are 

handled by the same approaches as those channel flow cases with smooth surfaces. 

The dimensionless temperature distributions of channel flow with rough surface at the 400th step 

are provided in Figure 7. From the liquid/gas interface (the black solid line), it is obvious that, for the 

hydrophilic surface ( 4.0tG ), liquid sinks into the grooves and fills them, as shown in Figure 7a, 

and this part of liquid will be cooled by the roughness bumps with constant low temperature. With the 

increase of tG , the depth that the liquid penetrates into the grooves among the roughness bumps 

becomes lesser, as shown in Figure 7b–e. However, the cooling performance for the hot liquid gets 

better. The quantitative analysis will be presented in the next section. 

4.4. Model Validation 

In the sake of validating the simulation results, these channel flows with smooth surface and rough 

surface were also simulated with the CFD model, described in the character 3, and the results compared.  
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Figure 6. Dimensionless temperature distributions of channel flow with smooth surfaces at 

the 400th step ( 6.0G ). 

 

Figure 7. Dimensionless temperature distributions of channel flow with rough surfaces at 

the 400th step ( 6.0G ). 
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The local Nusselt number, an important indicator for monitoring the heat transfer performance, was 

calculated by follows: 

xwallbulk

wall

TT

LTT
Nu

 )(

)(1




  (23)

where T   is the temperature of the lattice located nearest to the wall surface, bulkT  is the fluid bulk 

temperature at the current step, L  is the flow distance. 

The flow direction Nu distributions obtained by the LB method and CFD theory are presented in 

Figure 8. It can be observed that both the CFD and LBM produce similar results, where the variation 

trends predicted by these two models are consistent and the values shows a satisfactory agreement with 

the maximum error of about 8%. This validation result indicated that the LBM model presented in the 

paper could be used to describe the fluid flow and heat transfer performance. 

 

Figure 8. The flow direction Nu distributions obtained by the LB method and CFD theory 
(simulation conditions: 0.2tG   , contact angle θ = 131.38°, 6.0G ). 

4.5. Quantitative Analysis and Discussion 

4.5.1. Heat Exchanger Performance 

Figure 9 shows the local Nusselt number variation along the flow direction at the steady state with 

two types of surface microstructures, with tG  ranging from −0.4 to −0.07. It can be seen that the local 

heat transfer intensity is high at the inlet, and the intensity decreases with the fluid going downstream 

and gradually approaching a constant stage. This is because the downstream temperature difference 

between the working fluid and wall is low compared to that at the entry region, in other words, the heat 

exchange driving force is lower approaching the exit. Apart from the above local Nusselt distribution 

analysis, the flow direction averaged Nusselt number, aNu , is a more direct way for one to evaluate 

the overall heat exchange intensity. 
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(a) 

 
(b) 

Figure 9. Local Nusselt number along the flowing direction for the channel flow with  

(a) smooth surfaces and (b) roughness surfaces ( 6.0G ). 

The flow direction averaged Nusselt number with different values of tG  is shown in Figure 10, where 

three points can be observed: (1) in the channel flow with smooth surface, the Nusselt number becomes 

smaller with increasing tG ; (2) in the channel flow with rough surface, the Nusselt number gets larger 

with increasing tG , namely, using the hydrophobic surface, the heat transfer performance will be worse 

in case of smooth-surface flow but improved in the case of rough-surface flow; and (3) the heat transfer 

performance can be enhanced when the smooth surface is displaced by the rough surface no matter what 

the surface wettabilities are. In the following content, a detailed analyses of these three aspects will be 

described. Primarily, as to the smooth-surface flow, if the surface hydrophobic characteristics are better, 

the attractive force of the fluid/solid interaction is small owing to low surface energy. 
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Figure 10. Averaged Nusselt number at the steady state for the channel flow with different 

surfaces ( 6.0G ). 

This force can be easily destroyed by the fluid shear stresses and the slip velocity at the fluid/solid 

interface with the same direction as that of the mainstream is formed, which leads to the increased 

speed of the flow, as shown in Figure 11a. That is to say, the velocity of the liquid-phase flow is larger 

when the hydrophobic properties are better. The flow time is therefore less for the hydrophobic-surface 

channel flow if the flow length is the same, making the heat transfer insufficient compared with the 

hydrophilic-surface channel flow. In addition, the liquid will disconnect from the walls more easily 

with the improved hydrophobic properties. A special case is the ideal-superhydrophobic-surface 

channel flow where 07.0G . Theoretically, liquid will not stick to the surface and a very thin gas 

film is formed in between the fluid and the solid surface, as shown in Figure 11b. This phenomenon 

can be also observed from our simulations. In that case, the heat exchange between the liquid and solid 

wall is insufficient because the gas film plays the role of the heat insulating layer since the thermal 

conductivity of the gas is relatively small compared to that of the liquid. The local enlarged details of the 

phase interface and the temperature distribution for the hydrophilic-surface flow and 

superhydrophobic-surface flow are provided in Figure 12. We can see the liquid temperature in the 

case of 4.0tG  is lower than that in the case of 07.0tG . These above points can explain why the 

heat transfer performance is worsened when the hydrophobic surface is adopted for the smooth-surface 

channel flow. 

Secondly, as to the rough-surface channel flow, the situation is reversed: the better the hydrophobic 

surface is, the better the heat transfer performance becomes. This can be analyzed from the point of 

view of the heat transfer mechanism, which is closely related to the flow behavior. The phase interface, 

streamline and temperature distribution for the channel flow with rough surfaces are provided in 

Figure 13. If the surface is hydrophilic, liquid sinks into the grooves; as shown in Figure 13(1a); if the 

hydrophobic properties of a surface are to be better, the depth that the liquid penetrates into the 

grooves among the roughness bumps becomes lesser and the volume of liquid which flows into the 

grooves is also reduced; and if the surface is superhydrophobic, according to the research of Öner [9] 

and Extrand [10], the liquid will sweep over the roughness bumps without any contact with the solid 
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surface. Our simulation agrees with this theoretical model well, as shown in Figure 13(2a). It can be 

found from the streamlines that in the case of hydrophilic-surface flow, there is no flow in the grooves; 

but in the case of superhydrophobic-surface flow, vortexes can be observed in the grooves. This is 

because, in present simulation, the velocity of the main flow is not large enough to drive the liquid to 

move but it is big enough to make the gas mass form vortexes since the viscosity of the gas is smaller 

than that of the liquid ( 10 ). Thus, within the grooves, the heat exchange mechanisms in the case of 

hydrophilic-surface flow and in case of superhydrophobic-surface flow correspond to heat conduction 

and heat convection, respectively. Normally, the heat exchange performance of the later is superior to 

that of the former. This can be also observed from the Figure 13(1c) and Figure 13(2c), where the heat 

transfer performance in the case of 07.0tG  is better than that in the case of 4.0tG . 

 

Figure 11. (a) Slip flow at the fluid/solid interface for a hydrophobic surface and  

(b) theoretical model for an ideal superhydrophobic surface. 

 

Figure 12. The local enlargement of (a) phase interface and (b) temperature distribution 

for the channel flow with smooth surfaces when (1) 4.0tG , 6.0G  and (2) 07.0tG , 

6.0G . 
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Figure 13. (a) Phase interface; (b) streamline and (c) temperature distribution for the channel 

flow with rough surface when (1) 4.0tG , 6.0G  and (2) 07.0tG , 6.0G . 

Finally, the heat exchange performance of the rough-surface flow always exceeds that of  

smooth-surface flow. The reasons differ with the variation of the surface wettabilities. When  

the hydrophilic surface is used, it is because of the addition of the heat exchange area, however, this 

explanation will not be appropriate for the hydrophobic-surface flow. In that situation, the enhanced 

heat exchange can be attributed to the vortex motion of the gas mass within the grooves. 

4.5.2. Pressure Drop 

When flows reach the steady state, the frictional resistance coefficient, given by Equation (24),  

is calculated to measure the pressure drop, where the smaller the coefficient is, the lesser the pressure 

loss is: 

)|/(|2 2 lpdf u  (24)

where d is the channel size, l is the flow distance of liquid in x direction, |u | is the average magnitude 

of velocity,  is the density of liquid and p  is the pressure drop between inlet and outlet sections. 

The frictional resistance coefficient of channel flow with smooth and rough surfaces is illustrated  

in Figure 14. Compared to the hydrophilic-surface flow, the frictional resistance coefficient for the 

hydrophobic-surface flow is much less because of its lower surface energy. It can be found from 
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Figure 6 that, for the smooth-surface flow, a very thin gas film is formed between the fluid and 

superhydrophobic wall and the liquid/solid interface is replaced by the gas/liquid one, while from 

Figure 7, it can be observed that, for the rough-surface flow, liquid sweeps over the grooves and  

the contact area is reduced in the case of hydrophobic-surface flow. Consequently, the friction is 

rapidly decreased. 

In addition, for the hydrophobic surface (|Gt| < 0.32), the friction resistance coefficient of flow over 

a rough surface is less than that over a smooth surface, while for the hydrophilic surface (|Gt| > 0.32), 

this coefficient for the rough surface is larger than that for smooth surface The most likely reason is 

that the roughness elements increase the contact area for a hydrophilic surface but decrease it for  

a hydrophobic one. The details can be found in Figures 6 and 7. 

 

Figure 14. Frictional resistance coefficient of channel flow for smooth and rough surfaces 

( 6.0G ). 

5. Conclusions 

The surface wettability and roughness have a significant impact on the fluid flow behavior and heat 

transfer performance in microfluidic channels. In this paper, the lattice Boltzmann method, as an 

alternative numerical approach on mescoscopic level between the traditional macroscopic CFD and the 

microscopic molecular dynamics (MD) methods, is used to investigate the heat exchange performance 

when a hot liquid flows through cold channels with different wettabilities and topographical surfaces. 

The double-distribution function (DDF) two-phase thermal lattice Boltzmann BGK (LBGK) model is 

applied, where the Shan-Chen multiphase LBGK model is used to describe the flow field and the 

independent distribution function is introduced to solve the temperature field. According to the 

simulation results, some main conclusions can be drawn as follows: 

(1) For the smooth-surface channel flow, the pressure drop could be reduced by using hydrophobic 

surfaces because a very thin gas film is formed between the fluid and superhydrophobic wall 

and the liquid/solid interface is replaced by a gas/liquid one. However the heat transfer 

performance is worsened when the surface is hydrophobic compared to the hydrophilic surface 
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flow. This is because that the velocity of liquid-phase flow is larger when the hydrophobic 

properties are better. The flow time is therefore less for the hydrophobic-surface channel flow, 

masking the heat transfer insufficient compared with the hydrophilic-surface channel flow. 

(2) As to the rough-surface channel flow, the pressure drop for the hydrophobic-surface flow is 

much less because the liquid sweeps over the grooves and the contact area is reduced in the case 

of hydrophobic-surface flow. Moreover, the better the hydrophobic surface is, the better the heat 

transfer performance becomes. For the superhydrophobic surface channel flow, liquid sweeps 

over the roughness bumps and gas squeezes into the spaces and being subject to vertical 

movement owing to the drag force at the top side of the gap caused by the liquid flow in the 

main region, which will produce heat convection, a superior kind of heat exchange mechanism, 

to enhance the heat transfer performance. 
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