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Abstract: The efficient planning of electric power systems is essential to meet both the current and
future energy demands. In this context, reinforcement learning (RL) has emerged as a promising tool
for control problems modeled as Markov decision processes (MDPs). Recently, its application has
been extended to the planning and operation of power systems. This study provides a systematic
review of advances in the application of RL and deep reinforcement learning (DRL) in this field. The
problems are classified into two main categories: Operation planning including optimal power flow
(OPF), economic dispatch (ED), and unit commitment (UC) and expansion planning, focusing on
transmission network expansion planning (TNEP) and distribution network expansion planning
(DNEP). The theoretical foundations of RL and DRL are explored, followed by a detailed analysis
of their implementation in each planning area. This includes the identification of learning algo-
rithms, function approximators, action policies, agent types, performance metrics, reward functions,
and pertinent case studies. Our review reveals that RL and DRL algorithms outperform conven-
tional methods, especially in terms of efficiency in computational time. These results highlight the
transformative potential of RL and DRL in addressing complex challenges within power systems.

Keywords: reinforcement learning; optimal power flow; economic dispatch; expansion planning

1. Introduction

Power system planning entails the evaluation of short-, medium-, and long-term
perspectives, each encompassing distinct characteristics and facing specific challenges. In
long-term planning, strategic decisions are often based on general system models aimed at
addressing problems such as the expansion of the transmission network and investment
in new generation units. In contrast, short- and medium-term planning relies on more
detailed models with smaller search spaces [1,2]. Moreover, to minimize an objective
function such as the total investment costs or energy production costs, a comprehensive
planning approach must incorporate technical, economic, environmental, and social con-
siderations [3]. Thus, the planning of a power grid is frequently structured as a complex
optimization problem characterized by a wide range of constraints and variables [4].

The complexity of power system planning increases when considering uncertainty
in demand or costs, the integration of flexible alternating current transmission systems
(FACTS), and the inclusion of renewable energy sources along with energy storage systems
(ESS) [5]. The stochastic nature of electricity production from renewable energy sources
and the new challenges that arise in energy systems require advanced planning strategies
to ensure reliability and efficiency. These factors significantly amplify the computational
effort needed to solve such optimization problems [6]. Moreover, the widespread adoption
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of smart meters has transformed electric grids into sources of large volumes of correlated
data [7]. According to recent studies, these data could be leveraged using machine learning
(ML) to improve the planning and operation of electric power systems. The application of
ML, for example, could allow for the extraction of valuable insights for planning or system
control from the data analysis [8].

Within the field of ML, reinforcement learning (RL) and deep reinforcement learning
(DRL) have shown exceptional performance in solving various control problems in electric
power systems, often modeled as Markov decision processes (MDPs) [7,9]. Recent studies
such as [10] provide a comprehensive overview of the use of RL to solve decision and control
problems in electric grids considering energy storage or electric vehicles. Similarly, [11]
gathered some of the most important applications of multi-agent RL algorithms for energy
management in microgrids connected to the grid and offers guidelines for the use of
transfer learning to improve RL outcomes in complex energy system environments. On the
other hand, ref.[12] classified the applications of RL in electric power systems into building
energy management systems (BEMS), dispatch, vehicle energy systems, energy devices,
grid, and energy markets. The analysis revealed that Q-learning predominates in research
addressing energy dispatch problems.

Previous research has examined the diverse applications of DRL and RL in tackling
issues within electric power systems. For example, ref. [13] offered an overview of the
challenges and opportunities associated with employing DRL approaches in electric power
distribution systems. The reviewed applications included active network management,
energy management systems, retail electricity market, and demand response. The review
by [6] presented models, algorithms, and DRL techniques utilized across various applica-
tions in electric power systems, categorizing them into four groups: energy management,
demand response, electricity market, and operational control. This categorization also iden-
tified the learning algorithm, type of agent, and Q-function estimator for each application.
Moreover, ref. [14] identified deep learning methodologies for supervised, unsupervised,
and semi-supervised applications in power systems.

Unlike traditional optimization techniques, which often face challenges with the
nonlinear and nonconvex nature of power systems [15], RL and DRL offer significant
advantages. These methods excel at dynamically adapting to changing scenarios and
optimizing decisions over a long-term horizon. This adaptability is particularly crucial in
power system planning, where decisions must anticipate future uncertainties and align with
long-term sustainability goals. For instance, in transmission network expansion planning
(TNEP) and generation expansion planning (GEP), DRL algorithms can evaluate numerous
expansion alternatives under various future scenarios, optimizing both the system cost
and reliability.

The papers discussed above reveal that RL and DRL have primarily been utilized for
load forecasting and controlling variables within power systems. However, the scope of
their application has expanded significantly to address a broader spectrum of planning
issues. These include innovative solutions for OPF, ED, UC, GEP, TNEP, and DNEP. Unlike
other reviews, this work uniquely focused on systematically identifying and analyzing
the specific characteristics of these application areas. This focused approach allowed us to
not only characterize the current state-of-the-art, but to also highlight gaps and suggest
future research directions specific to power system planning. In this context, this review
paper offers a comprehensive overview of the principal applications of RL and DRL in the
planning and operation of electric power systems, making two significant contributions to
the existing literature:

- Presents a detailed analysis of the most relevant publications on the use of RL and
DRL in power system operation and expansion planning. The analysis is conducted
using a systematic literature review methodology.

- Identifies learning algorithms, function approximators, and reward functions used in
the application of RL and DRL in power system operation and expansion planning. It



Energies 2024, 17, 2167 3 of 25

also highlights relevant case studies to provide a comprehensive perspective on how
these technologies are reshaping power system planning and operation.

The remainder of this paper is organized as follows. Section 2 reviews the theoretical
foundations of RL and DRL as well as the metrics that evaluate the performance of these
algorithms. Section 3 describes the research methodology used for the systematic literature
review. Section 4 presents the applications of RL and DRL in the operation and expansion
planning of electric power systems. Section 5 offers a detailed discussion of the implications
of these applications. Finally, Section 6 presents the conclusions and outlines directions for
future research.

2. Reinforcement Learning (RL) Theoretical Background

RL is a subclassification of ML concerned with establishing how an agent takes se-
quential actions in an uncertain environment to maximize the cumulative reward [16].
Four main sub-elements can be identified in RL: policy, reward, value function, and envi-
ronment model. The following subsections highlight the fundamentals of RL to illustrate
the relationship between this algorithm and power system planning.

2.1. Reinforcement Learning and Markov Decision Process

The global RL process can be described as a Markov decision process (MDP), which is
represented by an ordered sequence of elements called a tuple, M = (S, A, P, R). The first
element (S) consists of all possible states, the second element (A) includes the possible
actions that the agent can take, the third element (P) defines the probability of moving from
the current state to a new state, and the last element (R) constitutes the reward, which the
agent seeks to maximize [17]. As shown in Figure 1, the agent engages in decision-making
within the environment, dynamically interacting with it to execute various actions based
on the environmental context and receiving the corresponding rewards. The policy consists
of the agent’s strategy to determine the action based on the current state [18].
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The interaction described occurs discretely: at each step, action At ∈ A receives
a representation of the environment, known as the state St ∈ S , and the received re-
ward is determined by Rt ∈ R ⊂ R. For a finite space, S ,A, and R constitute the
sets of states, actions, and rewards, respectively [18]. Equation (1) shows the prob-
ability function p(.|s′, a) : S ×A → R , which defines the dynamics of the MDP since
p = S ×R× S ×A → [0, 1] [16].

p
(
s′, r

∣∣s, a
) .
= Pr

{
St = s′, Rt = R

∣∣St−1 = s, At−1 = a
}

(1)

The subscript t denotes the time at which the state is found. On the other hand, p
defines a probability distribution Pr, and both s and a are random variables—this probability
fully characterizes the dynamics of the environment. Then, every possible value of the state
St and reward Rt depends on the immediate previous action. During the decision-making
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process, in each episode k, the agent will carry out an action and change state after obtaining
a reward. Consequently, the accumulated reward is calculated using Equation (2). It is
important to note that γ ∈ [0, 1] is the discount factor, reducing the weight of uncertain
rewards received in the future. The objective of reinforcement learning is to maximize the
total reward [17].

R = Rt + γRt+1 + γ2Rt+2 + · · · =
∞

∑
k=0

γkRt+k (2)

When the MDP is solved, a state policy, π(s) → A , is obtained from the actions
performed. This policy is considered optimal when the cumulative discounted reward
is maximized [7]. This can be achieved by determining the expected return of a state or
state action and using it to establish a policy. There are four functions to consider from
this point of view: value function (Equation (3)), action-value function (Equation (4)),
optimal value function (Equation (5)), and optimal action-value function (Equation (6)).
The value function provides the expected return when it starts in a state St and a policy π
is followed [18]. In Equations (3) and (4), the starting value is the expected reward in the
state St, plus the value of the new state multiplied by a discount factor γ [19,20].

Vπ(St) = E[Rt | St = S] = E

[
∞

∑
k=0

γkrt+k+1 | St = S

]
(3)

Qπ(St, at) = E[Rt | St = S, At = A] = E

[
∞

∑
k=0

γkrt+k+1 | St = S, At = A

]
(4)

V*(A) = max
π

Vπ(St) (5)

Q*(S, A) = max
π

Qπ(St, At) (6)

2.2. Classification of Reinforcement Learning Algorithms

RL algorithms can be classified based on the existence or absence of a model into
two broad groups: model-free and model-based. Model-based algorithms can be further
subdivided into two categories: learn the model, and given the model [21]. Meanwhile,
model-free algorithms can be value-based and policy-based, as shown in Figure 2. Addi-
tionally, there are two ways to represent and train agents in model-free algorithms: policy
optimization and Q-learning [18]. Methods based on Q-learning use a Q(s, a) approximator
to find the optimal function Q*(s, a). The objective function is based on Bellman equations,
analogous to Equations (3) and (4), used to determine an estimate of the best policy [7].
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2.3. Deep Reinforcement Learning

In RL algorithms, state spaces and approximate value functions are generally rep-
resented by tables or matrices. However, in high-dimensional problems such as power
system planning, the spaces become too large to be represented in this way. Instead, they
are represented using a parametrized functional form with a weight vector. The general
strategy of DRL combines the perception function of deep learning with the decision-
making capability of reinforcement learning. The main goal of DRL is to train an agent
capable of learning an optimal policy, π*, which maximizes the expected reward return by
continuously interacting with the environment. A well-trained DRL agent does not need
to rely on complete system models to make control decisions. It can respond to a variety
of conditions, making it suitable for many real-time applications. As the agent begins to
accumulate information about the environment, it must navigate between learning more
about the environment (exploration) or following the most promising strategy with the
gained experience (exploitation) [22].

3. Research Methodology

This systematic literature review analyzed existing studies to identify established
connections between power system planning and the implementation of RL and DRL
techniques. In this context, works that focused on the operation and planning of power
grid expansion were reviewed. This review was performed by applying the methodology
presented by Kitchenham et al. [23], considering three phases, as shown in Table 1.

Table 1. Systematic literature review phases.

Phases Steps

A. Planning

Research questions
Data sources

Search strings
Inclusion criteria

Quality criteria for study selection

B. Conducting
Primary study selection

Data extraction
Data synthesis

C. Reporting Documenting the extracted results

This methodology has been employed in various systematic reviews [24–26] to increase
the rigor and transparency of the research process. By adopting this structured approach,
this review ensured the comprehensive coverage of relevant literature and an objective
evaluation of the findings.

For the development of the three phases, metrics were proposed to determine the
selected works, avoiding biases generated by the authors of these papers. In addition,
three study subgroups were considered for operation planning: “Optimal Power Flow”,
“Economic Dispatch”, and “Unit Commitment”, and two subgroups for expansion planning:
“Transmission Network Expansion Planning” and “Distribution Network Expansion Planning”.

A-Phase 1: Planning the Review
(Step 1) Research Questions

- The main interest of this review is the various works that implement RL and DRL to
solve power system planning problems. In this study, the following research questions
were addressed:

# RQ1: According to the literature, what are the applications of RL and DRL in
solving the OPF problem?

# RQ2: According to the literature, what are the applications of RL and DRL in
solving the ED and UC problems?
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# RQ3: According to the literature, what are the applications of RL and DRL in
TNEP and DNEP?

(Step 2) Data Sources

- In this study, data were collected using a search string optimized to find the most
relevant literature. A total of four digital repositories were selected based on the
analysis presented in [27]. The selected digital repositories were:

# IEEE Xplore;
# ScienceDirect;
# Springer Link;
# Wiley Online Library;
# MDPI.

(Step 3) Search String

- A search string was generated based on the study questions to retrieve the relevant
literature from the selected digital sources, called primary studies. The following string
was used to search the digital repositories: ((“Power Systems Planning” OR “OPF”
OR “Economic Dispatch” OR “Generation Expansion Planning” OR “Transmission
Expansion Planning” OR “Distribution Expansion Planning” OR “Grid Planning”)
AND (“Reinforcement Learning” OR “Deep Reinforcement Learning”)).

(Step 4) Inclusion Criteria

- For data inclusion, we adopted the following guidelines:

a. Papers related to the field of Power and Energy Systems;
b. English language;
c. Journal papers and conference papers;
d. Articles published between 2016 and 2024;
e. Full text available online;
f. Available in one or more of the selected databases;
g. Focus on Power Systems Planning: OPF, ED, UC, TNEP, DNEP;
h. RL or DRL mentioned in the abstract;
i. Relationship between RL or DRL and power systems planning.

(Step 5) Quality Criteria for Study Selection

- The quality assessment in this study focused on determining the usefulness of the
primary studies selected to answer the research questions posed. Simultaneously, data
extraction and quality assessment of the selected publications were conducted. To
ensure an objective assessment, a checklist was developed (provided in Table 2). This
checklist included five quality criteria (Q1–Q5) designed to examine each primary
study comprehensively.

# Articles that fully met each criterion on the checklist were given a score of 1.00;
# Articles that partially met a criterion received a score of 0.50;
# Those not addressing a specific criterion on the list received a score of 0.00.

Table 2. Questions designed to establish the study quality criteria.

Questions Checklist Questions

Q1 Does this paper address issues related to OPF, ED, or GP, whose solution is
found by applying RL or DRL technique implementation methodologies?

Q2 Are the learning algorithm, function approximator, agent type, metrics to
evaluate algorithm performance, and reward function clearly identified?

Q3 Are the contributions of the document to power system planning clearly stated?

Q4 Is a case study used to validate the methodology presented?

Q5 Are the limitations of the study mentioned?
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B-Phase 2: Conducting the Review
(Step 1) Primary Study Selection

- The results shown in Table 3 were obtained based on the considered inclusion criteria.
Two additional specific search filters were applied: the first filter considered the search
string for the abstract, and the second filter exclusively for the abstract and title, thus
obtaining 55 papers.

Table 3. Primary study selection results.

Data Sources Filter 1 Filter 2

IEEE Xplore 49 23
ScienceDirect 37 15
SpringerLink 62 3

Wiley Online Library 24 7
MDPI 19 7

C-Phase 3: Reporting the Review
(Step 1) Quality Assurance of Primary Selected Studies

- Appendix A presents the complete list of articles reviewed and the score assigned to
each, from which 45 papers were selected and classified into three groups: optimal
power flow, economic dispatch and unit commitment, and power systems expansion
planning, which includes TNEP and DNEP.

4. RL and DRL Applications in Power Systems Operation and Expansion Planning

The evolution of conventional power grids into smart grids poses new challenges for
the planning and operation of energy systems. The previous sections provided an overview
of the most prevalent RL and DRL algorithms in the electrical sector, followed by a general
description of the methodology employed. As a result of this process, specific papers were
selected for analysis. This section examines the applications of RL and DRL in solving
three planning problems: OPF, economic dispatch, and network expansion planning. the
relationship between these three aspects is shown in Figure 3, noting that the OPF can be
applied regardless of the planning horizon, from the hourly time resolution of dispatched
energy (operation planning) to long-term (expansion planning).
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4.1. Optimal Power Flow

Solving the alternating current (AC) optimal power flow (OPF) with operational
constraints remains a significant, yet challenging optimization problem for the safe and eco-
nomic operation of the electrical grid. The electrical system is modeled as a set of N buses
connected by a set of L branches, with a subset G ⊆ N of generators at certain system buses.
The cost of utilizing each generator is a function, typically quadratic, that depends on the
actual power generated: Ci

(
Pg

i

)
. The objective function of the OPF is to minimize the total

generation cost; however, the optimization could also target transmission line losses, volt-
age deviations, total energy transfer capacity, voltage stability, system security, etc. [29,30].
Equation (7) defines the objective function of the problem. Equations (8) and (9) express the
active and reactive power balance constraints. Meanwhile, Equations (10)–(13) represent
the constraints for the limits of active and reactive power generated, voltage limits, and
maximum angular difference, respectively.

min ∑
i∈G

(
c2iP

g
i

2
+ c1iP

g
i + c0i

)
∀i ∈ N (7)

Subject to:

Pi(V, θ) = Pg
i − Pd

i ∀i ∈ N (8)

Qi(V, θ) = Qg
i − Qd

i ∀i ∈ N (9)

Pg,min
i ≤ Pg

i ≤ Pg,max
i ∀i ∈ G (10)

Qg,min
i ≤ Qg

i ≤ Qg,max
i ∀i ∈ G (11)

Vmin
i ≤ |Vi| ≤ Vmax

i ∀i ∈ N (12)

θmin
i ≤ θi ≤ θmax

i ∀i ∈ N (13)

Carpentier [31] introduced the OPF as an extension of the economic dispatch (ED)
problem. His contribution lies in combining the objective function presented in Equation (7)
with the power flow Equations (14) and (15) to form the optimization problem.

Pi(V, θ) = |Vi|
n

∑
j=1

∣∣Vj
∣∣(gijcos

(
θi − θj

)
+ bijsin

(
θi − θj

))
∀i ∈ N (14)

Qi(V, θ) = |Vi|
n

∑
j=1

∣∣Vj
∣∣(gijsin

(
θi − θj

)
− bijcos

(
θi − θj

))
∀i ∈ N (15)

The vast amount of data available from electric power networks has sparked signif-
icant interest in the application of ML algorithms for control, planning, and operation
applications in power systems. While there are various mathematical and heuristic ap-
proaches to solving the OPF, the use of machine learning to obtain feasible solutions is still
in its early stages [32].

A notable work proposing an OPF solution with RL is presented in [33], where the
authors formulate a probabilistic OPF method to manage the risk of the electricity market
price. In electricity markets based on locational marginal prices (LMP), the OPF allows for
the calculation of the LMPs at each bus or zone. In their work, an adaptive importance
sampling (AIS) method was developed to improve the efficiency of the simulation calcu-
lation while maintaining the accuracy of the estimation. The result of the conventional
Monte Carlo simulation estimation was utilized as a reference. Moreover, a case study
using the IEEE 39-Bus system was conducted to compare the proposed method with the
point estimate method (PEM), demonstrating the feasibility and efficiency of the method.

To assist power system operators in making decisions that ensure system security,
ref. [22] presented a method to obtain fast OPF solutions with constraints using a DRL
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algorithm. The proposed method employed imitation learning to generate initial weights
for the neural network (NN), and a proximal policy optimization (PPO) algorithm to train
and test stable and robust RL and DRL agents. The training and testing processes were
carried out on the IEEE 14-bus and 200-bus Illinois systems. The results showed that the
optimal costs of the proposed method were nearly identical to those computed using the
interior-point solver; however, the execution time was reduced by at least seven times
compared to a conventional solver.

Table 4 presents a summary of the primary studies concerning the solution of the OPF
using RL and DRL. It identifies the learning algorithm, the approximation function, the
algorithm’s performance metrics, the reward function, and the case study.

Table 4. Summary of the literature review on RL/DRL and OPF.

Ref. Application Learning
Algorithm Function Approximator Reward Function Metrics Test System

[34]
OPF of

distribution
networks

PPO algorithm
with clipped
surrogate loss

Value function and policy
function with DNN. The
actor and critic networks
have three hidden layers

with 200, 100, and
100 neurons, respectively.

Penalties associated
with voltage

restrictions, power
capacity, and
storage limits.

Proportion of
satisfied

constraints (PSC).

Modified IEEE 33-bus
system trained by a

5500 dataset.

[22]

AC OPF
PPO algorithm
with clipped
surrogate loss

Value function and policy
function with DNN.

The actor-critic structure:
Three hidden layers with

(380, 195, 100) neurons
are applied in the actor
NN, and three hidden
layers with (380, 44, 5)
are applied in the critic

NN in PPO.

Negative reward
(−5000) if the OPF
does not converge.
Also, penalties are
associated with the

total number of
violations of active
power, voltage, and

line loading
constraints.

Cost comparison
in percentage as

an MAE,
feasibility rate,

and running time.

IEEE 14-bus:
55,000 training dataset,
17,364 testing dataset I,
2000 testing dataset II.
Illinois 200-bus systems:
60,000 training dataset,
17,364 testing dataset I,
2000 testing dataset II.

[35]

[36] AC OPF
Modified DDPG
with Lagrangian-

based gradient

At the offline stage, a
policy model optimizes
the augmented cost and
iteratively updates the
parameters of a deep

neural network (DNN)
agent using the

deep deterministic
policy gradient.

Penalties are in the
form of coefficients
that correspond to

equality and in-
equality constraints.

Generation power
average as MAE,
generation cost,
operating cost
comparison of

different
OPF methods.

IEEE 118-bus system

[37]

OPF in a
multi-

objective
optimization

Combination of
Monte Carlo tree

search and
reinforcement

learning
MCTS-RL

Q-value: The tree state is
randomly built up, and

the accumulated
experience in each state is

updated by random
sampling during the

optimization and
exploration policy process.

γ is a discount factor
that indicates the

effect of the current
decision on the

long-term reward.

Power transfer
distribution factor

(PTDF).
IEEE 33-bus test system.

[20] Real-time
OPF solution

Deep
deterministic

policy gradient
(DDPG)

DQN: The actor is
updated by following the
applying the chain rule
to the expected return

from the start
distribution concerning

the actor parameters

Considers the
network losses,

penalty factor σ, and
the quadratic

number of violations,
the reward is
determined.

Network losses,
batch average

critic training cost.
IEEE 9-bus system.

[38]
Distributed

optimal
power flow

Inverse
reinforcement
learning (IRL)

The value function Q(i,j)
represents the experience
value of the agent acting

is the learning rate

A general indicator
is defined based on
the self-fitting error

to evaluate the
model’s accuracy.

A general
indicator is

defined based on
the self-fitting
error, which is

obtained from the
lower-level

optimization and
denoted as an

optimization error.

IEEE 57-bus power
system is utilized in
the model, and OPF

considers N − 1 static
security constraints.
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Table 4. Cont.

Ref. Application Learning
Algorithm Function Approximator Reward Function Metrics Test System

[39] OPF
Multi-agent

reinforcement
learning (MARL)

The Q-value of the player
is defined as a function
of all players’ actions

A reward function of
the agent after
bidding at the
demand level

(payoff of each
generator after

clearing the market).

Learning rate, the
cost function.

IEEE-30-bus
power system.

[40]
Distribution

network
planning

Deep Q-network
(DQN)

Neural network trained
by Q-values

Minimum network
loss and voltage

deviation are taken
as the reward

function.

Network loss
distribution.

IEEE-37 bus
distribution network

[41] Distribution
network

Traditional and
accelerated Q

learning
Deep neural network Node voltage Convergence

time. IEEE 33-bus system.

[42] Optimal
power flow

Twin delayed deep
deterministic

policy gradient
(TD3)

Deep neural networks

The value is
determined by
calculating the

following factors:
(1) line current

exceeding the limit,
(2) consumption of
renewable energy
units, (3) balanced

unit power
exceeding the limit,
(4) unit operating

costs, and (5) reactive
power output

exceeding the limit.

Renewable
energy

consumption
under different

weights.

IEEE-30 bus networks.

[43]
Operation of
distribution

networks

Double deep Q
network Deep neural network

It is determined by
running a power
flow with input

state information
and selected

actions.

Output power. IEEE 33-bus networks.

[44] Optimal
power flow

Partially
observable

Markov game
(POMG)

Q-value

The penalty
function is

analogous to the
reward function

and employs active
power load and

active power loss.

Daily routing and
scheduling
decisions.

6-bus and 33-bus
power networks.

4.2. Economic Dispatch and Unit Commitment

Economic dispatch (ED) models aim to find a generation schedule that minimizes the
generation costs while satisfying the power constraints of the generation units. The main
difference between OPF and ED is that the former solves ED and the system power flows
simultaneously, while ED ignores the system and the consequences that flows have on
lines and buses [30]. In general, the ED problem is first solved without constraints on the
maximum and minimum production of the generator and without transmission losses. It is
then extended to include inequality constraints on the production of generation units and
to account for the impact of transmission losses. In the case of thermal and hydraulic plants,
this concept is extended to hydrothermal dispatch, where the time horizon is determined
based on the capacity of the reservoirs. On the other hand, the unit commitment (UC)
problem can be extended to higher time granularity such as hours within a day. The
solution procedures often incorporate the economic dispatch problem as a subproblem.
That is, for each of the subsets of the total number of units connected to the load, the subset
must be operated in an economically optimal manner [4].
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Optimization-based methods such as heuristic, dynamic programming, and mixed-
integer quadratic programming (MIQP) typically yield effective solutions for the UC
problem. However, the computational time of optimization-based methods increases ex-
ponentially with the number of generating units, which poses a significant bottleneck in
practice. To address this issue, [45] proposed a reinforcement learning (RL) algorithm that
approximates the value-action function with neural networks to determine the feasible ac-
tion space. Numerical studies conducted on a five-generator test case demonstrated that the
proposed algorithm achieved a similar level of performance to MIQP-based optimization
in terms of optimality.

In order to apply an RL algorithm, the state space is defined by St = (Pg
t , Pd

t ), StϵS,
while the actions that define the scheduling of the generation units are considered as
At = (PG

i,t), At ϵ A. The reward Rt is given by the environment as an indicator to guide the
direction of the policy updates. In the example shown in Equation (16), the reward should
guide the agent to minimize the operating costs while satisfying the generation power limit
constraints and the power balance presented in Section 4.1. Note that σ1 and σ2 are used
to control the trade-off between cost minimization and the penalty incurred in the case of
power imbalance.

Rt(St, At) = −σ1

[
∑
i∈G

CG
i,t

]
− σ2∆Pt ∀i ∈ N (16)

In Equation (17), ∆Pt represents the power imbalance at the time t product of the
difference between power generation and load.

∆Pt =

∣∣∣∣∣∑i∈G PG
i,t − ∑

k∈L
PL

k,t

∣∣∣∣∣ ∀i ∈ N (17)

Table 5 provides a summary of the primary research works concerning the application
of RL and DRL in addressing economic dispatch and unit commitment problems.

Table 5. Summary of the literature review on RL/DRL and ED/UC.

Ref. Application Learning
Algorithm

Function
Approximator Reward Function Metrics Study Case

[46] Unit commitment Q-learning-based
Adjust power
output with
ε-greedy.

Reflects the negative
of the operation cost. Generation cost. New England

10-unit system.

[47]

Unit commitment
and dispatch with

multistage
stochastic

programming

Q-learning-based

DNN with state
action value
function to

minimize operation.

Penalty ratios
associated with

violations of voltage
and current limits,

respectively.

Energy cost,
Network losses

cost, curtailment
penalty, total cost,

and CPU time.

Modified IEEE 39-bus
two-region system.

[48] Optimal dispatch Nash-Q learning
Q-value function
incorporating a

Nash equilibrium.

Reward obtained by
performing action a

from state s to state s′.

Mean value of the
objective function,
variance, standard

deviation, and
relative standard

deviation.

IEEE 39-bus
two-region system.

[45] Optimal dispatch Multi-step deep
Q-learning

DQN using
stochastic gradient

descent.

Penalties associated
with generation
operating costs.

MAE,
mean-squared

temporal
difference error.

5-unit UC test case.
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Table 5. Cont.

Ref. Application Learning
Algorithm

Function
Approximator Reward Function Metrics Study Case

[49] Economic
dispatch model

Least square
policy iteration

(LSPI)

Radial basis
functions (RBFs).

Two terms for each
PV agent: the first

reduces the amount
of PV active power

constrained, and the
second penalizes
actions that cause

a voltage
magnitude violation.

Total power
curtailed PV,

total reward, and
voltage

magnitude.

25-node unbalanced
distribution
system test.

[50] Economic dispatch

NSGA-RL, an
enhancement

of the
non-dominated
sorting genetic

algorithm II
(NSGA-II)

Q-value function
using NSGA.

The NSGA-RL uses
an implicit reward

function, rewarding
efficient parameter
values during its

evolutionary
process.

Generational
distance for
convergence,

extent of spread
achieved among

the obtained
solutions.

IEEE 30-bus
system model.

[51] Economic dispatch Adam algorithm

The DQN (deep
Q-network)

algorithm computes
the action-state
value function.

It is defined by the
scale constraint,
upper and lower

limit constraints of
the generators, and

the power balancing
compensation,
which is added

together to obtain
the reward.

The mean square
error is used to
define the error

function in
DQN training.

The IEEE-14 and
IEEE-162 node

systems are analyzed.

[52] Economic dispatch

Multi-level
backtracking
prioritized
experience
replay-twin

delayed deep
deterministic

policy gradient
(MBEPR-TD3)

An actor neural
network which

maps the
environment states
of combined heat
and power-virtual

power plant.

The reward function
is composed of the
operation cost of

virtual power plants
and the penalty cost.

The metrics
evaluated in the

study include the
increase in profits
and reduction in
carbon emissions

due to the
incorporation of
power-to-gas in

CHP-VPP.

Proposed 4-bus
CHP-VPP system

considering carbon
capture and P2G

technologies.

[53]
Power grid
operational

planning

Intelligent
reschedule
algorithm

Q-learning based

DQN, which
approximates the
value function of
the rescheduled

action through the
Q network.

It includes three
aspects of

rescheduling: the
average node

voltage fluctuation,
the system fragile

line load safety
margin, and the
generation cost.

Voltage
fluctuation, the

variance between
the line load and

the base value
power generation

cost index.

9-bus radial
distribution feeder.

34-bus radial
distribution feeders.

[54] Economic dispatch

Novel
graph-based deep

reinforcement
learning

GraphSAGE
network.

Correlation between
power loss and
operating costs.

Correlation
between power

loss and
operating costs.

IEEE 118-bus system

[55] Economic dispatch
Proximal policy

optimization
(PPO)

Neural network.

Renewable energy
consumption, line

overload, unit
operating cost

penalties, penalties for
power imbalances,

penalties for
exceeding the unit
power limit, and

penalties for
exceeding the thermal

unit power limit.

Renewable
energy output.

The grid has 126 nodes,
35 thermal power units,
18 renewable energy

units, 1 balancing unit,
91 loads, and 185 load

lines.
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Table 5. Cont.

Ref. Application Learning
Algorithm

Function
Approximator Reward Function Metrics Study Case

[56] Economic dispatch A soft actor-critic Neural network.

Minimization of
carbon emissions
costs and carbon

dioxide emissions
during dispatch

operations.

Electric load
curtailment.

Community-
integrated energy

system with
electricity–gas–

cooling coupling.

[57] CHP economic
dispatch Q-learning Q-value.

Linear sum of profit,
unserved heat,
maximum inlet

supply temperature,
minimum inlet

supply temperature,
minimum inlet

return temperature,
and maximum mass

flow.

Profit.
System constructed

with data
obtained online.

[58] Economic dispatch

Twin-delayed
deep

deterministic
policy gradient

(TD3)

Q-value or neural
network.

Total market profit.
Defined as the sum of

the profits of all
attacker generators. It
can be employed in
the reward function
as an incentive for

the agent.

The summed
market profits,

the attacker
market share, and

constraint
violations are
categorized by
undervoltage,

overvoltage, and
branch overload.

97-bus rural MV
Simbench system.

[59] Economic dispatch
Deep

deterministic
policy gradient

Deep neural
networks.

Negative equivalent
of the microgrid
operational cost.

Fuel cost and
power limits of
generators in

microgrid.

Cimei Island
power system.

[60] Economic dispatch
Bacteria foraging

reinforcement
learning

Neural network. Fuel cost. Calculation time. IEEE RTS-79 system.

[61] Hydro-thermal
economic dispatch DQN and A2C Neural network.

An aggregate level of
volume water stored

in the reservoir in
the system.

MAPE and
Pearson’s

correlation
coefficient.

Hydro-thermal
economic dispatch

case study.

[62] Economic
Dispatch

Based crisscross
optimization

(CSO)
Neural network.

The reward function
includes the cost of

all units while
considering the

balance constraints.

Discount factor. 48 units, 96 units as
well as 192 units

[63] Economic dispatch

Deep
deterministic

policy gradient
(DDPG)

Q-network.

Consists of
two components:

look-ahead economic
dispatch model and
total generation cost

of generators.

Power generation
costs.

IEEE30-bus and
SG126-bus systems.

[64] Economic dispatch

Distributed
proximal policy

optimization
(DPPO)

Neural network.

The reward function
is divided into two
aspects: objective

function and power
deviation reward.

Total training
time (s).

Real data from a
region in the Liaoning
Province of China to
build a test system.
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Table 5. Cont.

Ref. Application Learning
Algorithm

Function
Approximator Reward Function Metrics Study Case

[65] Economic dispatch

Distributed
proximal policy

optimization
(DPPO)

Neural network.

The reward consists
of 3 sub-targets: total

operating costs,
power mismatch, and

storage tank status.

Economic
performance.

Two different systems
with four decision

variables (gas turbine
(GT), gas boiler (GB),

power grid, and
thermal storage tank

(TST)) and
four random variables
(wind turbine, energy
price, heat load, and

electricity load), which
was adopted to test

whether our method
could cope with

variable operating
states without
recalculation.

4.3. RL and DRL Applications in Power Systems Expansion Planning

Planning models must consider the expansion of generation and transmission infras-
tructure, taking into account the projection of energy demand. Generally, power system
planning is treated as an optimization problem, where the objective function is to minimize
the future infrastructure’s operating and investment costs while satisfying the model’s
constraints. For instance, if the model is AC, the constraints shown in Equations (8)–(13)
should be satisfied. In this scenario, because of the nonlinearity in the constraints, there are
two potential approaches to solving the problem: use a commercial solver that employs an
interior point method (IPM) or linearize the constraints. The latter solution simplifies the
problem and reduces the computational complexity by turning network planning into a
linear programming problem. However, these simplifications move the solution away from
the global optimum. Moreover, power systems have high-reliability requirements, and
physical constraints must be handled carefully when building an RL and DRL model [7].

A notable application of RL in power system network planning was presented in [66],
where an algorithm was proposed for the sizing and location of capacitors in 9-bus radial
distribution feeders as well as with a 34-bus radial distribution feeder. In the study, the
Q-learning algorithm was adopted as the “agent”, the dimensionality of the state vectors
corresponded to the number of buses available for capacitor installation, and the action
vectors were the discrete values of the possible capacitors. The algorithm works as follows:
The agent observes the power flow solution as the system’s initial state (S) and chooses
an action (A) from the predefined action vector. The process is repeated so that the agent
observes the resulting state and returns a reward that expresses the degree of satisfaction
of the agent with the operating limits of the restricted variables (voltages). Then, a new
action is selected that leads to a new power flow solution and a new reward. The selection
of new control actions is repeated until the voltage limit constraints at the radial network
buses are met. The goal of the agent is to learn the optimal Q-function by mapping states to
actions in such a way that the long-term reward is maximized. Thus, the agent finds the set
of actions that results in the optimal policy.

Modern network expansion planning models consider the integration of renewable en-
ergies, energy storage systems, flexible AC transmission systems (FACTS), and uncertainty
conditions. This makes the planning process suitable for different system configurations
and scenarios, but also more complex [67,68]. Furthermore, network planning can be
formulated as a single- or multi-objective problem (e.g., minimization of losses, costs, CO2
emissions, etc.), where numerous decision variables are involved such as the real and
reactive power injected by the generation units, the voltage at the generation buses, the size
and location of the generators, and the investment costs, among others [69]. Multi-objective
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optimization can be performed using DRL, given its capacity for high-dimensional data
perception. For instance, the authors of [53] proposed a DQN-based algorithm for repro-
gramming the operational planning of the electrical grid by using the state feature vector
(network data) as input to the Q-network and outputting the value of the reprogramming
action. The trained algorithm provided the optimal discrete action strategy to achieve the
planning goal and was tested on the IEEE-39 bus system, resulting in good convergence
and relatively short computation times.

Table 6 provides a comprehensive summary of the primary research works concerning
the application of RL and DRL on capacity expansion and transmission network expan-
sion problems.

Table 6. Summary of the literature review on RL/DRL and expansion planning.

Ref. Application Learning
Algorithm

Function
Approximator Reward Function Metrics Study Case

[70]

Plan for the
deployment of

shunts for power
system resilience

enhancement

Multi-agent based
hybrid soft actor

critic (HSAC)
algorithm

Policy Q-function
with Monte Carlo

estimator

Penalties are
associated with bus
voltage magnitude

deviation, energy not
supplied, and

transmission cost
during contingencies.

Amount of
rewards of

training episodes.

IEEE 57-bus and
IEEE 300-bus systems.

[9]

Power grid
planning and

operation under
uncertainties

SAC algorithm
with automated

temperature
coefficient

calculation is
adopted for

training effective
SAC agent

Q-function with the
batch normalization
technique is applied.

Contingency reward
and base case reward
consider the power

flow through the line
and the line capacity

impact ratio.

Average reward
and training
step curves.

SGCC Zhejiang
Electric Power

Company study
cases.

[71]

Transmission
network

expansion
planning

Double deep-Q
network with
deep ResNet

The deep learning
has two main

branches: the deep
convolutional

networks and the
deep confidence

networks.

The reward is based
on expected energy

not supplied,
electrical

interconnection,
and global cost.

Total cost, EENS,
increase in load,
and generator

capacity.

IEEE New England
39-bus test system.
IEEE RTS 24-bus

test system.

[72] Distribution
network planning

Monte Carlo tree
search-based
reinforcement

learning

Policy network
function with DNN.

The reward is a
function of the total
investment cost and
device installation

investment.

Investment cost,
load curtailment,

and PV
curtailment.

IEEE 33-bus test
system. The nodes 14,

22, and 33 are
equipped with ESS,

gas generator, and CB.

[73]

Transmission
network

expansion
planning

Deep Q-network
(DQN)

The action’s
Q-value can be

calculated based on
the feedback of

the action.

The final benchmark
cost is appropriately

increased on this
basis, and the N-1

security constraints
are considered so that

the reward.

Comparison of
network loss after

cutting
different lines.

IEEE 24-bus reliability
test system is selected

for calculation
and analysis.

[74]

Transmission
network

expansion
planning

Multi-agent
double deep Q

network (DDQN)
based on deep
reinforcement

learning.

The value function
can be calculated

iteratively through
dynamic

programming.

The reward is
considered based on
meeting the upper

and lower bounds of
the constraints of the

TNEP
optimization model.

Accumulation
and change rate
as indicators to

measure the data
uncertainty.

Modified IEEE 24-bus
system and New

England 39-bus system.

[75]

Transmission
network

expansion
planning

Q-learning-based
with a

preprocessing step

Random forest
based algorithm
using synthetic

dataset.

A storage expansion
planning framework
using reinforcement

learning and
simulation-based

optimization.

Monetary savings.
The number of

episodes required
for convergence.

The microgrid is in
Westhampton, NY.
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Table 6. Cont.

Ref. Application Learning
Algorithm

Function
Approximator Reward Function Metrics Study Case

[76]
Power grid

planning and
operation

Deep Q-network
(MDQN)

Neural network for
action value
function Q.

Minimization of
overall operational

expenses.

Cumulative
Unbalance (kW).

Virtual power plant
consisting of

photovoltaic (PV),
energy storage, and

three micro gas
turbines as distributed

energy resources.

[77] Power planning
for distribution

network
Q-learning Q-table.

Rewards include:
construction,

operation costs, and
constraint function.

Voltage node. IEEE-18 system.

[78]
Power planning
for distribution

network
Q-learning

Convolutional
neural network

(CNN).
Active power loss.

Accuracy,
security, and

dependability.

IEEE 33 bus radial
distribution networks.

[79]
Power planning
for distribution

network

Dynamic
distribution

network
reconfiguration

(DDNR)

Q-table.
Active energy losses,

price of the switching,
penalty value,

Losses reduction IEEE 33-bus
radial system.

5. Discussion

The evaluation of an ML algorithm’s performance represents a fundamental aspect
of its development. In this context, metrics are commonly applied to assess the specific
outcomes of interest. General metrics such as mean absolute error (MAE) and root mean
square error (RMSE) are widely utilized and applicable across various problems [80,81].
Additionally, there are metrics specifically designed to evaluate RL algorithms in electric
power systems. For example, energy cost, network loss cost, and curtailment penalty are
standard metrics in transmission expansion planning and ED and UC problems. On the
other hand, the proportion of satisfied constraints, generation power average, generation
cost, and operating cost comparison are often considered in OPF problems. Furthermore,
the total cost and CPU time are applicable to nearly all problems related to power system
planning, primarily for comparing solutions obtained through reinforcement learning with
those from conventional optimization methods. Another common metric in RL and DRL
algorithms is the average reward, since the higher the reward, the better the performance
of the learning algorithm.

Historically, power system planning has relied on traditional optimization methods
grounded in mathematical programming and economic theories. Such methods, encom-
passing linear programming for economic dispatch and mixed-integer programming for
generation [82] and transmission expansion planning [83], have been the foundation of the
industry for decades. These strategies have provided a robust framework for addressing
large-scale and long-term planning challenges under conditions of relative stability. How-
ever, the advent of renewable energy sources and the rise in distributed generation have
introduced a degree of variability and uncertainty that strains the capacity of these tradi-
tional models. While RL and DRL offer notable advances in managing stochastic inputs
and enhancing adaptability to real-time data, it is imperative to acknowledge the enduring
relevance of core planning principles such as economics, reliability, and cost-efficiency.
Thus, integrating a hybrid model that combines the predictive strengths of traditional
methods with the dynamic adaptability of contemporary machine learning techniques
constitutes a holistic approach to navigating the complex modern landscape of power
system planning.

Regarding the OPF, most authors agree that new research should be directed toward
algorithms capable of solving the multi-period AC OPF problem, considering the security
constraints and high renewable energy penetration scenarios. Moreover, research works
that have used ML suggest a great potential for RL to obtain solutions to the OPF. For
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instance, ref. [84] proposed a spatial network decomposition for fast and scalable AC-OPF
learning. Another application with enormous potential is the application of reinforcement
learning approaches to solve real-time OPF, as proposed by [36,85]. Looking to the future,
network expansion planning derived from OPF would benefit from a multi-agent approach.
This approach would allow for the simultaneous training of different types of agents, thus
improving the convergence speed in the search for feasible solutions. Integrating a wider
range of devices into the optimization problem such as feeders, charging installations, and
switches is also a promising avenue. Moreover, the collaborative dynamics of multi agent
systems (MASs) offer unique advantages in managing the complexities of modern electric
grids. By enabling multiple agents to work together in a coordinated manner, systems can
dynamically adjust to operational demands in real-time, enhancing both their efficiency
and resilience against failures or unexpected changes.

As the energy landscape evolves, microgeneration at the household level, often paired
with energy storage systems, is progressively challenging the traditional reliance on central-
ized distribution networks. RL approaches in distribution networks must now address the
integration of photovoltaic (PV) systems and the dynamic interactions within increasingly
distributed energy resources. The rise in household microgeneration necessitates advanced
communication and control technologies to coordinate a multitude of small-scale energy
producers effectively. This trend underscores the necessity for MAS [11], where individual
energy-producing agents operate cooperatively to maintain grid stability and reliability.
These advances are particularly effective in the context of microgrids, which can operate
independently and are often powered by various energy sources [59]. This capability
not only ensures a continuous power supply during grid failures, but also highlights the
significance of microgrids in enhancing the resilience of energy systems. The ability of
microgrids to operate in island mode necessitates robust planning frameworks that can
integrate these decentralized sources effectively, thereby ensuring operational flexibility
and enhanced strategic planning across the energy network.

Despite the rapid expansion of renewable energy technologies, combined heat and
power (CHP) production continues to play a foundational role in many national energy
systems. Notably, CHP systems including combined cycle gas turbines and extensive
district heating networks are integral in countries with established infrastructures [86].
These systems not only provide reliable energy output, but also help in managing the
variability and intermittency associated with renewable sources. Modern computational
techniques such as RL and DRL can significantly enhance the operational planning and
efficiency of these systems. For example, RL techniques can optimize the operational
dynamics of CHP plants by predicting and adjusting to demand fluctuations in real-time,
thus reducing unnecessary energy wastage and enhancing system reliability. Furthermore,
DRL can be employed to automate and improve decision-making processes regarding the
dispatch of both electrical and thermal energy outputs based on the current grid conditions
and forecasted demand.

6. Conclusions

This study provides a comprehensive review of the application of RL and DRL tech-
niques in power system planning and offers an analysis of the most relevant publications
concerning the use of RL and DRL in power system operation and expansion planning. Ad-
ditionally, it identifies learning algorithms, function approximators, and reward functions
used in the application of RL and DRL in power system operation and expansion planning.
Furthermore, it highlights key case studies to provide a comprehensive perspective of how
these technologies are reshaping the planning and operation of electric power systems.
Considering these insights, the following conclusions can be drawn from this review:

- The use of RL and DRL in power system operation and planning is a relatively recent
development. In this study, RL and DRL algorithms applied to problems such as OPF,
ED, UC, and expansion planning have been examined in detail. In all of these areas,
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the results indicate that RL and DRL algorithms outperform conventional methods,
especially in terms of efficiency in computational time.

- The metrics used to evaluate the performance of RL and DRL algorithms in the context
of electrical power systems are not uniform. Many of the studies reviewed in this paper
resorted to the mean absolute error (MAE) to compare their results with solutions
obtained from traditional optimization methods. In addition, the use of average
reward was common, reflecting the intrinsic nature of RL problems, which seek to
maximize the reward.

- The strategies and approximation functions used in DRL and RL for planning elec-
trical systems converge on a common goal: minimizing the costs associated with
generation, network operation, and the construction of new infrastructure. However,
there is significant potential to extend their application to additional objectives such
as minimizing CO2 emissions and maximizing network reliability.

While the works reviewed in this paper described the learning algorithms used to solve
the planning problems of operation and expansion of electrical systems, the methodology
for defining the architectures of the neural networks used for the approximation function
was not explained with the same level of detail. Therefore, future work should study
the criteria used to define, for example, the number of hidden layers and the type of
neural network, among other network architecture components. Beyond neural network
configurations, there is a significant opportunity to explore how different RL and DRL
approaches can be tailored to more specific power system applications. This includes
enhancing the adaptability of these algorithms to real-time operations such as dynamic
pricing in markets and real-time grid stability management. Furthermore, integrating
advanced simulation models to predict and simulate the impact of RL and DRL in large-
scale deployments will be crucial. These models can help understand the scalability of RL
techniques in managing distributed energy resources and their interactions within smart
grid environments. Moreover, investigating the role of RL in facilitating the transition to
renewable energy sources by optimizing the placement of these resources within the grid
could provide critical insights into sustainable power system planning.
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Nomenclature
Abbreviations
RL Reinforcement learning
MDP Markov decision process
DRL Deep reinforcement learning
ML Machine learning
SAC Soft actor-critic
OPF Optimal power flow
UC Unit commitment
ED Economic dispatch
TNEP Transmission network expansion planning
PEM Point estimate method
NN Neural network
PPO Proximal policy optimization
Sets, indices, and dimensions
N Set of Busbar system
L Set of branch
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M Tuple containing the state space, agent, policy, and reward.
G Set of generators
A Action Space
At Action t
S State space
St State t
R Rewards Space
Rt Reward t
i, j Subindex of bus i, and bus j
Parameters
bij Susceptance ij(p.u.)
gij Conductance ij(p.u.)
Yij Admittance ij(p.u.)
λ, ς Lagrange Vector
cki k − th Cost coefficient for generatori($)
CG

i,t Operational cos ts of generator i during period t($)
Variables
Vi Voltage magnitude at bus i(p.u.)
θi Voltage phase angle at bus i (radians)
Vj Voltage magnitude at bus j(p.u.)
θmin

i Minimum voltage phase angle at bus i (radians)
θmax

i Maximum voltage phase angle at bus i (radians)
Pi Active power at bus i(p.u.)
Qi Reactive power at bus i(p.u.)
Pg

i Active power generation in the bus i(p.u.)
Pd

i Active power demand in the bus i(p.u.)
Qg

i Reactive power generation in the bus i(p.u.)
Qd

i Reactive power demand in the bus i(p.u.)
Pg,min

i Minimum active power generation in the bus i(p.u.)
Pg,max

i Maximum active power generation in the bus i(p.u.)
Qg,min

i Minimum reactive power generation in the bus i(p.u.)
Qg,max

i Maximum reactive power generation in the bus i(p.u.)
Vmin

i Minimum voltage at the bus i(p.u.)
Vmax

i Maximum voltage at the bus i(p.u.)
Fi(Pi) Cost function of the thermal units ($)

Appendix A

Item Ref. Paper Title Year Data
Sources Q1 Q2 Q3 Q4 Q5 Total

1 [9] Reinforcement learning-based solution to power grid
planning and operation under uncertainties 2020 IEEE

Xplore 1.0 1.0 1.0 1.0 1.0 5.0

2 [34]
Deep reinforcement learning based approach for

optimal power flow of distribution networks
embedded with renewable energy and storage devices

2021 IEEE
Xplore 1.0 1.0 0.5 1.0 0.5 4.0

3 [22] A data-driven method for fast AC optimal power flow
solutions via deep reinforcement learning 2020 IEEE

Xplore 1.0 1.0 1.0 1.0 0.0 4.0

4 [35] Deep reinforcement learning based real-time AC
optimal power flow considering uncertainties 2022 IEEE

Xplore 1.0 1.0 1.0 1.0 1.0 5.0

5 [36] Real-time optimal power flow: A Lagrangian-based
deep reinforcement learning 2020 IEEE

Xplore 1.0 1.0 1.0 1.0 1.0 5.0

6 [37] Distributed optimal power flow for electric power systems
with high penetration of distributed energy resources 2019 IEEE

Xplore 1.0 1.0 0.5 1.0 0.5 4.0

7 [20] A general real-time OPF algorithm using DDPG with
multiple simulation platforms 2019

Wiley
Online
Library

1.0 0.5 1.0 1.0 0.5 4.0

8 [38] Two-level area-load modeling for OPF of power system
using reinforcement learning 2019

Wiley
Online
Library

1.0 1.0 1.0 1.0 0.5 4.5

9 [39] Markov game approach for multi-agent competitive
bidding strategies in the electricity market 2016 IEEE

Xplore 1.0 1.0 1.0 0.5 0.0 3.5
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Item Ref. Paper Title Year Data
Sources Q1 Q2 Q3 Q4 Q5 Total

10 [46] Distributed Q-learning-based online optimization
algorithm for unit commitment and dispatch in smart grid 2020 IEEE

Xplore 1.0 1.0 0.50 1.0 1.0 4.5

11 [47]
Day-ahead optimal dispatch strategy for active
distribution network based on improved deep

reinforcement learning
2022 Science

Direct 1.0 1.0 1.0 1.0 1.0 5

12 [48] Nash-Q learning-based collaborative dispatch strategy
for interconnected power systems 2020 IEEE

Xplore 1.0 0.5 1.0 1.0 0.5 4.0

13 [45] Solving unit commitment problems with multi-step
deep reinforcement learning 2021 Science

Direct 1.0 1.0 1.0 1.0 0.0 4.0

14 [49] Optimal dispatch of PV inverters in unbalanced
distribution systems using reinforcement learning 2022 IEEE

Xplore 1.0 1.0 1.0 1.0 1.0 5.0

15 [87] Evaluation of look-ahead economic dispatch using
reinforcement learning 2022 Science

Direct 1.0 0.5 0.5 1.0 0.5 3.5

16 [50]
Multi-objective optimization of the environmental-

economic dispatch with reinforcement learning based on
a non-dominated sorting genetic algorithm

2019 IEEE
Xplore 1.0 1.0 0.5 1.0 0.5 4.0

17 [88] Deep reinforcement learning for scenario-based robust
economic dispatch strategy in Internet of energy 2021 IEEE

Xplore 1.0 1.0 1.0 0.0 0.5 3.5

18 [89] Deep reinforcement learning for economic dispatch of
virtual power plant in Internet of energy 2020

Wiley
Online
Library

1.0 1.0 1.0 0.5 0.0 3.5

19 [51] The distributed economic dispatch of smart grid based
on deep reinforcement learning 2021

Wiley
Online
Library

1.0 0.5 1.0 1.0 1.0 4.5

20 [52]
Low-carbon economic dispatch of the combined heat
and power-virtual power plants: An improved deep

reinforcement learning-based approach
2023

Wiley
Online
Library

1.0 1.0 0.5 1.0 1.0 4.5

21 [90]
Hierarchical learning optimization method for the

coordination dispatch of the inter-regional power grid
considering the quality-of-service index

2020
Wiley
Online
Library

1.0 1.0 1.0 0.5 0.0 3.5

22 [39] Markov game approach for multi-agent competitive
bidding strategies in the electricity market 2016

Wiley
Online
Library

1.0 1.0 1.0 0.5 0.5 4.0

23 [70]
A deep reinforcement learning-based multi-agent

framework to enhance power system resilience using
shunt resources

2021 IEEE
Xplore 1.0 1.0 1.0 1.0 0.50 4.5

24 [53] Deep-Q-network-based intelligent reschedule for
power system operational planning 2020 IEEE

Xplore 1.0 1.0 0.50 1.0 0.50 4.0

25 [71] Transmission network dynamic planning based on a
double deep-Q network with deep ResNet 2021 Science

Direct 1.0 1.0 1.0 1.0 0.50 4.5

26 [72] Reinforcement learning for active distribution network
planning based on Monte Carlo tree search. 2022 MDPI 1.0 1.0 1.0 1.0 0.50 4.5

27 [73] Flexible transmission network expansion planning
based on DQN algorithm 2021 MDPI 1.0 1.0 1.0 1.0 1.0 5.0

28 [74]
Transmission network expansion planning considering

wind power and load uncertainties based on
multi-agent DDQN

2021 IEEE
Xplore 1.0 1.0 1.0 1.0 1.0 5.0

29 [75] A storage expansion planning framework using
reinforcement learning and simulation-based optimization 2021 Science

Direct 1.0 1.0 1.0 0.50 0.50 4.0

30 [91]
Machine learning approaches to the unit commitment

problem: Current trends, emerging challenges, and
new strategies

2021 IEEE
Xplore 1.0 0.5 0.5 0.5 0.0 2.5

31 [49] Optimal dispatch of PV inverters in unbalanced
distribution systems using reinforcement learning 2022 IEEE

Xplore 1.0 1.0 1.0 0.50 0.0 3.5

32 [40]
Reactive power optimization of distribution network

based on deep reinforcement learning and multi-agent
system

2021 IEEE
Xplore 1.0 0.5 1.0 1.0 1.0 4.5

33 [54]
A graph-based deep reinforcement learning framework

for autonomous power dispatch on power systems
with changing topologies

2022 IEEE
Xplore 1.0 1.0 0.5 1.0 0.5 4

34 [92] A new power system dispatching optimization method
based on reinforcement learning 2023 IEEE

Xplore 1.0 0.5 0.5 0.0 1.0 3

35 [41]
Reinforcement learning-based optimal power flow of

distribution networks with high permeation of
distributed PVs

2023 IEEE
Xplore 1.0 0.5 1.0 1.0 1.0 4.5
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Item Ref. Paper Title Year Data
Sources Q1 Q2 Q3 Q4 Q5 Total

36 [76]
Application of improved reinforcement learning

technology for real time operation and scheduling
optimization of virtual power plant

2023 Springer
Link 1.0 0.5 1.0 1.0 1.0 4.5

37 [77] Planning for network expansion based on prim
algorithm and reinforcement learning 2023 Springer

Link 1.0 1.0 1.0 1.0 0.5 4.5

38 [78]
Integrating distributed generation and advanced deep
learning for efficient distribution system management

and fault detection
2024 MDPI 1.0 1.0 1.0 1.0 0.5 4.5

39 [79] Solving dynamic distribution network reconfiguration
using deep reinforcement learning 2021 MDPI 1.0 1.0 1.0 1.0 0.5 4.5

40 [60] Bacteria foraging reinforcement learning for risk-based
economic dispatch via knowledge transfer 2017 MDPI 1.0 1.0 0.5 1.0 0.5 4

41 [55] Research on data-driven optimal scheduling of
power system 2023 MDPI 1.0 0.5 1.0 0.5 1.0 4

42 [56]
Deep-reinforcement-learning-based low-carbon

economic dispatch for community-integrated energy
system under multiple uncertainties

2023 Springer
Link 1.0 1.0 1.0 0.5 0.5 4

43 [57] Unlocking the flexibility of district heating pipeline
energy storage with reinforcement learning 2022 MDPI 1.0 1.0 1.0 0.0 1.0 4

44 [58] Towards reinforcement learning for vulnerability
analysis in power-economic systems 2021 Science

Direct 1.0 0.5 1.0 1.0 1.0 4.5

45 [59] A deep reinforcement learning method for economic
power dispatch of microgrid in OPAL-RT environment 2023 Science

Direct 1.0 1.0 1.0 0.5 1.0 4.5

46 [61]
Deep reinforcement learning approaches for the

hydro-thermal economic dispatch problem considering
the uncertainties of the context

2023 Science
Direct 1.0 1.0 1.0 1.0 0.5 4.5

47 [62]
Solving large-scale combined heat and power economic

dispatch problems by using deep reinforcement
learning-based crisscross optimization algorithm

2024 Science
Direct 1.0 1.0 1.0 1.0 1.0 5

48 [63] Adaptive look-ahead economic dispatch based on deep
reinforcement learning 2024 Science

Direct 1.0 1.0 1.0 1.0 0.5 4.5

49 [64]
Economic dispatch of industrial park considering
uncertainty of renewable energy based on a deep

reinforcement learning approach
2023 Science

Direct 1.0 0.5 1.0 1.0 0.5 4

50 [65] Combined heat and power system intelligent economic
dispatch: A deep reinforcement learning approach 2020 Science

Direct 1.0 0.5 1.0 1.0 0.5 4

51 [42] Multi-objective solution of optimal power flow based
on TD3 deep reinforcement learning algorithm 2023 Science

Direct 1.0 0.5 1.0 0.5 1.0 4

52 [43] Real-time operation of distribution network: A deep
reinforcement learning-based reconfiguration approach 2022 Science

Direct 1.0 1.0 1.0 1.0 0.5 4.5

53 [44]
Multi-agent deep reinforcement learning for

resilience-driven routing and scheduling of mobile
energy storage systems

2022 Science
Direct 1.0 0.5 1.0 1.0 0.5 4

54 [93]
A scalable graph reinforcement learning algorithm
based stochastic dynamic dispatch of power system
under high penetration of renewable energy Junbin

2023 Science
Direct 1.0 0.5 1.0 1.0 0.0 3.5

55 [94] Emergency fault affected wide-area automatic generation
control via large-scale deep reinforcement learning 2021 Science

Direct 0.0 1.0 1.0 1.0 0.5 3.5
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