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Abstract: This article introduces a new approach for validating directional overcurrent protection
schemes in ring-topology electrical distribution systems with distributed energy resources (DERs).
The proposed protection scheme incorporates overcurrent and directional functions and addresses
DER-induced challenges such as variable short circuit levels. This study employs real-time and
offline simulations to evaluate the performance of the protection coordination scheme using a digital
twin under DER-supplied loads. The utilization of digital twins offers the possibility to simulate
different scenarios, providing real-time responses to dynamic changes and allowing for informed
decision-making in response to disturbances or faults. This study aims to present a new approach
to validate the performance of the proposed protection scheme when the load is entirely supplied
by DERs, highlighting issues such as false trips and protection system blindness resulting from
changes in short circuit currents. The results show a breakdown in the coordination of the protection
scheme during the fault conditions, demonstrating the effectiveness of digital twins in validating
the protection scheme’s performance. Performing an analysis in the electromagnetic transient (EMT)
domain improves the validation and refines the results.

Keywords: digital twin; directional overcurrent protection scheme; distribution system; distributed
energy resources; microgrid; real-time simulation

1. Introduction

The world is going through an energy transition. Centralized electrical power sys-
tems (EPS) with power flows from centralized generation plants to consumption centers
are giving way to decentralized electrical systems with the integration of distributed en-
ergy resources (DERs) in distribution networks, including fuel cells, small wind turbines,
photovoltaic systems, gas turbines, and fuel cells [1,2]. Electrical networks become more
active and dynamic because of consumers being able to produce energy for either self-
consumption or grid injection [3,4]. There are less transmission line losses and a decreased
need to expand the electrical network because of the entry of DERs into the EPS, which
results in a more environmentally friendly, reliable, and efficient system. However, there are
major challenges to the protection system in the actual electrical networks when integrating
these DERs [5–7]. Different short circuit levels and bidirectional power flows are produced
when multiple DERs are connected to various grid nodes. These variations depend on the
DER’s type, size, location, and operation mode [8–10]. In addition, selectivity losses, false
tripping, or blinding protection are caused by coordination problems and compromised
protection schemes adjust settings in the distribution grid [11,12].

There are a considerable number of research articles in the literature that assess the
effects of DER on the overcurrent protection schemes of radial electrical distribution sys-
tems [13,14]. Among the primary devices prevalent in electrical grids, overcurrent relays
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(OCR) are extensively employed, utilizing measured currents to identify faults when sur-
passing predetermined thresholds. They are typically categorized into instantaneous (50),
triggering a tripping signal to the circuit breakers if the current surpasses a predetermined
threshold, and temporized (51), where the time–current operation characteristic is specified,
and the relay operates after a specific time delay once the current exceeds the set threshold.
When DER is integrated into the distribution network, bidirectional power flows are pro-
duced [15]. It is important to utilize a device capable of identifying this bidirectional power
flow and preventing false tripping of a circuit breaker. This type of function is known
as directional (67) and is useful in ring-network designs with multiple DERs. However,
there are few studies [16,17] that validate the performance of this type of device during
the integration of DERs in ring-networks and assist the industrial sector in this protection
coordination analysis due to their complexity.

In reference [16], the authors present the coordination of protection devices in distri-
bution systems in the context of distributed generation (DG). In this approach, an optimal
protective coordination is achieved by using a fault current limiter (FCL) in the presence
of DG. There is also an overview of the protective devices and their synchronization for a
ring distribution network. This technique was validated in an IEEE 30 bus ring network,
demonstrating the FCL’s ability to offer appropriate protection coordination.

The authors in reference [17] present an optimal coordination of a directional over-
current protection mechanism in interconnected networks utilizing a fuzzy logic-based
genetic algorithm (GA) method. This approach addressed miscoordination concerns and
the relays’ long operation times. Furthermore, it was validated on three separate networks’
6-bus, 8-bus, and IEEE 30-bus test systems, demonstrating the usefulness and accuracy of
the proposed technique, which still must be evaluated with additional DERs.

Thus, this article’s goal is to present a study that enables us to understand how DERs
affect distribution networks in a ring topology with overcurrent protection strategies by
using a digital twin (DT) approach. This approach is implemented as software in the loop
(SIL), suitable for validating complex systems, and to obtain accurate results [18]. The use
of a DT allows for trained decision-making in reaction to failures, while the SIL allows us to
use the electromagnetic transient (EMT) simulation domain to obtain more precise data to
analyze the behavior of the ring-distribution system. Using this approach, it is possible to
accelerate studies on protection coordination and define the configuration of the protection
scheme using directional overcurrent protection systems. The protection coordination goal
and the challenges presented by DER integration are also addressed in this research.

The contributions of the work are the following:

1. A novel approach for validating a protection coordination scheme in a ring-distribution
network architecture with DER.

2. Digital twins are designed as a novel way to monitor and manage short circuit current
and provide real-time protection coordination.

3. The analyses are performed in the EMT domain rather than the RMS domain, allowing
for more precise results.

The remainder of this document is organized as follows: Section 2 discusses the
application of SIL for DT, as well as the benefits of using DT. Section 3 discusses the
challenges that arise when integrating DERs into the distribution network, as well as
the concept of protection coordination. In Section 4, the test bed used for validation is
explained. Section 5 covers the protection coordination plan. Section 6 presents the results
and discussion, while Section 7 contains the conclusions.

2. Application of Digital Twins in Power Grids

DTs have long been used as a tool in a broad range of engineering fields, and they
have spread rapidly [19]. In their early stages, DTs were used for spatial modeling before
evolving into information duplication models and establishing themselves as we know
them today, where they are defined as a set of virtual data describing a physical element



Energies 2024, 17, 1677 3 of 19

from which data are taken on a defined periodicity to display a database that allows for
real-time monitoring of its behavior.

For this reason, it is critical to understand that DTs require a physical product in a real
space, a virtual product that has all the characteristics of the real one, and a connection
between the real and the virtual products that allows for data and information interactions.

It is essential to approach the implementation of a DT from several perspectives, such
as physical, virtual, connection, data, and services, as illustrated in Figure 1.
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Figure 1. Digital twin perspectives.

At the point of applying a digital twin to electrical networks with real-time simulations,
we might consider four concepts (Figure 2): SIL, rapid control prototyping (RCP), hardware
in the loop (HIL) and power hardware in the loop (PHIL). Reference [18] provides a broad
explanation of each concept.
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Figure 2. DT with real-time simulation.

In our approach, the SIL model was utilized. A SIL model simulates both the controller
(algorithm) and the physical system (distribution grid) in real time. This concept of real-
time simulation is used to validate and test concepts. The advantage of this method over
offline simulations is its lower response time due to the simulator’s computational power
and parallel processing, which optimizes the execution time and speeds up early fault
identification [20]. Figure 3 shows the implementation of SIL scheme for a DT to validate
the performance of the protection scheme.
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The increasing complexity of electrical networks forces the different network opera-
tors to create strategies that allow them to adapt to changes in infrastructure and adapt
quickly. One of these strategies is the adoption of DTs in the planning of modern electrical
networks, which has benefits in areas such as asset management [21], energy and operation
management [19], and control and protection [22].

Asset management refers to the largest resources in the sector, which includes the
electrical network, infrastructure, measurement, control, and maneuvering elements, as
well as inputs such as electrical wires. The utilization of DTs offers benefits such as:

• Increasing the useful life of facilities and equipment.
• Assisting with preventive maintenance to minimize maintenance expenses.
• Sensor validation prior to implementation and mass buying.
• Saving time and money on materials.

In energy management and operation and control, DTs offer benefits by:

• Minimizing the time and cost associated with manual coordination [19].
• Remote monitoring and real-time data connection [19]
• Detecting critical operational conditions, evaluating system performance, and making

rapid decisions in reaction to system changes [19].
• Controlling and identifying scenarios in which the selectivity of the overcurrent

protection method is compromised while introducing new DERs into the distribu-
tion network.

Because these new technologies have not been extensively explored, this generates
a challenge of adaptation and appropriation. DTs are used for real-time simulations,
depending on the precision required and each service provider’s particular market. Figure 4
shows a schematic for understanding the operation of a digital twin in an electrical network,
which could be through software in the loop (SIL) or hardware (HIL).
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Figure 4. Digital twin applications.

3. Protection Schemes in the Distribution System

A protection system (PS) is a set of interconnected components that work together
to protect single or multiple components of the equipment [23]. In addition to ensuring
maximal protection at the lowest feasible cost, each PS must provide selectivity, speed,
and reliability in its operation [24,25]. Conventional distribution networks’ protection
systems are typically based on the principle of coordination of time and current, with time
considered to be important for the protection equipment’s rapid response, and current
being important for the significant increase in current that takes place when short circuits
occur [25,26]. Electrical distribution networks are protected by basic components like fuses,
switches, reclosers, and overcurrent relays. Typically, these components work together to
ensure that the distribution network’s transformers, feeders, and lines remain safe [27].

3.1. Protection Coordination

To ensure the reliability, safety, and quality of the energy supply as well as to preserve
human life, protection coordination is essential. The goal of protection coordination is
to arrange protection relays so that, in the event of a short circuit or other failure, only
the faulty sections of the electrical system are isolated [28]. To prevent malfunction and
consequently avoid unnecessarily interrupting of a functional portion of the system, the
relays must be correctly coordinated. Conventionally, distribution networks are radial in
their structure, which means that power flows unidirectionally, or in a single direction,
enabling straightforward and effective protection schemes. Although radial networks are
simple to set up and operate, they have issues with the energy supply’s reliability [29]. In
contrast, ring network structures allow for power to flow in both directions, allowing the
load to obtain power from two separate sources if one feeder fails. This ensures that the
load, or a portion of it, is still supplied with power [30]. Due to the constant running of
industrial processes, distribution networks in these locations frequently use ring networks,
which can result in significant financial losses in the event of a system outage.

According to reference [28], ring distribution networks enhance the system’s reliability.
Additionally, this type of network allows for greater adaptability to load fluctuations, an
improved voltage distribution, and a decrease in losses. But unlike radial networks, ring
network applications come with their own set of challenges. These include more intricate
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design and operation, which raises investment costs, increases short circuit currents, and
results in issues coordinating protections.

The protection coordination of non-directional relay (OCR) 50/51 and directional
overcurrent relay (DOCR) 67 is standardized in ring topologies where the network is
powered by a single source [31]. Figure 5a shows a ring network for a single power supply,
with DOCR in locations 2, 3, 4, and 5 and OCR in sites 1 and 6. The procedure is to open
the ring at one end and coordinate as if it were a radial network. In other words, relays 2, 4,
and 6 are coordinated by opening the ring at 1, and relays 5, 3, and 1 are coordinated by
opening the ring at 6. Coordination between the relays may become a little more difficult if
many sources provide the electrical system for ring distribution (Figure 5b). This is because
numerous operational variables need to be considered. When there are two sources, the
classification process is carried out by assuming the other source is a single-source system.
The ring opens at one end, typically at one of the sources. Another approach is to use
differential protection for the portion connecting the sources, but selectivity cannot be
achieved for every configuration [30,31].

Energies 2024, 17, x FOR PEER REVIEW 6 of 20 
 

 

intricate design and operation, which raises investment costs, increases short circuit cur-

rents, and results in issues coordinating protections. 

The protection coordination of non-directional relay (OCR) 50/51 and directional 

overcurrent relay (DOCR) 67 is standardized in ring topologies where the network is pow-

ered by a single source [31]. Figure 5a shows a ring network for a single power supply, 

with DOCR in locations 2, 3, 4, and 5 and OCR in sites 1 and 6. The procedure is to open 

the ring at one end and coordinate as if it were a radial network. In other words, relays 2, 

4, and 6 are coordinated by opening the ring at 1, and relays 5, 3, and 1 are coordinated 

by opening the ring at 6. Coordination between the relays may become a little more diffi-

cult if many sources provide the electrical system for ring distribution (Figure 5b). This is 

because numerous operational variables need to be considered. When there are two 

sources, the classification process is carried out by assuming the other source is a single-

source system. The ring opens at one end, typically at one of the sources. Another ap-

proach is to use differential protection for the portion connecting the sources, but selec-

tivity cannot be achieved for every configuration [30,31]. 

 

Figure 5. Ring configuration [31] (a) with one source; (b) with multiple sources. Numbers are the 

relays, and the arrow is the power flow direction. 

Because there are so many different scenarios in a ring network with various sources, 

designing and coordinating the protection system can become very challenging. However, 

it is possible to design solutions, and studies and research initiatives have led to the de-

velopment of appropriate protection measures that have been published in the literature. 

The authors of references [32,33] provide an overview of the literature on the coordination 

of directional overcurrent relays and outline many developed methodologies. They de-

scribe the coordination of protections as an optimization issue and identify the optimal 

settings for the directional relays using a variety of methodologies, including differential 

evolution, linear programming, and genetic algorithms. 

3.2. Challenges in the Protection Schemes Due to the DER Integration 

The incorporation of DER into distribution networks presents new difficulties, espe-

cially in the protection coordinating solutions. Conventional overcurrent protection is de-

signed for radial distribution systems where there is only one direction of fault current 

flow. However, when DER is connected to distribution networks, radial networks become 

multi-source networks, and fault current flow shifts from unidirectional to bidirectional 

[34]. Because the fault current flow is bidirectional, directional relays are necessary for 

coordination. The challenge is caused by the distribution network’s operating modes, the 

high penetration of DER, and the intermittent nature of DER fault current levels [34,35]. 

This leads to coordination issues with current protection devices including fuses, relays, 

Figure 5. Ring configuration [31] (a) with one source; (b) with multiple sources. Numbers are the
relays, and the arrow is the power flow direction.

Because there are so many different scenarios in a ring network with various sources,
designing and coordinating the protection system can become very challenging. However,
it is possible to design solutions, and studies and research initiatives have led to the
development of appropriate protection measures that have been published in the literature.
The authors of references [32,33] provide an overview of the literature on the coordination of
directional overcurrent relays and outline many developed methodologies. They describe
the coordination of protections as an optimization issue and identify the optimal settings
for the directional relays using a variety of methodologies, including differential evolution,
linear programming, and genetic algorithms.

3.2. Challenges in the Protection Schemes Due to the DER Integration

The incorporation of DER into distribution networks presents new difficulties, es-
pecially in the protection coordinating solutions. Conventional overcurrent protection is
designed for radial distribution systems where there is only one direction of fault current
flow. However, when DER is connected to distribution networks, radial networks become
multi-source networks, and fault current flow shifts from unidirectional to bidirectional [34].
Because the fault current flow is bidirectional, directional relays are necessary for coordi-
nation. The challenge is caused by the distribution network’s operating modes, the high
penetration of DER, and the intermittent nature of DER fault current levels [34,35]. This
leads to coordination issues with current protection devices including fuses, relays, and
reclosers. Furthermore, the incorporation of a large number of distributed generators may
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degrade the voltage profile and result in severe overvoltage within the system [3]. It can be
said that these ring structures may be more compatible with the integration of microgrids;
therefore, protection from directional relays could protect the network to a certain limit.
However, reliability is not guaranteed.

4. Distribution System in Ring Topology and Protection Coordination

The literature has a variety of test networks, including the models provided by the
Institute of Electrical and Electronics Engineers’ Power & Energy Society (PES) (IEEE). The
goal is to offer distribution system models that accurately capture the significant range of
design variations and associated analytical difficulties [36]. A prototype ring test network
with six nodes was designed at a voltage level of 34.5 kV, and in accordance with CREG
resolution 097 of 2008 [37], this network represents a local electrical distribution system.
Most IEEE models are systems with radial topologies, and there are not many different
types of ring networks. In Figure 6, the network is displayed.
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The distribution system consist of five nodes with nominal voltages of 34.5 kV and
one at 0.48 kV, five distribution lines varying in length from 2 to 6 km, four three-phase
loads with nominal voltages between 200 and 380 kVA, a transformer in the node 3 Dy5
connection, and a transformation ratio of 34.5 kV to 0.48 kV constitute the network. Table 1
describes the key parameters of the electrical system.

Table 1. Key parameters of the electrical system.

Element Location Parameters

Transformer (T1) Node 3

Nominal power (kVA) 500

Volt (kV) 34.5 kV/0.48 kV

Frequency (Hz) 60 Hz

Connection: DY5

Short circuit impedance Zcc (%) 7.25

Reactance X (%) 6.89

Resistance R (%) 2.23
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Table 1. Cont.

Element Location Parameters

Lines (L)

Node 5–6
Node 4–5
Node 6–1
Node 1–2
Node 2–4

3-phase Pi Line model

Phase impedance

Positive Sequence Zero Sequence

R (Ω/km) 0.53356 R (Ω/km) 0.70479

L (uH/km) 593.5 L (uH/km) 5.2387

C (nF/km) 13.049 C (nF/km) 3.194

Load

Node 3
Node 4
Node 5
Node 6

Three phase loads

P (kW) Q (kVAR)

229.5 142.4

170 105.4

255 158

323 200.2

Main grid Node 1

Voltage source

Voltage (kV) 34.5

Sbase (MVA) 100

R (Ω) 1.043

X (µH) 73.39

Protection Coordination

For the ring network, a DOCR scheme was developed. The system consists of two
non-directional and eight directional relays (see Figure 6). The network was modeled in
off-line simulation software for the protection coordination analysis. Data on the nominal
and short circuit currents of the ring network were gathered through load flow and short
circuit analyses of various operating situations. With the use of these data, coordination
was performed using the single-source ring network standard approach. The IEEE Std
242-2001 standard [38], as well as the book “Protection of Electricity Distribution Networks”
by Juan Manuel Gers and Edward Holmes [25], served as the foundation for the selection
and adjustment criteria. The applied settings are shown in Table 2.

Table 2. Directional overcurrent protection scheme adjustment.

Relay CT
[A]

PT
[kV]

ANSI/
IEEE

Instantaneous
Protection Setting (50)

Timed Protection
Setting (51) Directional

(67)
Pickup Delay Pickup Dial

1 200/1 ----------- NI 18.9 0.02 0.14 5.69 -----------
2 200/1 34.5/0.120 NI 0.9 0.02 0.13 0.5 Back
3 200/1 34.5/0.120 NI 12 0.02 0.12 4.38 Forward
4 200/1 34.5/0.120 NI 7.01 0.02 0.12 1.68 Back
5 100/1 34.5/0.120 NI 18.35 0.02 0.23 3.08 Forward
6 100/1 34.5/0.120 NI 16.12 0.02 0.24 2.95 Back
7 100/1 34.5/0.120 NI 15.03 0.02 0.23 1.78 Forward
8 100/1 34.5/0.120 NI 21.2 0.02 0.25 4.25 Back
9 200/1 34.5/0.120 NI 2.05 0.02 0.13 0.5 Forward

10 200/1 ----------- NI 14.45 0.02 0.14 5.55 -----------

5. Real-Time (RT) Simulation

Due to the dynamic behavior that would arise in electrical distribution networks
when DER integration is implemented, simulation tools that enable very precise study
execution and are in sync with the electrical phenomenon under analysis are essential.
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This is accomplished by using real-time simulation software, which is distinguished by
accurately simulating a physical system or process with sample times that match the
real phenomena exactly; that is, one simulation second corresponds to precisely one real
phenomenon second. This feature makes it feasible for physical components or devices
to directly interact with the simulated networks [20,39]. This is not possible with offline
simulation tools, since in that scenario, the sample time differs from the actual phenomena.
As a result, up to one hour of compilation would be required to mimic a 10 s event [20].
Furthermore, this approach uses real-time simulation in the EMT domain to provide more
exact data regarding the fault condition.

According to references [20,40,41], the necessity, application, and complexity of the
system under study, as well as the degree of approximation required to accurately repre-
sent the phenomenon in real time, can determine the many types or real-time simulation
techniques that are typically employed. The SIL system, which simulates both the con-
troller (protection devices) and the plant (electrical network), served as the framework for
this research.

5.1. Modelling the Test Bed Network in Real Time

Real-time simulation software was used to model the ring test network. The modeling
was verified by studies of short circuits and load flow. These were compared with the
outcomes from offline simulation programs. The study results are shown in Tables 3 and 4.
The time domain was used to obtain the simulations. For comparison, the root mean
square (RMS) value of the short circuit data from the fault oscillographs was determined.
According to Table 3, there is less than a 5.5% inaccuracy in the symmetrical short circuit
current (Icc).

Table 3. Results of the short circuit study.

Node
RT Simulation Offline Simulation Error

Icc (kA) Icc (kA) Icc (%)

1 3916.07 3894 0.56
2 3421.88 3441 0.55
3 7609.41 8026 5.19
4 2815.41 2840 0.86
5 2689.67 2713 0.86
6 2953.57 2955 0.048

Table 4. Results of the load flow study for RT and offline simulation software.

Node
RT Simulation Offline Simulation Error

V (kV) Ang (◦) P (kW) Q (kVAR) V (kV) Ang (◦) P (kW) Q (kVAR) V (%) Ang (◦) P (%) Q (%)

1 34.5 0 −984 −500 34.5 0 −979.1 −495 0 0 0.5 1.01
2 34.481 0.003 0 0 34.475 0.009 0 0 0.017 0.006 0 0
3 0.462 28.27 230 142 0.465 −1.4 227 141.2 2.32 30.01 0.96 0.56
4 34.46 0.005 170 105 34.444 0.017 170 105.4 0.046 0.012 0 0.37
5 34.447 0.007 255 158 34.427 0.023 255 158 0.058 0.016 0 0
6 34.456 0.007 323 200 34.441 0.02 323 202.2 0.043 0.013 0 1.09

However, there were no discernible changes in the load flow study comparison. The
voltage and power numbers’ percentage inaccuracy were less than 2.32%, as Table 4 shows.
These errors are acceptable for the simulation to be used in real time when one considers
that two distinct calculation methods are being employed, that the element models are
fundamentally different, and that each software has different purposes.

5.2. Modelling Test Bed Network with DER

Three different DER types were chosen based on the real-time simulation software
models. A brief explanation of each component is given below.
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• Photovoltaic generation system (PVGS): the system is made up of an array of solar
panels and an electronic converter with a phase-locked loop (PLL) controller, with an
operating frequency of 60 Hz and a nominal power of 750 kW.

• Storage system (BESS): The BESS battery bank has a capacity of 250 kW, an electronic
converter and a PLL controller, and an operating frequency of 60 Hz.

• Thermal generation system (CHP): this thermal generation model is a combined heat
and power system. It uses a gas turbine, a steam turbine, and a recovery boiler, and it
has a capacity of 1 MW at 2.4 kV.

Technical factors including enhancing voltage profiles, cutting energy losses, and
increasing power transfer capacity must be ensured while placing DERs. According to IEEE
Std 1547-2018 [42], it is also required to identify the EPS region to which the DER is linked
to ensure that the source does not energize during a short circuit and trips. Furthermore,
the resource’s availability for generating devices must also be considered, as it is dependent
on the surrounding environment [43]. The voltage profile of the test network in steady
state served as the requirement for DER placement. Nodes 3 and 5 are the ones chosen
to integrate the DERs since they have the biggest voltage drops based on the power flow
findings (see Table 4). After the DERs are incorporated into the ring network, it can be
viewed as a multi-source, decentralized, dynamic distribution system. Note that the DERs’
input and output controls will be implemented in accordance with the intended operational
situations that are to be emulated. Figure 7 displays the microgrid schematic.
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5.3. Validation of the Overcurrent Protection Scheme in Ring Topology with the Integration
of DERs

We used the SIL simulation to verify the ring network overcurrent protection scheme.
To confirm that the system was operating correctly in a stable state, we started by integrating
the DERs at various power levels. Later, failures were conducted to determine changes in
the short circuit current that the distribution network experienced because of the integrated
DERs operating in various modes.

Following parameterization of the same short circuit currents acquired from the off-
line simulation program, the DER integration levels were adjusted, and the DERs were
linked to the ring network to determine the magnitude of the change in short circuit current.
Initially, the PVGS and BESS were connected. Subsequently, the CHP alone was connected,
then, all the DERs were coupled simultaneously. Finally the testing was conducted in
island mode—that is, with all DERs connected—while the main grid was disconnected.
The results of the operating modes taken into consideration are shown in Table 5.

Table 5. Three-phase short circuit currents in various scenarios of distribution system operation.

Node No DER
Connected Mode to the Main Grid Isolated Mode

PVGS y BESS CHP All DERs All DERs

ID Icc [A] Icc [A] Icc [A] Icc [A] Icc [A]
1 3894.07 3901.23 4182.1 4191.23 562.19
2 3421.88 3428.1 3684.1 3616.35 563.88
4 2815.41 2824.12 3094.25 3106.81 566.51
5 2689.67 2698.25 3043.22 3051.66 588.41
6 2953.57 2961.92 3238.41 3246.21 574.99

The operating modes where the Icc varies the most must be considered to see an
effect on the relays’ operating times, since it is intended to validate the effectiveness of
the suggested protection scheme. The ring network with all the eDERs integrated and in
island mode are the operating modes that enabled the most significant changes in the Icc to
be seen.

Case Studies and Operation Scenarios

Figure 8 shows several of the proposed three-phase short circuit fault locations, which
were suggested in accordance with the modifications to the short circuit current and
to validate the suggested protection strategy. There were two scenarios used for the
simulations or operating modes, namely island mode and grid-connected mode.
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Three case studies—3-phase faults in nodes 6, 5, 4—were chosen. The faults were set
up to begin and end at 0.5 and 1.5 s, respectively, representing the typical operating time of
the protection scheme. No openings were made in the network to clear the faults so that
the operation sequence and all potential trips could be seen.

6. Analysis Results

As the number of DERs in the electrical network advances, it is critical to conduct com-
prehensive research on protection, control, and communication conditions. The increasing
complexity necessitates demanding and extensive studies. Addressing these difficulties
demands advanced methodologies, and the use of DT and RT simulations appears to be a
potential solution. In the following section, we will provide the results of RT simulation.
These simulations are focused on the ring network’s operating scenarios, specifically its
grid-connected performance with all DERs integrated and the island mode. These results
illuminate the effectiveness of our approach in monitoring and enhancing network behav-
ior under a variety of scenarios, offering valuable insights for improved system resilience
and performance.

6.1. Grid-Connected Mode Scenario with DER in a Ring Topology

The three-phase fault results for each of the three case studies are displayed below.

6.1.1. Case Study 1—Three-Phase Fault in Node 6

The results for a three-phase fault in node 6 are shown in Figure 9. The oscillographs
allow one to examine the transition from the nominal current to Icc. Furthermore, the
trigger signals originating from the relays they operated in are given.
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Figure 9. Operational sequence and Icc oscillographs for a fault in node 6 with all sources in
ring topology.

The backup relays are relays 5, 3, and 1, with relay 7 being the first to clear the fault.
Relay 10 operates on the other branch that feeds the fault. The operating duration of R7 is
the same as the reference case without DER, but there is a significant difference in the Icc’s
associated CT measurement for this case, since it represents the total of all the sources that
contribute to the short circuit. The reason for this is because of the properties of inverse
curves: the fault current is inversely proportional to the operation time, meaning that at
low currents, operation times are very high, and at higher fault currents, operation times
decrease. However, there comes a point at which the operating times do not significantly
vary, even though the Icc increases. The operating times are constant for relay 7 and, by
extension, for all relays for Icc > 500 A.
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6.1.2. Case Study 2—Three-Phase Fault in Node 5

The results for a three-phase fault in node 5 are shown in Figure 10. The oscillographs
of the short circuit currents that feed the fault and the trip signals of the relays are shown.
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ring topology.

The fault is cleared by relay 5 initially, with support from relays 3 and 1. Relay 8 and
relay 10, which are its backups, are operational on the other branch that feeds the fault.
Even while the BESS and PVGS contributed to the failure, it was not a substantial amount
in comparison to the main grid’s contribution, which is measured by the relays. The relays
measure almost the same current as in the reference example; however, since the failure is
in the CHP feeder bus, it prevents the Icc of this source from directly interacting with the
protection scheme. However, to isolate the failure at node 5, the CHP protection system
must ensure that this DER is isolated from the system at the time of failure. If not, this
source would continue to feed the issue continuously.

6.1.3. Case Study 3—Three-Phase Fault in Node 4

The results for a three-phase fault in node 4 are shown in Figure 11. The oscillographs
of the short circuit currents that feed the fault and the trip signals of the relays are shown.

Relays 6 clears the fault first, with relays 8 and 10 serving as its backups. On the other
branch that feeds the fault, relay 3 operates, with relay 1 acting as its backup. Based on the
order of operations, the relay trips are happening in an organized and selective manner.
In terms of operation timing, it is noted that the margin time between the primary and
secondary protection trips stays at roughly 0.25 s, in line with the coordinated elements
of the proposed protection scheme. A similar behavior was obtained in the simulations
carried out for the failures in nodes 5 and 6 for this operation scenario.

In general, we can conclude that the increase in the short circuit current generated
by the DERs does not represent a significant change in the operation of the proposed
protection scheme under the operation scenario selected. This is due to the characteristics
of inverse curves, where the fault current is inversely proportional to the operation time;
that is, for low currents there have very high operation times. As the fault current increases,
the operation times decrease, but a point is reached where, despite the Icc increasing, the
operating time does not vary appreciably.
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6.2. Island Mode Scenario with DER

The RT simulation findings for the operating scenario in which the ring network is not
connected to the main grid and all DERs are connected—also known as island mode—are
shown below. The RT simulation results for node 6, 5, and 4 failures, respectively, with the
ring network running in island mode are shown in Figures 12–14. The oscillographs of the
short circuit currents that feed the fault and the trip signals of the relays are shown.
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Figure 12. Operational sequence and Icc oscillographs for a node 6 ring network failure in is-
land mode.

There is a significant decrease in the fault current as the fault mode switches to
island mode. Figure 12 illustrates that, in contrast to the reference situation, where
Iccp−bus6 = 4176 A, we currently have Iccp−bus6 = 800 A. However, upon examination of
the operating sequence, relays 2 and 7 function as the primary protection, with relays 4
and 6 serving as relay 2’s backup. The only R7 common operation that takes place is in
comparison with the reference case. We can infer that there is a change in the fault current’s
direction because this mode primarily involves the operation of even relays.
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land mode.

In terms of operating time, R6’s trigger signal is delayed after R4 and R2, acting as a
backup. In fact, to fully appreciate R6’s shot, the failure time must be extended to 2.5 s. The
offset requirements provided in IEEE Std 242-2001 [38] enable the definition of the margin
time. This period is typically in the range of 0.25 to 0.4 s to achieve proper sequential
activation of the switches. The trigger signals of R4 and R6 have a margin time of 1.8 s in
this instance, which deviates from the standard’s advised behavior. This case study also
includes the non-operation of relay R10, which is categorized as blinding the protection.

The RT simulation results show that the entire protection scheme is blinded for a fault
in node 5 in island mode because there is not a trigger signal from any of the relays in the
MR. This results from a significant decrease in the fault current, as only the DER contributes
to the fault current in the island mode.

The CHP and the BESS set with the PVGS are the sources that are contributing to the
failure. However, the relays are only measuring the Icc that comes from the BESS and the
PVGS through their CTs, and the protection scheme fails to recognize the Icc supplied by
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the CHP because the fault is in the node where the CHP is connected. The relays detect a
current that is very near to the nominal one, and DERs that rely on inverters and power
electronics contribute relatively little to the fault current. Since the fault current is roughly
twice the nominal current, as shown by the oscillography in Figure 13, the EP does not
categorize it as a fault.

In Figure 14, there is a significant decrease in the fault current as the fault mode
switches to island mode. Iccp−bus4 = 4160.2 A moves to Iccp−bus4 = 801 A in island mode
for a fault in node 4. The relays require a longer time to transmit the trigger signal because
of this decrease in the fault current. According to Figure 6, R9 and R7 operate first, then R6
and R3, and lastly R10 and R1. To be able detect the trip signal in the latter, it was essential
to increase the failure duration to 2.5 s. As per the proposed protection scheme, in the
event of a failure at node 4, R6 and R3 are supposed to operate as the primary protection,
followed by their backups, R8 and R1, respectively.

Nevertheless, in this scenario, R9 and R7 also operate, indicating a change in the
direction of the Icc through that branch. Furthermore, there is a notable delay in R3’s
operation, starting at 1.28 s from the start of the failure, and its backup, R1, operating 0.75 s
later. The offset requirements provided in IEEE Std 242-2001 [38] allow for the definition of
the margin time—the interval of time that the relays need to maintain between curves. This
period is typically in the range of 0.25 to 0.4 s to achieve correct sequential activation of the
switches. Therefore, the criterion is being broken in this instance. In general, the suggested
protection scheme was significantly impacted and made inoperable by the change from the
connected mode to the island mode in the ring distribution network, where the demand is
fed only by DER.

7. Conclusions

Through RT simulations, the suggested directional overcurrent protection strategy
for the ring network was validated, and its response to the integration of DERs was
explained. We illustrated the dynamic behavior of the protection scheme, Icc, and fault
events using the SIL simulation scheme in the EMT domain. This method provided a
thorough comprehension of the topic under study. The effectiveness of the suggested
protective plan was demonstrated in the studied cases in which the ring network operated
in connection with the main grid. The integration of DERs resulted in an increase in short
circuit current, while the protection scheme speed and selectivity stayed in line with the
scenario used as a reference.

Notably, appropriate protection methods are required for DERs to guarantee their dis-
connection in the event of a system breakdown, hence enabling appropriate fault clearance.
On the other hand, the suggested protection plan, which depended only on DERs for the
load supply, was ineffective during island operation. There were reported cases of false
trips and a reduced protection operation range because of a large short circuit current drop.
The selectivity and reliability of the suggested EP were jeopardized by the longer relay
response times that followed this reduction.

In contrast to conventional networks, the incorporation of DERs into electrical systems
presents new issues in electrical protections. In comparison to offline simulation tools,
real-time simulation proves to be an indispensable tool, providing faster and more accurate
results. In addition, it makes it easier to interact with real systems and real objects. This
allows for the examination and experimentation of various situations to assess how system
components behave when disrupted, producing outcomes that are highly compatible with
practical applications.

Future work might include evaluating overcurrent protections in microgrids with
ring topologies or interconnection topologies using real-time simulations under the power
hardware in the loop simulation scheme with different type of faults, as well as implement-
ing an adaptive protection scheme for the ring microgrid using the various configuration
profiles that the relays have to evaluate their performance and the current transformer
saturation when the DERs are inserted into the grid.
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BESS Battery energy storage system
CHP Thermal generation system
DER Distribute energy resources
DG Distributed generation
DOCR Directional overcurrent relay
DT Digital twin
EPS Electrical power system
EMT Electromagnetic transient
FCL Fault current limiter
GA Genetic algorithm
HIL Hardware in the loop
MGs Microgrids
MIL Model in the loop
OCR Overcurrent relay
PCC Point of common coupling
PDD Power protection devices
PHIL Power hardware in the loop
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