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Abstract

:

A new passivity-based voltage tracker for islanded Direct Current (DC) microgrids is presented in this paper. The proposed design develops a new sufficient condition for passivity-based state feedback with proportional and integral control using the attracting ellipsoid method. In this paper, we consider the time behavior of the extended vector, which completely describes the principle properties of the closed-loop system such as the boundedness of the trajectories within some ellipsoid and the dependence of its “size” on the feedback gains. The next step, which we are realizing in this paper, is the minimization of the attractive ellipsoid by selecting the “best” admissible feedback parameters. Here, it is important to note that the applied feedback is of PD-type (proportional differential) on the system state and I-type (integral) on the output. This is a new construction of the suggested feedback which gives several advantages for a designer. The suggested control is decentralized and uses only the local states; it is cost-effective and avoids the time delays in the communication networks which are needed if centralized control is used. The suggested control is carried out in the bilinear matrix inequality (BMI) framework. Extensive simulation is performed on a test system composed of renewable energy sources, under plug and play (PnP) operations, and uncertainties in distribution lines and loads. The performance of the proposed decentralized voltage controller is compared with that of a voltage tracker present in the literature. The comparison shows the improvements introduced by the proposed control ensure the stability of the dc bus voltage and a quick response under different scenarios of operating conditions.
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1. Introduction


Electricity has evolved into more than just a source of energy; it has become an integral part of our daily life. However, a large amount of people do not have access to electricity in today’s world. Being so far from the main electrical grid system or the high cost of connecting the grid line to rural places are the main barriers to providing such such large amounts of people with electricity. As a result, the solution to this challenge is to combine conventional and nonconventional electricity generation (renewable sources).



The widespread adoption of renewable energy sources (solar and wind) and other alternative types of energy supply have led to a high level of distributed generation (DG) in power networks [1,2]. DG has an impact on the electrical network, causing voltage changes and power imbalances [3], posing additional control challenges. The electrical network is separated into smaller sections known as microgrids (MGs) in order to study these concerns. An MG is an interconnection of generators, loads, and storage systems, with defined electrical boundaries, that can work together as a single controllable unit, in an isolated or utility grid-connected manner, to reliably supply power [1,2,3,4].



DC microgrids (DC-MG) are a promising way to combine electric vehicles, batteries, and solar power [1,2,3,5]. When compared to more traditional AC microgrids, they offer inherent advantages in terms of efficiency and controllability. Conversely to AC electrical networks, a DC-MG does not require reactive power or frequency regulation [6]. It also requires fewer stages of conversion and fewer wires, lowering the grid’s overall cost. In a DC-MG, loads, storage devices, and renewable energy sources are all connected to a DC bus.



There are three types of control hierarchies in general: primary, secondary, and tertiary. The primary control stabilizes the system’s operation, while the secondary control guarantees that the system meets the reference voltage, and the droop or non-droop control approach is used [5]. The economic and/or environmental aspects are considered by the tertiary control [7]. Local information is typically used in primary control, whereas communication between converters is used in secondary and tertiary control.



There are many control schemes for each level in a hierarchical control strategy. For primary control, the DC bus signaling [8], droop control [9], and fuzzy control [10,11] are commonly used. Distributed, decentralized, and centralized control are used for secondary control. For tertiary control, the genetic algorithm (GA) [12], particle swarm algorithm [13], consensus algorithm, etc., are utilized [14,15,16,17,18,19]. Each of these control methods has its own set of advantages and disadvantages. Thus, it is difficult for any control designer to pick one without risking the system’s ultimate aims.



Based on the type of controller, and communication link, MG control systems may be categorized into three categories: (i) centralized control systems, (ii) decentralized control systems, and (iii) distributed control systems.



	(i)

	
Centralized control.







In centralized control, communication lines connect each MG to a central controller. The central controller collects information from converters located at various locations, uses it to make the control signal, and then send commands to the converters. It provides impressive control in MGs. The requirement for massive communication networks, as well as a single-point failure, are the key disadvantages of centralized control.



	(ii)

	
Decentralized control.







The distributed generators are controlled by autonomous local controllers via independent local variables in a decentralized controller and there is no communication medium in the control. Despite its limitations owing to the lack of a communication link, this control approach is regarded as the most reliable. In addition, decentralized control has the plug and play capability [20]. The Droop Control [21] is a widely established decentralized control method that provides essentially fair voltage and current regulation. A passivity-based control is proposed in [22] for the voltage stabilization of a DC-MG. It considers the dynamic RLC lines and nonlinear loads.



	(iii)

	
Distributed control.







This control approach combines the benefits of a centralized and a decentralized controller. The controller of each distributed generator communicates with its neighbors via a communication medium with limited bandwidth. The implementation of a centralized control strategy becomes more difficult as the number of DG units grows. The distributed controller proves to be a stronger competitor in such a situation. A further benefit of such a controller is that it keeps the system running even if the communication link fails, making it resilient to a single-point failure. The main shortcomings are bus voltage variation, complex analytic behavior, and power tracking errors.



1.1. Paper Contribution


The MG dynamics is nonlinear. Thus, the passivity-based control is utilized as it is an effective method for nonlinear systems. The reader is referred to [23,24] for details on passivity-based control.



If the designer requires a faster response than given by the state feedback with integral control [5,25,26], by the ellipsoidal approach, a proportional element is added. The resulting state feedback with PI control could not be designed by the ellipsoidal approach in [5,26]; however, the present passivity-based method succeeds in this regard.



Although there has been a lot of research efforts into applying passivity control to electric machines and power converters, there has been little research into DC-MGs [27,28,29,30,31].



In comparison to prior approaches, this study presents a decentralized passivity-based control for the primary control of DC-MGs, which has the following advantages:




	
A new design is developed for a decentralized state feedback with PI control.



	
Decentralized control is achieved by breaking down the DC global MG system into subsystems. The impact of other subsystems on a single subsystem is considered a disturbance that should be rejected. This is achieved by minimizing the size of the attracting ellipsoid.



	
A new sufficient stability condition is derived in terms of bilinear matrix inequality.



	
Different testing plug and play operations, line parameter uncertainties, and load variations show the effectiveness of the proposed design.








To the best of authors’ knowledge, the proposed passivity design of the decentralized PI is developed for the first time.



Section 2 presents modeling of the test DC-MG and problem formulation; the problem’s solution is given in Section 3 and Section 4. Section 5 deals with the simulation’s validation. Section 6 contains the conclusions. Finally, an appendix is given in the last section, Appendix A.




1.2. Notations and Facts


The notation   X ≥ 0    ( X > 0 )   indicates that the real symmetric matrix X is positive semi-definite (respectively, positive definite) throughout this work. I is the identity matrix, with the appropriate dimension. The transposition of the matrix N is denoted by the symbol   N T  . If not specifically specified, it is presumed that matrices have compatible dimensions. The notation   ( . )   is the Euclidean matrix norm of (.). In symmetric block matrices, a term that is induced by symmetry is denoted by an asterisk (∗).



Fact 1: 

This fact can be used to eliminate the time-varying uncertainty  Δ (t)


  M Δ  t  N + ∗ < ϵ M  M T  +   ϵ   − 1    N T  N  



(1)









Fact 2 (Schur complements) : 

Given a matrix M composed of:


  M =      M 1     M 3      ∗    M 2       



(2)




where    M 1  =  M 1 T  ,  M 2  =  M 2 T  > 0 ,   then   M > 0   if and only if


   M 1  −  M 3   M  2   − 1    M  3  T  > 0 .  



(3)









Fact 2 is used to convert the last nonlinear matrix equation to a linear one.





2. System Modeling and Problem Formulation


The concept of two parallel DGs is extended to MGs with N DGs. As shown in Figure 1, the linkages between two DGs i and j are represented by a DC line with an impedance of    R  i j     and   L  i j    [20,32].



The DC voltage sources in Figure 1 can be considered photovoltaic (PV) sources; each DG has its dc-dc converter. PV voltage sources will fluctuate since solar radiation is irregular in nature. For the sake of this study, it is expected that the PV generator incorporates a storage mechanism in order to maintain a constant output voltage.



The following state space equations for DG   # i   can be used to describe the islanded DC-MG for N DGs in Figure 1:


    d  V i    d t   =  1  C  t i     I  t i   −  1  C  t i     I  L i   +  1  C  t i     I  i j    



(4)






    d  I  t i     d t   = −  1  L  t i     V i  −   R  t i    L  t i     I  t i   +  1  L  t i     V  t i    



(5)






  Line  i j :     d I   i j    d t   = −   R  i j    L  i j     I  i j   +  1  L  i j     V j  −  1  L  i j     V i   



(6)







Given that   L  i j    is very small,     d  I  i j     d t   = 0  , therefore:


    I  i j   =    V j  −  V i    R  i j     



(7)






    d  I  t i     d t   = −  1  L  t i     V i  −   R  t i    L  t i     I  t i   +  1  L  t i     V  t i    



(8)






    d  V i    d t   =  1  C  t i     I  t i   −  1  C  t i     I  L i   +  1   C  t i    R  i j      V j  −  1   C  t i    R  i j      V i   



(9)







The following state space equations can be used to describe the islanded DC-MG with N DGs in Figure 1:


    x ˙  i  =   ( A   i i   + Δ  A  i i    )   x i  +  B i   u i  +  D i  x ,     y i  =  C i  ,  z  i  =  H i   x i   



(10)




where    x i  =        V i     I  t i        T  ,   u i  =  V  t i   ,  y i  =   z i  =  V i    are the vectors of states, input, output for feedback, and output to be optimized, respectively. Additionally,   x =      x 1    ⋯    x N       , with the matrices    A  i j   ,  B i  ,  H i      


   A  i i   =      −  1  C i    ∑ j   1  R  i j    −  1   R i   C  t i         1  C  t i         −  1  L  t i        −   R  t i    L  t i          



(11)






  Δ  A  i i   =        Δ R  i      R i   2   C  t i       0     0   0     ,   A  i j   =      1   R  i j    C  t i       0     0   0      



(12)







The external disturbance is


   D i  =      A  i 1     ⋯    O  i i     ⋯    A  i j     ⋯    A  i N        



(13)






   j = 1 ⋯ N ,  j ≠ i  



(14)






   B i  =     0      1  L  t i        ,    C i  = H  i  =     1   0      



(15)







Since most distribution systems are radial, the DC-MG study system is selected with a radial structure, Figure 2. As shown in Figure 2, the study islanded DC-MG is made up of 6 DGs. However, the proposed control can be applied to any other number of DGs.



The system data are given in Table 1 and Table 2. Note that the above modeling is given in many references. We added small modifications.



The proposed control technique should satisfy the following requirements:




	
The closed-loop system asymptotically follows all reference voltage signals, providing the desired transient and steady-state performance in compliance with IEEE standards [33].



	
The controller ensures the overall MG system’s asymptotic stability.



	
In MGs, the PnP functionality of DGs is allowed.



	
The controller is resilient to changes in MG topology and load variations.



	
The voltage controller is decentralized, with a local controller for each DG and no communication link.



	
Decentralization provides several advantages in terms of reliability and cost-effectiveness.








Consider a linear time-invariant controllable system


   x ˙  = A x + B u , y = C x  



(16)







The output must follow the input in the control system architecture. The control problem is known as a regulator problem when the input is constant. A tracking problem occurs when the input is time-varying. In this section, a decentralized controller for the scheme in (16) is created. The composite scheme in (16) can be broken down into N-subsystems. In (16), decompose the matrix   A = {  A  i j   , i , j = 1 , . . N }   into two parts: diagonal,    A d   , and off-diagonal, D.


   x ˙  =  A d  x + B u + D w , y = C x  



(17)




where


      A d  =      A 11    0   0     0    . .    0     0   0    A  N N       ,  B =      B 1    0   0     0    . .    0     0   0    B N      ,       D =      D 1       . .       D N      =     0    . .     A  1 N        . .     . .     . .       A  N 1      . .    0           and  C =      C 1    0   0     0    . .    0     0   0    C N          



(18)







In (17), the impact of the remainder of the system on a particular subsystem is regarded as an external disturbance,   D w  , which the proposed controller has to reject. The external bounded disturbance w is considered to be the vector x.



There is no integrator in the MG model (16) (so it is a type 0 plant). As a result, given a step input, there is going to be a steady-state error. The output voltage must track the reference voltage with no errors. An integrator should be placed in the feedforward channel between the error comparator and the plant. To speed up the system response, a proportional part is added in parallel with an integral part.



For each DG unit, a decentralized dynamic voltage tracker with the following structure is required:


  u = K x +  K I  ξ +  K P  e ,  ξ ˙  = r − C x ,  e = r − C x  



(19)




where


  K =      K 1    0   0     0    . .    0     0   0    K N      ,  K I  =      K  1 , I     0   0     0    . .    0     0   0    K  N , I       ,  K P  =      K  1 , P     0   0     0    . .    0     0   0    K  N , P        



(20)







Note that the structure of the proposed voltage tracker is a state feedback with   P I  .



Models:


         x ˙  i  =  A  i i    x i  +  B i   u i  +  D i   w i  ∈  R n         y i  =  C i   x i  ∈  R m  ,  i = 1 , . . . , N        u i  ∈  R k  ,  w i  ∈  R r        n = 2 , m = 1 , k = 1 , r = 12 , N = 6       



(21)







Extended system model:


      x =    x  1  ⊺  , . . . ,  x  N  ⊺   ⊺  ,  w =    w  1  ⊺  , . . . ,  w  N  ⊺   ⊺       



(22)






        x ˙  = A x + B u + D w ∈  R  n × N         y = C x ∈  R  m × N   ,  w ∈  R  n × N         u ∈  R  k × N         



(23)








3. Passivity-Based Control Using the Attracting Ellipsoid Method


3.1. Solution Methodology


In this paper:




	
we consider the time behavior of the extended vector    x ¯  =    x ˚  ⊺  ,   e ˚  ⊺    ,    x ˚  : = x −  x 0   ,    e ˚  : = e −  e 0    which completely describes the principle properties of the closed-loop system such as boundedness of the trajectories   x ¯   within some ellipsoid and the dependence of its ”size” on the feedback gains;



	
the next step, which we are realizing, is the minimization of the attractive ellipsoid by selecting the “best” admissible feedback parameters.








Consider a linear stationary system given by the following equations


       x ˙   t  =  A x  x  t  +  B w  w  t        x  0  =  x 0   is  fixed       z  t  =  C  z x   x  t  +  D  z w   w  t       



(24)




where    x t  ∈  R n    is the state of the system at time t,    z t  ∈  R m    is its output, and    w t  ∈  R k    is an external input.




3.2. Dissipativity Property


Lemma 1. 

The extended version of η-dissipativity property.





If for the system (24) and some nonnegative matrix    P 1  =  P  1  ⊺  > 0   the following Linear Matrix Inequality (LMI) takes place


        P 1   A x  +  A  x  ⊺   P 1       P 1   B w  −  C  z x          B  w  ⊺   P 1  −  C  z x  ⊺      2 η  I  n × n   −   D  z w  ⊺  +  D  z w         ≤ 0  



(25)




then for all   t ≥  t 0  ≥ 0   and all   x 0  , the following property holds


  η ∫  ∫  t =  t 0   t   w  τ  ⊺   w τ  d τ ≤ ∫  ∫  t =  t 0   t   w  τ  ⊺   z τ  d τ +   1 2     x   t 0   ⊺   P 1   x  t 0   −  x  t  ⊺   P 1   x t    



(26)







Proof. 

See Appendix A. □





Remark 1. 

In the partial case when    x  t 0   = 0  , we obtain


   η ∫  ∫  t =  t 0   t   w  τ  ⊺   w τ  d τ ≤ ∫  ∫  t =  t 0   t   w  τ  ⊺   z τ  d τ −   1 2    x  t  ⊺   P 1   x t  ≤ ∫  ∫  t =  t 0   t   w  τ  ⊺   z τ  d τ   



(27)







which for   η = 0   leads to the passivity property


   0 ≤ ∫  ∫  t =  t 0   t   w  τ  ⊺   z τ  d τ   



(28)











4. Main Result


Given an LMI Model


       x ˙  = A x + B u + D  w 0  ∈  R n        y = C x ∈  R m  ,   w 0  ∈  R r       



(29)







Conversion to zero initial conditions:



Introduce the new variable


   x ˚  : = x −  x 0   



(30)







Then, (29) can be represented as


   d  d t    x ˚  = A   x ˚  + A  x 0  + B u + D  w 0  ∈  R n   



(31)




and select


  u =  u  c o m p   +  u ˚  ,   u  c o m p   : = −  K  c o m p    x 0  ,   K  c o m p   =  B +  A  



(32)




where   B +  : is the pseudo-inverse of B, which leads to


   d  d t    x ˚  = A   x ˚  +  A − B  K  c o m p     x 0  + B  u ˚  + D  w 0  ∈  R n   



(33)







If the pair   A , B   is controllable, then there exists    K  c o m p   =  B +  A   such that


   I − B  B +   A = 0  



(34)




and we obtain the following dynamics


   d  d t    x ˚  = A   x ˚  + B  u ˚  + D  w 0  ,   x ˚  = 0  



(35)







Introduce also a new vector   e ˚  


   e ˚  : = e −  e 0  ,   e 0  =  r 0  − C  x 0  ,    e ˚  0  = 0  



(36)




an auxiliary variable


    ξ ˚  t  : =  ∫  τ = 0  t    e ˚  τ  d τ  



(37)







control


    u ˚  = K  x ˚  +  K p   e ˚  +  K i   ξ ˚  ∈  R k    



(38)







and assumptions (if necessary)


       A 1 :   w 0   ≤ 1 ,   w 0  ∈  R d        A 2 :   r ˙   ≤   r ˙  +  < ∞       



(39)







In this paper, the time behavior of the extended vector    x ¯  =    x ˚  ⊺  ,   e ˚  ⊺     was considered, which completely describes the principle properties of the closed-loop system such as the boundedness of the trajectories   x ¯   within some ellipsoid and the dependence of its “size” on the feedback gains; the next step, which was realized, is the minimization of the attractive ellipsoid by selecting the “best” admissible feedback parameters.



4.1. Closed-Loop System


The original system after compensation with zero initial conditions is as follows:


      d  d t    x ˚  = A  x ˚  + B  u ˚  + D  w 0  ,   x ˚  = 0        u ˚  = K  x ˚  +  K p   e ˚  +  K i   ξ ˚  ∈  R k         e ˚  : = e −   r 0  − C  x 0   =    y − C x  ︸  e  −   r 0  − C  x 0   ,    e ˚  0  = 0     



(40)







Extended Vector   x ¯  


For the extended vector


   x ¯  =      x ˚        e ˚  0      ∈  R  n + m   ,    x ¯  0  = 0  



(41)




we have


      d  d t    x ¯        =      A  x ˚  + B  K  x ˚  +  K p   e ˚  +  K i   ξ ˚   + D  w 0         r ˙  − C  d  d t    x ˚             =      A  x ˚  + B  K  x ˚  +  K p   e ˚  +  K i   ξ ˚   + D  w 0         r ˙  − C  A  x ˚  + B  K  x ˚  +  K p   e ˚  +  K i   ξ ˚   + D  w 0              =      A + B K     B  K p        − C  A + B K      − C B  K p        x ¯        +      B  K i      0  n × m        − C B  K i      I  m × m            ξ ˚       r ˙      +     D      − C D       w 0               A + B K     B  K p        − C  A + B K      − C B  K p       ︸   A  x ¯     x ¯        +        B  K i     D    0  n × m        − C B  K i      − C D     I  m × m       ︸   B w          ξ ˚       w 0       r ˙      ︸  w      



(42)







Thus, finally, we have


   d  d t    x ¯  =  A  x ¯     x ¯  +  B w   w  



(43)









4.2. Ellipsoidal Approach


Consider the ellipsoid,


  E =   x ¯  ⊺  P  x ¯  < 1 , P > 0 ,  



(44)




with the center in the origin and a configuration matrix P. Then, the trajectory    x ¯   ( t )    will be attracted to the ellipsoid, and will not leave it, by choosing a Lyapunov function V > 0, and will require    V ˙  < 0   as follows.


  V =   x ¯  ⊺  P  x ¯  ,  P =      P x    0     0    P e      ∈  R   n + m  ×  n + m     



(45)






       V ˙  = 2   x ¯  ⊺    P  d  d t    x ¯     = 2  x ¯   ⊺       P x    0     0    P e            A + B K     B  K p        − C  A + B K      − C B  K p        x ¯  +                 B  K i      0  n × m        − C B  K i      I  m × m            ξ ˚          r ˙      +     D      − C D       w 0   =             x ¯   ⊺          P x   A + B K  +   A + B K  ⊺   P x       P x    B K  p  −    P e  C  ( A + B K )   ⊺        −  P e  C  ( A + B K )  +    P x    B K  p   ⊺        − P  e    C B K  p  −    P e    C B K  p   ⊺       ︸   W  x ¯     x ¯  +          x ¯   ⊺          P x    B K  i       P x  D     0  n × m          − P  e    C B K  i        − P  e   C D      P e      ︸   C   x ¯  , w           ξ ˚       w 0       r ˙      ︸  w      



(46)




or


     V ˙  =  x ¯   ⊺   W  x ¯    x ¯  +    x ¯   ⊺   C   x ¯  , w   w =    x ¯   ⊺   W  x ¯     x ¯  −    −  C   x ¯  , w  ⊺   x ¯   ⊺  w  



(47)







Defining


     z =     −  C   x ¯  , w  ⊺   ︸   C  z  x ¯      x ¯  +  D  z w   w =  C  z  x ¯     x ¯  +  D  z w   w        C  z  x ¯    =       −  P x    B K  i      −  P x  D     0  n × m         P e    C B K  i       P e   C D      −  P e       ⊺               =      −    P x    B K  i   ⊺        P e    C B K  i   ⊺       −    P x  D  ⊺        P e   C D   ⊺       0  m × n      −  P e           



(48)




we may represent (47) as


     V ˙  =  x ¯   ⊺   W  x ¯     x ¯  −   w ⊺    z −  D  z w   w    











Adding and subtracting the terms   α    x ¯  ⊺   P x   x ¯     with   α > 0 ,   we obtain


   V ˙  =    x ¯   ⊺    W ¯   x ¯    x ¯  − α V +  w ⊺       D  z w  ⊺  +  D  z w     2   w −  w ⊺  z  



(49)




where


    W ¯   x ¯   =       P x   A + B K  +   A + B K  ⊺   P x  + α  P x       P x    B K  p  −    P e  C  ( A + B K )   ⊺        −  P e  C  ( A + B K )  +    P x    B K  p   ⊺        − P  e    C B K  p  −    P e    C B K  p   ⊺  +          + α  P e        



(50)







Integration of (49) within the interval    t 0  , t   and the application of (27) gives


     V    x ¯  t   − V    x ¯   t 0    = ∫    x ¯   ⊺    W ¯   x ¯    x ¯  − α ∫ V +       ∫  w ⊺       D  z w  ⊺  +  D  z w     2   w − ∫  w ⊺   z ≤           ∫    x ¯   ⊺    W ¯   x ¯    x ¯  − α ∫ V +       ∫  w ⊺        D  z w  ⊺  +  D  z w     2   − η  I   n + 2 m  ×  n + 2 m     w     



(51)







Taking    t 0  = t − Δ t ,    0 ≤ Δ t → 0   and dividing by   Δ t  , in view of (43), we derive


   V ˙  ≤    x ¯   ⊺    W ¯   x ¯    x ¯  − α V +  w ⊺        D  z w  ⊺  +  D  z w     2   − η  I   d + 2 m  ×  d + 2 m     w  



(52)







Represent the matrix   D  z w    as


    D  z w   =       D  z w   1 , 1      0  m × d      0  m × m        0  d × m      D  z w   2 , 2      0  d × m        0  m × m      0  m × d      D  z w   3 , 3        



(53)







Then, calculate


          D  z w  ⊺  +  D  z w     2   − η  I   d + 2 m  ×  d + 2 m        



(54)




and


      w ⊺        D  z w  ⊺  +  D  z w     2   − η  I   d + 2 m  ×  d + 2 m     w =         ξ ˚  ⊺    1 2     D  z w   1 , 1   +  D  z w   1 , 1     − η  I  m × m     ξ ˚  +        w  0  ⊺    1 2     D  z w   2 , 2   +  D  z w   2 , 2     − η  I  d × d     w 0  +         r ˙  ⊺    1 2     D  z w   3 , 3   +  D  z w   3 , 3     − η  I  m × m     r ˙      



(55)







Taking


    D  z w   1 , 1   =   η  I  m × m   ,    D  z w   2 , 2   =   1 + ε  η  I  d × d   ,  



(56)






     D  z w   3 , 3   =   1 + ε  η  I  m × m   ,  ε > 0  



(57)




we obtain


   w ⊺        D  z w  ⊺  +  D  z w     2   − η  I   d + 2 m  ×  d + 2 m     w =  



(58)






  ε     w 0   2  +    r ˙   2   ≤ ε  1 +     r ˙  +   2    



(59)




which under the condition


    W ¯   x ¯   ≤ 0  



(60)




permits us to represent (52) as


   V ˙     x ¯  t   ≤ − α V    x ¯  t   + ε  1 +     r ˙  +   2    



(61)




and, hence,


   lim sup  t → ∞   V    x ¯  t   ≤  α  − 1   ε  1 +     r ˙  +   2    



(62)




or, equivalently,


   lim sup  t → ∞     x ¯   t  ⊺    α  ε  1 +     r ˙  +   2     P    x ¯  t  ≤ 1  



(63)







Remark 2. 

In this statement, we deal with the corresponding linear model where the feedback control contains PI terms with respect to the current state and the feedback with the output error. This is a new consideration in the frame of the Attractive Ellipsoid method (AEM). To work with the effect of this new term we apply the passivity ideas. In particular, the term    w T  z   in (49) should be negative to then apply the AEM. Our proposition finally leads to (51) and (59).





We can formulate the main result as follows:



If the Linear Stationary System (LSS)


      x ˙  = A x + B u + D  w 0  ∈  R n        y = C x ∈  R m  ,   w 0  ∈  R r         I − B  B +   A = 0     



(64)




controlled by


     u =  u  c o m p   +  u ˚  ,   u  c o m p   : = −  B +  A  x 0         u ˚  = K  x ˚  +  K p   e ˚  +  K i   ξ ˚  ∈  R k  ∈  R k        e = r − y = r − C x ∈  R m         e ˚  : = e −   r 0  − C  x 0   ,    ξ ˚  t  =  ∫  τ = 0  t    e ˚  τ  d τ     



(65)




there exist the nonnegative matrices    P x  ,  P e  ,  P 1   , and positive constants   α , ε   such that the following matrix inequalities hold


       W ¯   x ¯   =             P x   A + B K  +   A + B K  ⊺   P x  + α  P x       P x    B K  p  −    P e  C  ( A + B K )   ⊺        −  P e  C  ( A + B K )  +    P x    B K  p   ⊺        − P  e    C B K  p  −    P e    C B K  p   ⊺  + α  P e       ≤ 0     



(66)




and


        P 1   A x  +  A  x  ⊺   P 1       P 1   B w  −  C  z  x ¯           B  w  ⊺   P 1  −  C  z  x ¯   ⊺          − ε  I  m × m       0  m × d      0  m × m        0  d × m      − ε  I  d × d       0  d × m        0  m × m      0  m × d      − ε  I  m × m            ≤ 0  



(67)




where


      A x  : =      A + B K     B  K p        − C  A + B K      − C B  K p       ,            B w  =      B  K i     D    0  n × m        − C B  K i      − C D     I  m × m       ,           C  z  x ¯    =       −  P x    B K  i      −  P x  D     0  n × m         P e    C B K  i       P e   C D      −  P e       ⊺  =              −    P x    B K  i   ⊺        P e    C B K  i   ⊺       −    P x  D  ⊺        P e   C D   ⊺       0  m × n      −  P e          



(68)




and then, for the extended vector


   x ¯  =      x ˚       e ˚      ∈  R  n + m    








we may guarantee that


   lim sup  t → ∞     x ¯   t  ⊺    α  ε  1 +     r ˙  +   2     P    x ¯  t  ≤ 1  



(69)







Remark 3. 

Notice that the relations (66) and (67) with respect to the unknown matrices (P,A,K,  K P  , and scalars ϵ, α) are BMI.






4.3. Nonlinear Optimization Problem


Under the applied conditions, the attractive ellipsoid is defined by the matrix


   P  a t t r   =  α  ε  1 +     r ˙  +   2     P  



(70)







The optimization procedure, described above, (using MATLAB packages TOMLAB/PENBMI), leads to:


  α = 1.34 ∗  10  − 05   , ε = 0.8100  



(71)






     K =      − 0.4786     − 0.3961    0   0   0   0     0   0    − 0.3789     − 0.1585    0   0     0   0   0   0    − 0.1384     − 0.4751      0   0   0   0   0   0     0   0   0   0   0   0     0   0   0   0   0   0              0   0   0   0   0   0     0   0   0   0   0   0     0   0   0   0   0   0      − 0.2449     − 0.3496    0   0   0   0     0   0    − 0.4204     − 0.3983    0   0     0   0   0   0    − 0.4255     − 0.3749         










   K p  =      1.4355    0   0   0   0   0     0    1.6407    0   0   0   0     0   0    2.8725    0   0   0     0   0   0    2.8947    0   0     0   0   0   0    1.9728    0     0   0   0   0   0    2.9118         










    K i  =      2.4441    0   0   0   0   0     0    2.7174    0   0   0   0     0   0    1.8810    0   0   0     0   0   0    2.7402    0   0     0   0   0   0    1.8972    0     0   0   0   0   0    2.7225       











The unique numerical problem to successfully realize the suggested method is related to the resolution of the obtained BMI equations (which is carried out by the direct usage of the standard MATLAB packages TOMLAB/PENBMI). However, it is important to notice that this calculation is performed outside of the control process; that is, before the application of the obtained feedback. That is why, in fact, this problem does not provoke any collocational problems during the realization of the suggested approach.





5. Simulation Validation


Matlab/SimPower (version R2021b, BUE, Cairo, Egypt) Systems Toolbox was used to simulate the system shown in Figure 2. In accordance with IEEE standards [33], asymptotic stability, transient performance, and steady-state operation have all been accomplished. Tests are conducted to see if the proposed controllers can be used with uncertainty of lines and loads, as well as against plug and play capability; it is important to highlight that in these simulations, the variations by the DGs are evaluated by varying the local load of the DGs and the line parameters. The proposed control is compared to the Invariant-Set Design controller technique in [25] to examine its capabilities. The authors of [25] stipulate an ellipsoidal outline of decentralized state feedback with integral control for DC-MGs [26]. Notably, unlike the invariant-set design in [25,34], the present method is entirely different, and is based on a dissipative control approach.



5.1. Case (1): Plug and Play (PnP) Potentials of DGs


Using a PnP functionality assessment configuration, the dynamic response of the proposed tracker is examined. This can be accomplished by plugging and unplugging a single DG from the MG system. Assume that DG “i” is isolated from the six-DG microgrid depicted in Figure 2. This equates to setting the    x i    vector to zero, or the    A  i j     matrix set to equal zero. The possibilities for disconnecting any 6 DGs are summarized in Table 3.



DG2 is chosen for simulation from Table 3. At   t = 3   s, DG2 is unplugged from the MG system and reconnects at   t = 5   s. The three plots, on the left in Figure 3 and Figure 4, show the six DGs’ Point of Common Coupling (PCC) voltages during DG2 disconnection, and the three plots, on the right in Figure 3 and Figure 4, show the six DGs’ voltages at PCC when DG2 is restored back to the MG system. In both figures, the suggested controller for each DG is compared to the invariant-set controller utilized in [25], with a solid line for the proposed controller and dashed line for the invariant-set controller in [25].



The DG2 disconnection is highlighted by the significant overvoltage (over 1.6 p.u.) at PCC2 compared to other surrounding PCC overvoltages (always below 1.4 p.u.). Dually, the reconnection of DG2 is highlighted by the sudden voltage drop (below 0.3 p.u.) at PCC2, which is much deeper when compared to other surrounding PCC voltage drops (always above 0.5 p.u.). It is interesting to note that between the two DGs closer to DG2 with respect to other DGs, those are DG1 and DG3, the one that is more affected by overvoltage and undervoltage changes is DG3; this is due to the higher value of the line impedance of   Z 23   with respect to   Z 12  .



The results show that DG2’s PnP operation has no negative impact on the MG system’s stability. In addition, the six DGs in the MG system are strongly stable against the PnP configuration of DG2 without the need for further tracker retuning. The proposed tracker is over three times faster than the invariant-set controller used in [25].




5.2. Case (2): Change in Distribution Line (DL) Parameter


In the DC-MG system, the DC-MG distribution line (DL) connecting the DGs has two parameters,    R  i j     and    L  i j    . Table 2 lists the DL parameters for each DG in Figure 2. When analyzing the robustness of a tracker in a DC-MG system, only changes in the resistive component in DL is considered a disturbance that must be rejected. The proposed controller is evaluated for   ± 10 %   in the parameter variation (say at    R 34   ) as shown in Table 4.



Figure 5 and Figure 6 illustrate the DGs’ voltages when   R 34   of DL is changed by   ± 10 %  . In comparison to the invariant-set controller employed in [25], the suggested trackers can handle this uncertainty precisely, and quickly, as demonstrated in Figure 5 and Figure 6; a dashed line is used for the invariant-set controller in [25] and a solid line for the proposed controller.




5.3. Case (3): Change in Load


The proposed controllers are premeditated to abandon any load perturbation less than   10 %  . Table 5 demonstrates how its practicability is evaluated under more extreme conditions (  40 %   on–off load variations beyond the design scope).



In this scenario, the suggested tracker’s swiftness will be evaluated by applying load fluctuations for one of the DGs contained inside the MG in the following manner: Table 1 illustrates the local load characteristics for each of the six DGs.




5.4. Scenario (1): A   ± 10 %   Change in DG2 Load


Table 5 displays the dynamic voltage responses of the six DGs under a   10 %   load variation (Figure 7). Figure 7 depicts the six DGs’ load power during the same variations; the colors of the curves are blue for DG1, orange for DG2, yellow for DG3, violet for DG4, green for DG5, and cyan for DG6.



Figure 7 depicts the voltage response of the MG system when the   R 2   load of DG2 is increased to   100 %  . The response with the controller in [25] is shown in Figure 7a–c, with the proposed tracker in Figure 7d–f. The voltage response of the six DGs is given, respectively, for the control of [25], and the proposed one in Figure 7a,d when   R 2   changes from   100 %   to   90 %  , Figure 7b,e when   R 2   changes from   90 %   to   110 %  , and Figure 7c,f when   R 2   changes from   110 %   to   100 %  .




5.5. Scenario (2): A   ± 40 %   Change in DG2 Load


According to Table 5, the SIX DGs’ dynamic voltage responses during the   ± 40 %   load change are shown. Figure 8a–c displays the six DGs’ voltage, while   R 2   at DG2 varies from   100 %   to   60 %  , from   60 %   to   140 %  , and from   140 %   to   100 %  , respectively, when the controller in [25] is used. The six DGs’ voltages are then shown in Figure 8d–f when   R 2  , at DG2, changes from   100 %   to   60 %  , from   60 %   to   140 %  , and from   140 %   to   100 %  , respectively, when the proposed tracker is employed. The colors of the curves are blue for DG1, orange for DG2, yellow for DG3, violet for DG4, green for DG5, and cyan for DG6.




5.6. Scenario (3): DG2 Load Connecting and Disconnecting (ON/OFF)


In practice, the DG local load is engaged and disengaged, for illustration, when the batteries of electric vehicles are being charged and discharged. Accept that the load resistance is equal to or close to infinity to represent a detached local load of one DG. At   t = 3   s, the load resistance   R 2   at DG2 of the MG is detached (turned off), and at   t = 5   s, it is reconnected (turned on) to its starting value (  100 %  ). When controllers of [25] are used, Figure 9a,b shows the response under the connecting and disconnecting (on/off) load of DG2. Figure 9a depicts the six DGs’ PCC voltage after the DG2 load is attached, whereas Figure 9b depicts the six DGs’ PCC voltage after the DG2 load is disconnected (  100 %  ) to the MG. The colors of the curves are blue for DG1, orange for DG2, yellow for DG3, violet for DG4, green for DG5, and cyan for DG6. Figure 9c,d depicts the loading and unloading (on/off) of DG2 when the suggested trackers are utilized. The results in Figure 5, Figure 6, Figure 7, Figure 8 and Figure 9 demonstrate the resilience and swiftness of the response compared to those utilized in [25] against load changes. It is worth noting that load and DL alterations in a location other than those listed above produce comparable results.



Note that the proposed state feedback PI is much better than the state feedback I ellipsoidal design [25]. The latter outperforms many methods given in [25], see Table 6 (the percentage of the steady-state error is equal to zero for all the reported cases for both the proposed controller and the one in [25]).



As shown in Table 6, the percentage of overvoltages is more pronounced in case 5.1 with respect to all other cases, for the first scenario, when DG2 is unplugged from the MG. This overvoltage occurs because the entire DG2 is removed from the system, and the overshoot is particularly visible at PCC2, where DG2 is detached. The overvoltage values are close to 67% for both controllers in the proposed controller and the one in [25], whereas Table 6 shows that the rising and settling times are much shorter for the proposed controller.



The persistence of an overvoltage or undervoltage condition for a period exceeding hundreds of milliseconds can lead to the activation of the protection systems present in power lines. Therefore, having a control system that, following a change in the line parameters or the distributed generators or the loads connected to the PCC, has a very rapid response, both in terms of rising time and settling time, constitutes a very important aspect to guarantee good coordination with the protection systems and therefore allows the good functioning of the MG.



Notably, the voltage at PCC3 was particularly overshot by the removal of DG2. For the proposed controller, the overvoltage of DG3 was limited to within 40%, whereas for the controller in [25], the overvoltage reached almost 90%. This trend proves that the proposed controller, besides being faster, also shows a higher stability transient behavior.



The overvoltage is also very pronounced when the resistance   R 34   of the distribution line between DG3 and DG4 is increased from 90% to 110% (case 5.2, second scenario), which limits the overshoot of the voltage slightly over 40%, similar to the response of the controller in [25]. This behavior shows that the voltage of the MG is very sensitive to changes in the line distribution parameters. In this scenario, the rising time of the proposed controller was five times faster than that of the controller in [25], and the settling time was twice as fast.



The load changes in both cases 5.4 and 5.5 do not show remarkable overvoltages. In Scenario 5.6, when the load is completely linked back after having been detached, the overvoltage is quite remarkable, reaching a value of approximately 11% for the proposed controller and 12% for the controller in [25], and the rising and settling times are always shorter for the proposed controller.





6. Conclusions


This paper proposed a passivity-based voltage tracker for a DC-MG. The suggested design develops a new sufficient condition in terms of a bilinear matrix inequality (entirely different from the existing ones [5,22,25]). The decentralized control is achieved by rejecting the external disturbance on each subsystem by minimizing the size of the attracting ellipsoid. The proposed control is fully decentralized and allows the removal and addition of DGs in a PnP operation. It is also robust against uncertainties in lines and loads. Asymptotic stability and good damping properties were deduced in simulation results for DC voltage control and improvements compared to a controller already present in the literature were presented; the proposed tracker was shown to be over three times faster than the invariant-set controller used in the literature. The limitation of the proposed design is the need to solve bilinear matrix equations which need software that is not free to download, whereas the proposed control can be applied to some nonlinear systems modeled by quasi-Lipschitz approximation.



Future research studies will consider more complex load models, e.g., electric vehicles, and multi-objectives like current and power sharing. In more detail, future works can extend the use of the proposed method to coordinate actions among multiple DGs to compensate for power quality issues, particularly if the microgrid was connected to the main distribution network since most industrial plants supply nonlinear loads. Moreover, the proposed method can be well suited to solving the design of optimization problem of islanded microgrid systems using solar photovoltaics, micro-hydropower, and wind turbines, battery storage, and electric vehicles.
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Appendix A


Appendix A.1. Proof Lemma 1 (the Extended Version of η-Dissipativity Property)


Suppose ∀   t ≥  t 0  ≥ 0  , the next inequality holds


       d  d t    V 1    x t   − 2  w  t  ⊺   z t  + 2 η  w  t  ⊺   w t  ≤ 0        V 1   x  =  x ⊺   P 1  x ,   P 1  =  P  1  ⊺  > 0       



(A1)







Defining    β t  : = − 2  w  t  ⊺   z t  + 2 η  w  t  ⊺   w t   , it can be represented as


   d  d t    V 1    x t   ≤ −  β t   



(A2)




the solution of which is


  V   x t   − V   x  t 0    − 2 ∫  ∫  t =  t 0   t   w  τ  ⊺   z τ  d τ + 2 η ∫  ∫  t =  t 0   t   w  τ  ⊺   w τ  d τ ≤ 0  



(A3)




implying (26). To finish the proof it is sufficient to note that property (A1) is fulfilled if the LMI (25) is valid.
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Figure 1. Two DGs form a DC microgrid. 
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Figure 2. A 6 DG islanded DC microgrid. 
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Figure 3. Voltage behavior of an MG system with PnP capabilities: dashed curve for controller in [25], solid curve for the proposed controller. Voltage dynamic behaviors of DG1-3 when DG2 is unplugged (three plots on the left, (a,c,e)). DG1-3 voltage dynamic responses when DG2 is linked back (three plots on the right, (b,d,f)). 
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Figure 4. Voltage performance of the MG system with PnP functionality: dashed curve for controller in [25], solid curve for the proposed controller. When DG2 is disconnected, DG4-6 voltage dynamic responses (three plots on the left, (a,c,e)). DG4-6 voltage dynamic responses when DG2 is linked back (three plots on the right, (b,d,f)). 
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Figure 5. The voltage performance of the proposed MG system due to the change in   R 34   of the DL: dashed curve for controller in [25], solid curve for the proposed controller. Starting from the top down, DG1 (a–c), DG2 (d–f), and DG3 (g–i) voltages during   R 34   change from 100% to 90%, from 90% to 110%, and from 110% to 100%, with respect to the three plots moving from left to right, respectively. 
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Figure 6. The voltage performance of the proposed MG system due to the change in   R 34   of the distribution line: dashed curve for controller in [25], solid curve for the proposed controller. Starting from the top down, DG4 (a–c), DG5 (d–f), and DG6 (g–i) voltages during   R 34   change from 100% to 90%, from 90% to 110%, and from 110% to 100%, with respect to the three plots moving from left to right, respectively. 
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Figure 7. This shows the 6 DG voltages when   R 2   at DG2 varies from   100 %   to   90 %  , from   90 %   to   110 %  , and from   110 %   to   100 %  , respectively, when the invariant-set controller in [25] and the proposed controller are used. The response with the controller in [25] is shown in (a–c), with the proposed tracker in (d–f); the code of colors is DG1, DG2, DG3, DG4, DG5, and DG6. 
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Figure 8. The recommended MG arrangement voltage responses when the R2 load parameter of DG2 is changed by   ± 40 %  ; (a–c) for the controller in [25], (d–f) for the suggested tracker: the code of colors is DG1, DG2, DG3, DG4, DG5, and DG6. (a,d) Six DG voltages for turning from   100 %   to   60 %   in   R 2  , (b,e) six DG voltages for turning from   60 %   to   140 %   in   R 2  , (c,f) six DG voltages for turning from   140 %   to   100 %   in   R 2  . 
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Figure 9. Dynamic response of the MG under load disconnection and reconnection: (a,b) with the controller from [25] and (c,d) with the suggested tracker; the code of colors is DG1, DG2, DG3, DG4, DG5, and DG6. (a,b) Dynamic response of DGs’ voltages when DG2 load is detached (off) and reattached (on), according to [25]. (c,d) Dynamic response of DGs’ voltages when DG2 load is detached (off) and reattached (on), according to the proposed algorithm. 
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Table 1. Parameters of the microgrid system.
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	    DG s    
	Buck Converter Resistance    R t    (  Ω  )
	Buck Converter Inductance    L t    (mH)
	Shunt Capacitor    C t    (mF)
	Load Parameter R (  Ω  )
	Rated Power (W)





	   DG 1   
	7.220
	72.2
	25.0
	160.0
	1200



	   DG 2   
	14.440
	144.0
	32.0
	80.0
	600



	   DG 3   
	10.830
	108.0
	25.0
	120.0
	900



	   DG 4   
	7.220
	72.20
	30.0
	160.0
	1200



	   DG 5   
	14.400
	144.0
	18.0
	100.0
	800



	   DG 6   
	10.830
	108.0
	12.0
	120.0
	900



	⸻
	⸻
	⸻
	⸻
	⸻
	⸻



	DC bus
	voltage:
	  V  d c    = 100 V
	
	
	



	Switching
	frequency:
	  f  s w    = 40 kHz
	
	
	



	Nominal
	frequency:
	  f 0   = 50 Hz
	
	
	










 





Table 2. Distribution line (DL) parameters.






Table 2. Distribution line (DL) parameters.





	Line Impedance    Z ij   
	Line Resistance per Unit Length    r ij    (  Ω  /m)
	Cable Length (m)
	Line Resistance    R ij    (  Ω  )
	Line Inductance per Unit Length    l ij    (  μ  H/m)
	Line Inductance    L ij    (  μ  H)





	   Z 12   
	0.050
	180
	9
	1.8
	324



	   Z 23   
	0.050
	240
	12
	1.8
	432



	   Z 34   
	0.050
	300
	15
	1.8
	540



	   Z 45   
	0.050
	240
	12
	1.8
	432



	   Z 56   
	0.050
	264
	13.2
	1.8
	475.2










 





Table 3. Zero matrix detection in zone DG disconnection.
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	Zone DG Disconnection
	Zero Matrix Detection





	1
	   DG 1   
	   A 21   



	2
	   DG 2   
	  A 12  ,   A 22  



	3
	   DG 3   
	  A 23  ,   A 43  



	4
	   DG 4   
	  A 34  ,   A 54  



	5
	   DG 5   
	   A 45   










 





Table 4. Percentage change for   R 34   vs. time.
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	Time (s)
	   R 34    (±10% Change)





	0–3
	100%



	3–5
	90%



	5–7
	110%



	>7
	100%










 





Table 5. Time/percentage change test.
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	Time (s)
	Load Change (   ± 10 %   )
	Load Change (   ± 40 %   )
	100% On/Off Load





	0–3
	100%
	100%
	On



	3–5
	90%
	60%
	Off



	5–7
	110%
	140%
	On



	>7
	100%
	100%
	Off










 





Table 6. Comparison between the proposed controller and controller in [25].
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# of Cases

	
Scenarios

	
Occurrence/Type

	
This Control

	
Control in [25]




	
DG1

	
DG2

	
DG3

	

	
DG4

	
DG5

	
DG6

	
DG1

	
DG2

	
DG3

	

	
DG4

	
DG5

	
DG6






	

	
Unplug

	
%Overshoot

	
29.30

	
66.70

	
39.80

	

	
21.30

	
10.20

	
3.62

	
29.20

	
66.50

	
89.50

	

	
21.10

	
9.93

	
3.54




	

	
DG2

	
Rise Time(s)

	
0.027

	
0.034

	
0.029

	

	
0.027

	
0.028

	
0.029

	
0.102

	
0.113

	
0.120

	

	
0.092

	
0.094

	
0.112




	
5.1

	

	
Settling Time(s)

	
0.103

	
0.202

	
0.187

	

	
0.101

	
0.116

	
0.101

	
0.347

	
0.353

	
0.367

	

	
0.35

	
0.351

	
0.392




	

	
Link

	
%Overshoot

	
9.34

	
9.76

	
9.56

	

	
8.56

	
4.83

	
1.92

	
9.29

	
10.82

	
11.73

	

	
8.21

	
4.78

	
1.78




	

	
back

	
Rise Time(s)

	
0.028

	
0.035

	
0.031

	

	
0.028

	
0.029

	
0.031

	
0.103

	
0.109

	
0.011

	

	
0.903

	
0.922

	
0.983




	
5.1

	
DG2

	
Settling Time(s)

	
0.104

	
0.201

	
0.184

	

	
0.108

	
0.121

	
0.103

	
0.352

	
0.361

	
0.371

	

	
0.349

	
0.348

	
0.389




	

	
   R 34   

	
%Overshoot

	
1.87

	
2.35

	
3.25

	

	
5.03

	
2.31

	
1.09

	
1.90

	
2.65

	
3.67

	

	
3.78

	
0.21

	
0.87




	

	
from 100%

	
Rise Time(s)

	
0.012

	
0.022

	
0.024

	

	
0.029

	
0.021

	
0.198

	
0.115

	
0.123

	
0.174

	

	
0.189

	
0.165

	
0.115




	
5.2

	
to 90%

	
Settling Time(s)

	
0.087

	
0.115

	
0.187

	

	
0.193

	
0.105

	
0.095

	
0.397

	
0.356

	
0.361

	

	
0.352

	
0.351

	
0.394




	

	
   R 34   

	
%Overshoot

	
20.9

	
46.72

	
41.74

	

	
41.56

	
23.42

	
7.23

	
20.86

	
45.51

	
40.89

	

	
41.02

	
23.28

	
7.09




	

	
from 90%

	
Rise Time(s)

	
0.014

	
0.021

	
0.024

	

	
0.024

	
0.023

	
0.019

	
0.093

	
0.122

	
0.151

	

	
0.151

	
0.156

	
0.102




	
5.2

	
to 110%

	
Settling Time(s)

	
0.109

	
0.213

	
0.236

	

	
0.231

	
0.241

	
0.157

	
0.413

	
0.572

	
0.592

	

	
0.590

	
0.582

	
0.392




	

	
   R 34   

	
%Overshoot

	
3.782

	
5.341

	
6.893

	

	
7.981

	
4.105

	
1.745

	
3.965

	
7.204

	
8.021

	

	
6.721

	
3.874

	
1.627




	

	
from 110%

	
Rise Time(s)

	
0.013

	
0.021

	
0.024

	

	
0.025

	
0.025

	
0.178

	
0.097

	
0.123

	
0.156

	

	
0.176

	
0.165

	
0.137




	
5.2

	
to 100%

	
Settling Time(s)

	
0.089

	
0.201

	
0.231

	

	
0.241

	
0.024

	
0.015

	
0.408

	
0.562

	
0.595

	

	
0.521

	
0.532

	
0.371




	

	
   R 2   

	
%Overshoot

	
0.472

	
0.645

	
0.673

	

	
0.481

	
0.245

	
0.131

	
0.623

	
0.812

	
0.915

	

	
0.614

	
0.432

	
0.213




	

	
from 100%

	
Rise Time(s)

	
0.008

	
0.054

	
0.032

	

	
0.008

	
0.007

	
0.004

	
0.125

	
0.167

	
0.171

	

	
0.123

	
0.112

	
0.080




	
5.4

	
to 90%

	
Settling Time(s)

	
0.088

	
0.207

	
0.201

	

	
0.102

	
0.075

	
0.053

	
0.453

	
0.464

	
0.561

	

	
0.551

	
0.557

	
0.352




	

	
   R 2   

	
%Overshoot

	
0.287

	
0.372

	
0.415

	

	
0.284

	
0.134

	
0.083

	
0.308

	
0.472

	
0.486

	

	
0.321

	
0.237

	
0.106




	

	
from 100%

	
Rise Time(s)

	
0.032

	
0.043

	
0.094

	

	
0.083

	
0.062

	
0.021

	
0.073

	
0.164

	
0.189

	

	
0.183

	
0.167

	
0.158




	
5.5

	
to 60%

	
Settling Time(s)

	
0.174

	
0.278

	
0.289

	

	
0.291

	
0.157

	
0.105

	
0.452

	
0.592

	
0.601

	

	
0.583

	
0.432

	
0.377




	

	
Load is

	
%Overshoot

	
6.47

	
10.83

	
11.34

	

	
6.89

	
3.83

	
2.35

	
6.32

	
12.15

	
12.73

	

	
6.77

	
4.32

	
2.11




	

	
attached

	
Rise Time(s)

	
0.031

	
0.047

	
0.042

	

	
0.037

	
0.031

	
0.034

	
0.941

	
0.105

	
0.131

	

	
0.145

	
0.097

	
0.082




	
5.6

	
(on)

	
Settling Time(s)

	
0.134

	
0.255

	
0.247

	

	
0.137

	
0.081

	
0.063

	
0.415

	
0.554

	
0.582

	

	
0.542

	
0.413

	
0.187
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