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Abstract: The transient responses of distributed energy resources (DERs) in a microgrid are dy-
namically correlated in spatial and temporal dimensions. Hence, the transient stability prediction
in microgrids would require an effective modeling of time-varying correlations and the mining of
spatial–temporal features of electrical data. This paper proposes a refined DER-level transient sta-
bility prediction method for microgrids considering the time-varying spatial–temporal correlations
of DERs. First, the spatial–temporal dynamic correlation of DERs was extracted and modeled by
an attention-based mechanism. Then, a spatial–temporal graph convolution network was proposed
to predict the dynamics of unstable DERs and the instability severity trend in a microgrid. The
TSP model consisted of three parts: (1) several stacked spatial–temporal convolution modules to
simultaneously mine the spatial–temporal dynamic features of microgrids, (2) an unstable DER
identification module to predict the microgrid system stability and identify unstable DERs, and
(3) an instability severity trend prediction module for DERs in a microgrid. The test results on a
realistic 16-bus 10-DER microgrid demonstrated that the proposed prediction method possessed the
desirable reliability and interpretability and outperformed the state-of-the-art baselines in unstable
DER identifications and DER instability severity trend predictions.

Keywords: index terms microgrid; transient stability prediction; deep learning; time-varying
spatial–temporal correlation

1. Introduction

With enhanced developments in power electronics technologies, microgrids can ef-
fectively integrate diverse distributed energy resources (DERs) and become a widely used
alternative for mitigating energy crises [1]. However, under large disturbances, the power
interaction of heterogeneous DERs with a fast response is complex, which may lead to
irreversible transient instability in the microgrid in a very short time [2]. Thus, fast online
transient stability prediction (TSP) has become an essential part of microgrid stable oper-
ations [3]. To ensure that the microgrid can restore stability within a short transient time
scale, the TSP needs to provide refined and detailed DER-level evaluation information,
such as the unstable DER identification and the DER’s instability severity trend prediction.
These DER-level results can guide operators in designing and implementing fast, cost-
effective emergency control strategies to prevent serious transient stability problems, such
as unexpected off-grid DERs and microgrid collapses, which are difficult to achieve using
traditional system-level TSP methods [4–6] that can only provide overall stability results.

When executing DER-level TSP, it is necessary to consider the impact of DER correla-
tions on the transient stability. This is a difficult task to implement due to the following.
(1) Due to the small radius of the microgrid, the response of DERs to the transient stability
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exhibits a time-varying correlation in the spatial dimension, depending on the disturbance
location, load level, load location, etc. (2) The strong coupling of DERs could make the
electrical time series of adjacent DERs dynamically correlated. In addition, due to changes
in the operating point during the transient process, the time correlation is different between
different time slices of the same DER.

In conclusion, the transient response of DERs has time-varying correlations in spatial
and temporal dimensions. Additionally, these time-varying correlations further enhance
the complexity and nonlinearity of transient behaviors. Therefore, it remains challenging to
effectively extract time-varying spatial–temporal correlations and achieve the precise and
refined DER-level TSP in microgrids.

The time-domain simulation and energy function method are the two main methods
for performing the TSP in power systems. Among them, the time-domain simulation
method simulates DERs through numerical calculations to accurately display the changes
in each variable after disturbances [7,8]. However, the numerical calculation of this method
is time consuming and usually can only be used for offline TSP. Instead of solving the
differential state space equations, the energy function method determines the system’s
stability from the perspective of energy [9–11]. However, with the complexity of microgrid
structures, the energy function faces problems such as difficult construction, complex forms,
conservative results, and poor model adaptability [1,11].

Compared with the traditional time-domain simulations and energy function methods,
data-driven methods are among the most suitable alternatives for realizing fast and high
accurate online TSP. Data-driven methods mainly include traditional machine learning (ML)
and deep learning (DL). ML includes support vector machines (SVMs) [12–15], decision
trees (DTs) [16–18], extreme learning machines (ELMs) [19,20], etc. These methods are
model-free and can model complex electrical data. However, it is difficult to consider
the spatial–temporal correlations, and the model performance is highly dependent on
expert experience [21]. DL includes deep feedforward neural networks (DFNNs) [22],
deep belief networks (DBNs) [11], convolutional neural networks (CNNs) [23], recurrent
neural networks (RNNs) [24], long short-term memory (LSTM) [25], gated recurrent units
(GRUs) [26], graph convolutional networks (GCNs), etc. According to the input features,
DL-based TSP methods are divided into three categories: taking snapshots as the input,
taking time series as the input, and combining spatial–temporal data as the input. Among
them, FNN and DBN usually take snapshots as the input, and refs. [11,22] used individual
snapshots of the power system dynamics as the input to realize the system-level TSP while
ignoring the temporal correlations among consecutive system states, which could not
mine the key features hidden behind electrical trajectories. The input of CNNs, RNNs,
LSTM, and GRUs usually are time series, and refs. [23–27] used the electrical trajectories
as the inputs, which could capture the trend in power system transients and provide a
reasonable system-level TSP. However, these methods do not consider the intrinsic spatial
DER correlations in TSP.

Graph convolution is an effective alternative for processing spatial–temporal signals,
so that its input feature usually is spatial–temporal data. At present, there are mainly three
methods for graph convolution for performing spatial–temporal extraction: (1) combining
a GCN with LSTM or a GRU [28]; (2) modifying the traditional LSMT or GRU with a
GCN [29]; and (3) adding standard convolution after a GCN for temporal extraction [30].
The first and second methods are widely known to be difficult to train and computationally
heavy. Method three has complete convolutional structures and a better training effect,
which has been successfully used to mine spatial–temporal information in the short-term
voltage stability assessment and traffic flow forecasting [21,31].

In the TSP filed, refs. [28,32] proposed GCN-based TSP models, which effectively
described the spatial information of synchronous generators (SGs) and extracted the
spatial–temporal features. However, these methods could not model the time-varying
spatial–temporal correlations of electrical data and were not tested in microgrids with
multiple DERs. Thus, the accuracy and the reliability of these methods are still limited in
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microgrid studies where there are strong spatial–temporal dynamic correlations among
DERs. Additionally, the aforementioned TSP methods only provided binary stability results
at the system level, which could not meet the goal of providing refined source-level TSP.

Aimed at addressing the above-mentioned problems, this paper proposes a refined
DER-level TSP method, considering the time-varying spatial–temporal correlations of mi-
crogrids based on a novel spatial–temporal GCN–TSP model. The rest of this paper is
organized as follows. Firstly, the DER-level TSP problems are described and the causes
of the time-varying spatial–temporal correlations of DERs in the transient stability are
analyzed in Section 2. A time-varying spatial–temporal correlations extraction based on
the attention mechanism is adopted in Section 3 to model and adaptively capture the corre-
lations of DERs. On this basis, a DER-level TSP model is proposed. This TSP model consists
of a spatial–temporal convolution module (GCN + standard convolutional network) to
jointly extract the spatial–temporal features hidden in graph-structured electrical signals,
an unstable DER identification module, and a transient instability severity trend prediction
module to achieve refined DER-level TSP. In Section 4, the performance of the proposed
method is tested and verified on a realistic 10-DER 16-bus microgrid. The conclusion is
provided in Section 5.

2. Proposed Problem Description

This section describes the architecture of the microgrid studied in this paper. Then, the
unstable DER identification problem and the instability severity trend prediction problem
are introduced. Finally, the time-varying spatial–temporal correlations of microgrids are
presented and analyzed.

2.1. Studied Microgrid Architecture

Microgrids can integrate diverse DERs for supplying local loads in grid-connected
and islanded operations. According to their energy characteristics, solar and wind energy
are generally connected to a microgrid by current-controlled inverters (CCIs), and energy
storage batteries are generally connected to a microgrid by voltage-controlled inverters
(VCIs) [2]. We assume in this paper that CCIs adopt PQ control and VCIs adopt virtual
synchronous control. Figure 1 shows a 10 kV microgrid with 10 DERs and 16 buses.
The proposed microgrid is a modified version of a DongAo microgrid [33] and CERTS
microgrid [34,35]. Here, eight DERs represent the energy storage, which are connected to
the microgrid using virtual synchronous generator (VSG) and two DERs represent solar
PVs, which are connected to the microgrid using the PQ-controlled inverter. Each DER is
controlled by a local micro-source controller (MC). The corresponding control system data
are directly read in MCs and sent to the central controller (CC) for analysis and control [36].

2.2. DER-Level TSP in Microgrids

Online TSP is an essential part of emergency control for maintaining the microgrid
transient stability. The DER-level online TSP would provide comprehensive and diverse
information for refined and optimized emergency control in microgrids. The specific
objectives of devising the online TSP in this paper are listed as follows: (1) unstable DER
identification and (2) DER’s instability severity trend prediction.

However, the transient responses of DERs are dynamically correlated in spatial and
temporal dimensions, which should be considered in DER-level TSP to guarantee the
prediction accuracy. This paper regards the microgrid shown in Figure 2 as an undirected
graph for considering the spatial–temporal electrical data. We define the undirected graph
in the time slot t as G = (Xt, E, A), where Xt is the set of all the channels detected by N VSGs,
and the measured channels include the output active power P, output reactive power Q,
output voltage amplitude V, and power angle δ. E is the connection relationship between
each VSG. A is the adjacency matrix of G.
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(1) Unstable DER Identification

In this paper, the graph signal for the unstable DER identification was a combination
of post-fault time segments within 0.1 s and time segments within 0.1 s after the fault was
cleared. The sampling frequency was 100 Hz. Thus, the time segments were 20 and the
graph signal was given as X = [X1, X2, X3, . . ., X20], where Xt at any time slot t is expressed
as follows.

Xt =


P1

t P2
t · · · PN

t
Q1

t Q2
t · · · QN

t
V1

mt V2
mt · · · VN

mt
δ1

t δ2
t · · · δN

t

 (1)

The output feature shown in (2) is the transient status of the microgrid and each VSG.
Here, the values of Ysys, YVSG1, YVSG2, . . ., YVSGN were either 0 or 1, where 1 is for the
transient stability and 0 for the transient instability.

Y =
[
Ysys, YVSG1, YVSG2, · · · , YVSGN

]
(2)

(2) DER’s Instability Severity Trends Prediction

In this paper, the instability severity prediction was defined as, given G within τ time
segments, to predict the transient instability severity trend of each VSG and the microgrid
over the next ρ time segments. Both τ and ρ were 100 ms, and the sampling frequency was
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100 Hz. Therefore, the time lengths of the input feature X and output feature Y were 10.
The graph G signal was X = [X1, X2, X3, . . ., Xτ], where Xt on any time slot t is shown in
(1) and the output feature is shown in (3).

Y =
[
Yτ+1, Yτ+2, Yτ+3, · · · , Yτ+ρ

]
(3)

Here, Yτ+t is expressed as follows.

Yτ+t =
[
TSI1

τ+t, TSI2
τ+t, TSI3

τ+t, · · · , TSIN
τ+t, TSIsys

τ+t

]
(4)

where TSI is a transient stability index, which is widely used for the TSP to evaluate the
degree of transient stability [37]. The calculation method of TSIi

τ+t of the i-th VSG at time
τ + t is shown in (5). ∆δi

τ+t is the power angle of the i-th VSG at time τ + t. The microgrid
TSI at time τ + t is the minimum value of the TSIs of the VSGs.

TSIi
τ+t =

∣∣∣(360◦ −
∣∣∣∆δi

τ+t

∣∣∣)/
(

360◦ +
∣∣∣∆δi

τ+t

∣∣∣)∣∣∣ (5)

2.3. Time-Varying Spatial–Temporal Dynamic Correlations

From the aforementioned introduction, time-varying spatial–temporal correlations
should be incorporated into the deep learning (DL) model to improve the TSP accuracy.
This part illustrates the characteristics of the time-varying spatial–temporal correlations.

(1) Spatial Dynamic Correlations

During a stable operation, the correlation of DERs in the spatial dimension remains
unchanged and is mainly determined by the electrical distance, load location, load level,
etc. However, the spatial correlation of DERs will be changed in short-circuit faults or
load level fluctuations. This means that DERs are dynamically correlated in the spatial
dimension as the operating conditions are altered.

Figures 3 and 4 show the spatial correlation of each VSG in the microgrid during
stable and short-circuit fault states. The color of the line connecting the VSGs represents
the correlation degree. As shown in Figure 3a, taking the main grid as the reference point,
the VSGs automatically fall into three groups according to the electrical distance to the
main grid. Figure 3b shows the power angle trajectories of the VSGs at this time, which
verifies the accuracy of Figure 3a. When a short-circuit fault occurs near VSG4, the spatial
correlation among the VSGs changes, and the correlation between VSG4 and VSG7, which
are adjacent to the fault location, is greatly enhanced. Here, the VSGs fall into two groups:
stable and unstable. Figure 4b shows the power angle trajectories of the VSGs under the
fault condition. At this time, VSG3, 4, 7, and 8 represent an unstable group and VSG1, 2, 5,
and 6 represent a stable group, which verifies the accuracy of Figure 4a.
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(2) Temporal Dynamic Correlations

Figure 5 shows the temporal correlation of the time slots of the power angle trajectory
in an unstable case, where tf is the fault moment and tc is the fault clearing moment. The
power angle trend during the fault period is mainly determined by the stable operating
point, fault depth, and fault duration. Thus, the contribution of point A to point C would
be greater than that of point B to point C. The trend of the power angle after the fault
is cleared is mainly determined by the operating point at the fault clearing time and the
control dynamic of the VSG. Thus, the contribution of point A to point E would be smaller
than that of point D to point E. In addition, the contribution of point A and point D for
the transient stability is greater than the contribution of point B or point C, since points
A and D represent the operating state of the VSG at the normal state and fault clearing
moment, respectively.
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In summary, the VSGs in microgrids are dynamically correlated in spatial–temporal
dimensions, and the contributions of the different time slots to the transient stability are
not uniform. The accuracy of DER-level TSP will deteriorate if one ignores these important
interactions among DERs. Capturing and learning the complex dynamic correlations is
critical to the performance of the DER-level TSP.

3. Overall Framework of the Proposed DER-Level TSP Method

The overall framework of the proposed DER-level TSP model is presented in Figure 6.
It consists of m spatial–temporal convolution modules (STCMs) [21] to jointly extract the
underlying time-varying spatial–temporal dynamic features of the VSGs, an unstable DER
identification module (UDIM), and a DER instability severity trend prediction module
(ISTPM) to achieve DER-level TSP. The detailed inner architecture and implementation
process of the STCM, UDIM, and ISTPM will be explained as follows.
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3.1. STCM Architecture and Implementation Process

A STCM includes a time-varying spatial–temporal correlation extraction layer, a spa-
tial convolution layer, and a temporal convolution layer. In addition, each STCM adopts a
residential learning framework to avoid gradient disappearance and optimize the network
training performance. The STCM architecture is shown in Figure 7.
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(1) Time-Varying Spatial–Temporal Correlation Extraction Layer

It is necessary to model the spatial information before extracting the time-varying
spatial correlation. The adjacency matrix is a good solution for modeling the spatial
topology in the DL model. Usually, the adjacency matrix is constructed by the connection
distance. However, the electrical distance in microgrids can better reflect the correlations
among DERs [28]. The electrical-distance-based adjacency matrix is calculated as follows.
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First, we calculated the impedance matrix ZVSG of each VSG by (6), where Zii is the
self-impedance of the i-th VSG and Zij is the mutual impedance from the i-th VSG to the
j-th VSG. Then, we calculated the electrical distance EDij between any two VSGs by (7).

ZVSG =


Z11 Z12 Z13 · · · Z1N
Z21 Z22 Z23 · · · Z2N
Z31 Z32 Z33 · · · Z3N

...
...

...
...

...
ZN1 ZN2 ZN3 · · · ZNN

 (6)

EDij =
∣∣(Zii − Zij

)
−

(
Zij − Zjj

)∣∣2 (1 ≤ i ≤ N, 1 ≤ j ≤ N) (7)

Finally, we normalized EDij as follows.

EDnorm
ij = EDij/

(
max

1≤u≤N,1≤v≤N
EDuv

)
(8)

Thus, the adjacency matrix A based on the electrical distance is stated as follows.

A =


EDnorm

11 EDnorm
12 EDnorm

13 · · · EDnorm
1N

EDnorm
21 EDnorm

22 EDnorm
23 · · · EDnorm

2N
EDnorm

31 EDnorm
32 EDnorm

33 · · · EDnorm
3N

...
...

...
...

...
EDnorm

N1 EDnorm
N2 EDnorm

N3 · · · EDnorm
NN

 (9)

(a) Time-Varying Spatial Correlation Extraction

The attention mechanism proposed in [38] was adopted to capture the time-varying
spatial correlations of the VSGs and adaptively assign the spatial weights among the VSGs.
The calculation process is stated as follows.

S = Vs · σ
(
(XW1)W2(W3X)T + bs

)
(10)

Among them, S ∈ RN×N is the time-varying spatial correlation matrix. X ∈ RN×F×T is
the graph data. T is the time segments. Vs, W1, W2, W3, and bs are the learning parameters
of the neural network, Vs, bs ∈ RN×NW1 ∈ RTW2 ∈ RF×TW3 ∈ RF. σ is the ReLU function.
To ensure the fast convergence of the neural network, S was normalized by SoftMax to
ensure the weights of a VSG node sum to 1.

S′ = exp(S)/∑N
i,j=1 exp

(
Sij

)
(11)

where S′ is the output of this part. Finally, the spatial dynamic correlation matrix S′ was
accompanied by the electrical distance-based adjacency matrix A to dynamically adjust the
spatial weights between the VSGs in the spatial convolution layer.

(b) Time-Varying Temporal Correlation Extraction

Similarly, the temporal attention mechanism was adopted to adaptively assign a
correlation and importance to each time slot of the input time series. The calculation
process is stated as follows.

T = Vt · σ
(
(XV1)V2(V3X)T + bt

)
(12)

where T ∈ RT×T is the time-varying temporal correlation matrix. V t, V1, V2, V3, and bt are
the learning parameters of the neural network, Vt, bt ∈ RT×TV1 ∈ RNV2 ∈ RF×NV3 ∈ RF.
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σ is the ReLU activation function. Similarly, the temporal attention matrix T was normalized
by SoftMax.

T′ = exp(T)/∑T
i,j=1 exp

(
Tij

)
(13)

Finally, the normalized time-varying temporal correlation matrix T′ was directly
multiplied by the input X to obtain a new time series X̂ with the temporal dynamic features.
X̂ is the output of this layer, which is stated as follows.

X̂ = X · T′ (14)

(2) Spatial Convolutional Layer

The spatial convolution layer adopts a spectral domain-based graph convolution net-
work (GCN) to mine the underlying time-varying spatial features between the VSGs [18].
The properties of the graph data were studied by calculating the eigenvalues and eigenvec-
tors of the graph Laplacian matrix L. The mathematical representation of L is L = D − A,
where D is the degree matrix of A. The normalized form of L is shown in (15), where IN is
the identity matrix.

L = IN − D− 1
2 AD

1
2 (15)

The eigenvalue decomposition expression of L is stated as follows.

L = UΛUT (16)

where U is the Fourier basis, which is an orthogonal matrix. Λ= diag[λ0, λ1, · · · , λN−1] ∈
RN×N is the eigenvector.

We took the electrical graph data at time t as an example to perform the graph con-
volution. After the temporal correlation was extracted, the electrical graph signal was
X̂t ∈ RN×F. Then the Fourier transform of the signal was X′

t = UTX̂t. The essence of the
GCN was to realize the graph convolution operation by replacing the classical convolution
with the diagonal linear operator in the Fourier domain. Thus, using the kernel gθ to filter
the electrical graph signal, the mathematical expression is stated as follows, where ∗G
represents the graph convolution operation.

gθ ∗ G X̂t = gθ(L)X̂t = Ugθ(Λ)UTX̂t (17)

However, to obtain the Fourier basis, the direct eigenvalue decomposition was com-
putationally expensive and the Chebyshev polynomials were applied to solve this problem.
The approximate model for the Chebyshev polynomial is stated as follows.

gθ ∗ G X̂t = gθ(L)X̂t =
K−1

∑
k

ΘkTk(L̃)X̂t (18)

Tk(x) = 2xTk−1(x)− Tk−2(x) (19)

In (18), L̃= 2L/λmax − IN, λmax is the largest eigenvalue. K is the order of the Cheby-
shev polynomial. Θk is a vector of the polynomial coefficients. Assuming that the graph
electrical signal X̂t is filtered by C1 filters, then Θ ∈ RK×F×C. The Chebyshev polynomial
recursion is defined in (19), where T0(x) = 1, T1(x) = x.

The application of the approximate expansion of the Chebyshev polynomials to per-
form the graph convolution corresponded to using the kernel gθ to extract the information
of the 0 to K − 1 order neighbor, i.e., the VSGs around each VSG in the graph. Each VSG
was updated with the information of the 0 to K − 1 order neighbors, thereby mining the
latent spatial features in the graph signal. To dynamically adjust the correlation between
the VSGs, each order in the Chebyshev polynomial was combined with the time-varying
spatial correlation matrix S′. The graph convolution calculation is stated in (20), where ⊙ is
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the Hamiltonian product and the spatial convolutional layer adopts the ReLU function as
the final activation function.

gθ ∗ G X̂t =
K−1

∑
k

ΘkTk(L̃)X̂t =
K−1

∑
k

Θk(Tk(L̃)⊙ S′)X̂t (20)

(3) Temporal Convolutional Layer

After the spatial convolution layer captured the adjacent spatial information of each
VSG, a temporal convolution layer was applied to filter the information of the adjacent
temporal slots of each VSG and further extract the features in the temporal dimension.
The temporal convolutional layer adopted the standard convolution. Its expression was
Ψ ∗ X̂, where * is the standard convolution operation and Ψ is the kernel parameter of
the temporal convolutional layer. Assuming that X̂ was filtered using C2 filters, then
Ψ ∈ RC1×C2 . The convolution kernel size was (1, 3), that is, three time slots were combined
for the convolution. Additionally, the stride was 1 and the padding was (0, 1). The activation
function of the temporal convolutional layer was the ReLU function. Then, for signal X̂,
the overall formula of the spatial–temporal convolutional layer is as follows.

X̂′
= ReLU


Ψ ∗ ReLU


K−1

∑
k

Θk(Tk(L̃)⊙ S′)X̂t︸ ︷︷ ︸
Convolution in spatial dimension


︸ ︷︷ ︸

Convolution in temporal dimension


(21)

(4) Residential Layer

The residential layer adopted the standard convolution for learning. The number of
convolution filters of the residential layer was the same as that of the temporal convolution
layer, i.e., C2, to ensure that the output of the residential layer had the same size as the
output of the temporal convolutional layer. In addition, the convolutional kernel size was
(1, 1) and the stride was (1, 1). Therefore, the size of the output of the residential layer was
also (N, C2, T). Next, the output was transposed to (T, N, C2), which was activated using
the ReLU function to ensure that the activation occurred at the channel dimension. Finally,
the size of the output was (N, C2, T) and the output of m STCMs was the underlying feature
of each VSG after spatial–temporal mining.

3.2. UDIM Architecture and the Implementation Process

The UDIM goal was to identify the unstable DERs and predict the system stability,
which is a classification problem. The proposed UDIM consisted of a DER node layer and a
transient stability prediction layer, as shown in Figures 8 and 9. The DER node layer used
a convolutional network to obtain the state of each VSG. The input size of the DER node
layer was (N, C2, T), which was the output of m STCMs. The kernel size was (1, C2), the
stride was (1, 1), and the filter number was 1. Thus, the convolution kernel rolled once for
each VSG node to get the state of the node. The output size of the node layer was (N, 1).

3.3. ISTPM Architecture and the Implementation Process

The ISTPM goal was to predict the transient instability severity trend for the micro-
grid and each VSG, which is essentially a time series forecasting problem. The ISTPM
implementation framework is shown in Figure 10.
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Here, we used a standard convolution layer to reduce the model parameters and
improve the training effect. The ISTPM input size was (N, C2, Tτ), which was the signal X
after m STCMs. The ISTPM output was Y ∈ RN×Tρ . To make sure that the output result had
the same dimension as that of the target, we assumed that the kernel size of this layer was
(1, C2), the stride was (1, 1), and the number of filters was Tρ. Additionally, the activation
function was ReLU. Thus, the instability severity trend of the VSGs and the microgrid over
the next ρ time slots could be forecasted, which provide the instability ranking of the VSGs
and the instability time.

4. Case Study
4.1. Simulation Setup and Dataset Generation

In this section, the modified DongAo microgrid, as shown in Figure 1, was used to
verify the effectiveness and the accuracy of the proposed method. The detailed internal
structures of the VSG and PQ can be found in [11].

(1) Simulation Setup

The database was the basis for training the DL models. To generate the credible
transient samples, this paper simulated various possible and reasonable operating tran-
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sient scenarios. Corresponding numerical transient scenarios were conducted using the
PSCAD/EMTDC platform v4.2.1. The simulation settings are stated as follows. (1) Nine
typical load demands, including 80%, 85%, 90%, 95%, 100%, 105%, 110%, 115%, and 120%
of the system-rated load power, were set up according to the system benchmark operation
mode. The output power of the DERs was correspondingly changed. (2) Three-phase short-
circuit faults were set on 16 buses, where the fault durations for simulating the possible
transient cases included 0.1 s, 0.12 s, 0.14 s, 0.16 s, 0.18 s, and 0.2 s. (3) Considering the fault
ride-through (FRT) setting, the VSG current saturation parameter was set to 1.5 and 2 times
the rated current, and the PQ-controlled inverter was set to provide an active and reactive
fault current, respectively. A total of 3456 transient scenarios were generated.

(2) Dataset Generation

For the input features, we applied the procedure discussed in Section 2.2 to collect
P, Q, V, and δ in the corresponding time segments from each transient scenario. For the
output features, (1) we solved the UDI problem to determine the stability label of each
transient scenario by the TSI value, which was calculated at the end of the simulation. Then,
a total of 3456 UDI samples were generated. (2) For the ISTP problem, the output feature
of each sample was the 0.1 s time segment after the corresponding input time segment.
The previous and subsequent ISTP samples alternated for 10 ms. Then, for 3456 transient
scenarios, a total of 317,952 ISTP samples were generated.

For traditional ML and DL, the general allocation ratio is 7:3 or 8:2 for the training
and testing sets. In order to further accurately reflect the efficiency of the model, a more
common partition ratio is 6:2:2 for the training set, validation set, and testing, which was
used in this paper for the sample division. To ensure the learning performance of the
neural network, we normalized the samples using z-score normalization. Accordingly,
the dataset generation and preprocessing would be completed. The data processing and
relevant model training and testing were conducted using Pytorch 1.11.0.

The model parameters were set as follows. In the STCMs, C1 was 64, K was 3, and
C2 was 64; the number of STCMs m was 2. The iteration epoch was 50 and the learning
rate was 0.001. For UDI, the loss function was cross entropy. For ISTP, the loss function
was MSE.

4.2. Unstable DER Identification Performance

For the UDI problem, the model performance was evaluated as follows.

accuracy(%) =
accurate predicted samples

all samples
× 100 (22)

Table 1 shows the UDI performance for the proposed model, where the SVM, Naïve
Bayes (NB), DBN, and spatial–temporal graph convolution network (STGCN) [23] were
applied to the testing samples. The input time series of the above models were the same,
but the traditional SVM, NB, and DBN methods did not contain the adjacency matrix.

Table 1. Performance comparison of the different models in unstable DER identification.

Model Microgrid Stability Prediction Accuracy Unstable DER Identification Accuracy

SVM 83.2% 59.2%

NB 85.9% 70.0%

DBN 92.0% 82.8%

STGCN 99.4% 96.3%

Proposed model 99.6% 99.0%

The results showed that the proposed model achieved a 99.6% system stability pre-
diction accuracy and a 99.0% unstable DER identification accuracy for the variable fault
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locations, load levels, and FRT settings. Additionally, the SVM and NB accuracies were not
ideal. Specifically, the accuracy of SVM was only 60% in the unstable DER identification. Al-
though the DBN provided a good performance in system stability prediction, the unstable
DER identification accuracy was only 82.8% due to the lack of mining spatial features. The
STGCN learned the spatial–temporal features and provided a performance that was better
than those of the previous models. However, the STGCN could not learn the time-varying
spatial–temporal correlations among the DERs; thus, its unstable DER identification accu-
racy was 96.3%, which was lower than that of the proposed model. The proposed model
showed a superior TSP performance and captured the dynamic spatial–temporal features
of the transient response.

Figure 11 shows the unstable DER identification results based on the proposed model
when a fault occurred at buses 2 and 12. It can be seen that the proposed model provided
accurate identification results for the unstable DERs, which was beneficial to make refined
emergency control decisions after the fault.
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Figure 11. Unstable DER identification results. (a) A fault occurred at bus 2; (b) a fault occurred at
bus 12.

4.3. Performance of the Instability Severity Trend Prediction

The model performance was evaluated for the instability severity trend prediction
problem using the mean absolute error (MAE), root mean square error (RMSE), and mean
absolute percentage error (MAPE), shown in (23)–(25). Here, Ŷi,τ+j and Yi,τ+j are the
predicted and actual TSI values, respectively, at time τ + j in the i-th sample.

MAE =
1
n

n

∑
i=1

[
1
ρ

ρ

∑
j=1

∣∣Ŷi,τ+j − Yi,τ+j
∣∣] (23)

RMSE =

√√√√ 1
n

n

∑
i=1

[
1
ρ

ρ

∑
j=1

(
Ŷi,τ+j − Yi,τ+j

)2]
(24)
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n

n
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[
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ρ

ρ
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∣∣∣∣∣ Ŷi,τ+j − Yi,τ+j

Yi,τ+j
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Table 2 shows the performances of the proposed model for the ISTP by applying
LSTM, GRU, and STGCN on the testing samples. The input time segments were the same
for all the above models, but the traditional time series models like LSTM and GRU did
not contain the adjacency matrix. It can be seen that LSTM and GRUs could only mine
temporal features, and their prediction performances were inferior to the STGCN, which
learned the spatial–temporal features. In particular, the MAE, RMSE, and MAPE of LSTM
and GRU were very large when predicting the instability severity trend of VSG4 (as shown
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in the table by the max MAE, max RMSE, and max MAPE). On the contrary, the STGCN
and our proposed model, which incorporated the spatial features, had good prediction
performances. However, the STGCN lacked the ability to learn the important time-varying
spatial–temporal correlations of the DERs, thus the model performance was inferior to our
proposed model.

Table 2. Performance comparison of the different models in the instability severity trend prediction.

Model MAE RMSE MAPE Max MAE Max RMSE Max MAPE

LSTM 2.36 11.09 0.0529 4.05 18.70 0.2544
GRU 1.54 6.93 0.0417 3.17 8.53 0.2012

STGCN 1.67 2.98 0.0360 1.86 3.75 0.0496
Proposed model 0.42 1.65 0.0137 0.76 2.73 0.0183

Since the operating data in the inverter control system could be directly collected from
the MC, no additional online monitoring equipment was required at the inverter port for
our proposed method. The response time was determined by the communication delay and
the processing time of the proposed model. Refs. [39–41] have shown that in a centralized
microgrid, the communication delay between MC and CC was at the millisecond level. In
addition, the PC was configured as an Intel(R) Core (TM) i5-10400F CPU/16.00 GB RAM,
Intel (China) Co., Beijing, China. Under this configuration, the UDI processing time of the
proposed model was 20.85 ms and the ISTP processing time was 10.04 ms. The instability
time scale of the transient stability problem of the microgrid was in the order of hundreds
of milliseconds, and the fastest instability time among all the generated 3456 transient
scenarios was 263 ms. Therefore, the response time of the model met the requirements of
the TSP for microgrids.

In this paper, if the power angle varied between 90◦ and 360◦, that is, the TSI was
within 0 to 0.6, then, the VSG was in an emergency state. If the TSI was less than 0, the
VSG was in an unstable state. Figure 12 shows the instability severity trend prediction
results of the proposed model under stable and unstable samples. Figure 13 shows the
predicted instability severity trends of all the VSGs when a fault occurred at buses 2 and
12. The solid line is the actual TSI, and the dotted line is the predicted TSI. It can be seen
that the proposed model had a strong time series prediction capability, which precisely
predicted the transient instability severity trends of all the VSGs. Thus, the proposed model
provided a ranking of the instability severity and the instability time of each VSG. The
proposed results can further help grid operators prioritize DERs as control objects in a
refined emergency control strategy.
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4.4. Effectiveness of Time-Varying Spatial–Temporal Correlations Extraction

(1) Time-Varying Spatial Correlation Extraction

As mentioned above, the VSG reference power, load position, load level, and fault
location are the influencing factors in spatial correlations. Therefore, this part set the output
power of each VSG to 80 kW and assumed a fixed load quantity and access point to measure
the effectiveness of the time-varying spatial correlation extraction. By changing the fault



Energies 2024, 17, 636 15 of 19

duration and location, a total of 7380 ISTP samples were generated. Then, we found the
average of the matrix S′ for the generated test samples whose fault location was at bus 6
(fault near VSG5), as displayed in Figure 14a.
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In Figure 14a, white represents a weak correlation and dark red represents a strong
correlation. The color of the i-th row and j-th column represents the influence of the i-th
VSG on the j-th VSG. The sum of the i-th column is 1. The sum of the i-th row reflects the
total influence of the VSG on the transient stability. The total influence is tabulated in the
right column of Figure 14a.

It can be seen that when the fault occurred near VSG5, the influence of VSG5 on
the other VSGs and its total influence were the greatest. This was reasonable because
VSG5 suffered the most from the disturbance and its power angle rose the fastest, which
significantly affected the transient stability of the other VSGs. In addition, VSG8 was
only correlated with VSG7. This was consistent with the actual situation since VSG8 was
spatially close to VSG7 and apart from VSGs 1–6. Thus, the spatial dynamic correlation
matrix effectively reflected the spatial dynamic correlation of the VSGs and signified the
impact of each VSG on the transient stability.

(2) Time-Varying Temporal Correlation Extraction

To visually verify the effectiveness of the time-varying temporal correlation extraction
mechanism, this part averaged the matrix T′ of the UDI test samples and displayed the
proportion of T′ in the form of a data bar, as shown in Figure 14b.

In the figure, the value in the i-th row and the j-th column represents the influence of
the i-th time slot on the j-th time slot. The sum of the i-th row reflects the total contribution
of the i-th time slot to stability.

Here, tf, tf + 9 (i.e., the last sampling point during the fault period), tc, and tc + 9
(i.e., the last sampling point after fault clearing) had the greatest impacts on the transient
stability, which was reasonable because the values at tf reflected the operating point at the
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steady state. The values at tf + 9 were the sampled maximum or minimum values during
the fault, which reflected the fault degree, and the values at tc reflected the operating point
of the VSG after the fault was cleared. The values at tf + 9 reflected whether the VSG
entered the power angle deceleration stage. In addition, the influence of tf on time slots
1–20 showed a descending trend and the influence of tf + 9, tc, and tc + 9 on time slots
1–20 increased gradually. This was reasonable since the transient response during the fault
was mainly determined by the stable operating point and the fault degree. Additionally,
the transient response once the fault was cleared was mainly determined by the operating
point at the fault clearing moment and fault degree.

Accordingly, it can be concluded that T′ effectively reflected the dynamic correlation
between the time slots and the contribution of each time slot to the transient stability.

4.5. Effectiveness of the Spatial–Temporal Convolution Module

To verify the STCM performance, the original data of the 3456 unstable DER identi-
fication samples, outputs of STCM 1, outputs of STCM 2, and outputs of the DER node
layer were analyzed using t-distributed stochastic neighbor embedding (t-SNE) for the
visualization of the feature extraction capability of each layer.

Figure 15 shows the t-SNE visualization results of the raw data, the output data of
STCM 1, the output data of STCM 2, and the output data of the DER node layer. It can
be seen that the stable and unstable samples in the original raw data were mixed. After
passing them through STCM 1 and STCM 2, the distinction between the stable and unstable
situations gradually increased. After the DER node layer, the stable samples and unstable
samples were basically divided into two clusters in terms of location. This demonstrated
the STCM’s excellent feature extraction capability for predicting the transient stability.
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(b) visualization results of the output data of STCM 1, (c) visualization results of the output data of
STCM 2, (d) visualization results of the output data of the DER node layer.

4.6. Adaptive Testing in an Unknown Scenario

In this section, new transient scenarios were generated to verify the performance of
the proposed model in unknown scenarios. The settings were as follows. The load level
was set to 125% and the fault location, fault durations, and FRT strategy were the same
as those in Section 4.1. For the unstable DER identification, a total of 384 samples were
generated and a total of 35,328 samples were generated for the instability severity trend
prediction. Using the model presented in Sections 4.2 and 4.3, the performances in the
unknown scenario were calculated and shown in Tables 3 and 4.

Table 3. Unstable DER identification performance in unknown scenarios.

Model Microgrid Stability Prediction Accuracy Unstable VSG Identification Accuracy

Proposed model 99.48% 99.48%
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Table 4. Instability severity trend prediction performance in unknown scenarios.

Model MAE RMSE MAPE Max MAE Max RMSE Max MAPE

Proposed model 0.61 1.43 0.0187 0.98 2.03 0.0303

Here, the proposed model still achieved a good prediction performance, which showed
that the proposed model could well adapt to transient events which were not covered by
the initial scenario.

5. Conclusions

The complex spatial–temporal dynamic correlations among DERs make it difficult to
maintain the reliability and the accuracy of the DER-level transient analysis in microgrids.
This paper proposed a novel DER-level transient stability prediction method, which was
based on spatial–temporal graph convolution networks, to provide precise unstable DER
identification and quantitative instability severity trends for DERs. The proposed model
consisted of several stacked spatial–temporal convolution modules (STCMs), an unstable
DER identification module (UDIM), and an instability severity trend prediction module
(ISTPM). The stacked STCMs automatically extracted the time-varying spatial–temporal
correlations and simultaneously learned the spatial–temporal transient features underlying
the transient graph data of the DERs. The UDIM identified the unstable DERs and analyzed
the microgrid stability. The ISTPM provided the instability severity trends of the DERs
and gave the instability DER ranking and the instability time of the DERs. The test results
showed that the proposed method greatly improved the DER-level TSP performance of
microgrids under various fault locations, load levels, and fault ride-through settings. In
addition, the time-varying spatial–temporal correlation extraction mechanism automat-
ically captured and assigned dynamic correlations among the DERs, giving the model
an interpretability advantage. These predicted results provided abundant information to
achieve refined and cost-efficient emergency control in microgrids.

The occurrence probability of asymmetric faults was higher than that of the symmetric
faults in practical applications. In the future, the transient stability prediction methods for
microgrids under asymmetric disturbance or short-circuit faults need to be explored.
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