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Abstract: The problem of the shape optimization of tubular-type plug-flow chemical reactors
equipped with a fluid flow-based cooling system is considered in this work. The hydraulic ra-
dius Rh(z) = 2A(z)/P(z) and an equivalent surface area-based radius Rs = P(z)/(2π) were computed
from the cross-sectional area A(z) and perimeter P(z) measured along the nasal duct of Northern
reindeer and used for shape optimization as nature-inspired design. The laminar flow in the cooling
system was modeled using the Navier–Stokes equations for an incompressible liquid. In the central
tube, a set of chemical reactions with temperature-dependent rates was considered. The temperature
and flow velocity fields, pumping pressure, mass flow rate, and total heat flux Jth were obtained by
numerical methods. Comparative analyses of the efficiency of different geometries were conducted
on Pareto frontiers for hydraulic resistivity Zh, thermal resistivity Zth, thermal inlet length Lth, and
entropy production Sirr as a sum of contributions from chemical reactions, thermal, and viscous
dissipation. It was shown that the tube with Rs(z) as an interface between the reactor and cooler
has the best Pareto efficiency using the (Zh,Zth,Lth) objective functions. Surprisingly, this design
also exhibits the lowest Sirr and a more uniform distribution Sirr(z) (i.e., equipartition) among other
designs. This geometry is suggested for densely packed tubular reactors.

Keywords: chemical reactor; nature-inspired design; shape optimization; mathematical modeling

1. Introduction

The recent rapid growth of air pollution by carbohydrate combustion and the con-
sequent global climate changes have produced a large interest in efficient use of energy
sources. One of the most important engineering ways to address the wish for increased
efficiency is optimization of technological processes. Modifications in plant design and
operating procedures have been implemented to reduce costs and meet constraints, with an
emphasis on improving energy efficiency and increasing profitability of the energy sources.
This includes optimization of chemical reactors, heaters/coolers, and other technical units.
Reactor optimization cannot be achieved without considering the boundary conditions for
the chemical and physical processes inside [1].

Chemical reactors are used for production of chemical substances. The chemical reactor
is designed as an enclosed volume (or connected volumes) in which chemical/biochemical/
polymer reactions take place at controlled physical conditions (pressure, temperature,
humidity, pH, flow rate, etc.) or biological conditions (O2 and CO2 rates, ratio of food to
microbial volumes, etc.) in bioreactors [2]. Existing chemical reactors have volumes ranging
from a few mm3 (microreactors) in the laboratories to hundreds m3 in industrial plants [3].
The chemical reactions inside can be carried out in homogenous or inhomogenous systems
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at low/moderate/high temperatures and pressures [2,4]. The time scale is from millisec-
onds (ammonia oxidation to nitric acid) to days (biochemical reactions). Physical processes
as crystallization/melting, evaporation/condensation/drying, and homogenization, in
continuous or periodic regimes, can also be carried out in the reactors, for transformation of
the initial substances into a product. The design of a chemical reactor is very important for
its efficiency which is normally defined as the ratio of the net product amount to the total
operating expense (raw material costs, energy input, energy removal, technical service).
Bioreactors are in addition used to maintain comfortable conditioning for optimal growth
of cell populations in the laboratory, for transplantology, tissue engineering, and other
biomedical purposes [2,5]. Optimization of the size and shape of the reactor as well as the
setting of operating physical conditions [6], temperatures, and temperature gradients [7,8]
is an essential problem in chemical and biochemical engineering.

Chemical reactors are designed as vessels (tanks) in which the reactants can be injected
and continuously mixed inside. In tubular reactors a solid catalyst in the form of particles
or pellets is packed inside a tube forming a porous structure. Liquid or gaseous reactants
are pumped through the tube and the chemical reactions are carried out in a laminar or
turbulent flow of fluid through the pores between the catalytic particles. The chemical
reactors could be constructed as stirred tanks, packed bed, or fluidized bed reactors,
differential, batch, or piston-flow reactors; therefore, different approaches are needed for
optimization of the unit. Their geometric design varies from single-bed to multibed and
multitube units. Tubular reactors with slow laminar flow can be modeled as plug flow
reactors with or without diffusion (i.e., negligible diffusion) [2]. The plug-flow reactors of
either closed tubular types or open rectangular channels are used for different chemical
processes including wastewater treatment [9,10]. This type of reactor has a smaller volume
and minimum back mixing of product compared to the continuous-stirred tank reactors.
The theory of plug-flow reactors is based on the assumption, that along the direction of
the flow all the reactants and products move along at the same speed, and that there is no
reverse flow [6].

An optimization of chemical reactors for desired products production at high rates
is usually based on selection of pressure, temperature, and concentrations of different
solvents; catalyst; type, shape, and size of the reactor; and transportation system for
the reactants transfer into the reactor [6,11]. The cross-sectional area of the tube could
be as small as approximately 1 mm2 [12] allowing a microfluidic approach to the flow
description. The chemical reactions could be endo- or exothermic, and the corresponding
heating or cooling system must be mounted at the sur face of the tube. The heat produced in
exothermal chemical reactions can be used as an energy source for other purposes, making
it an important issue for design optimization as well [2,4,6,13].

A promising approach to unit optimization is based on dynamic neural networks [14]
and artificial intelligence [15]. A successful approach is based on nature-inspired solutions;
using properties of natural reactors like lungs (O2 into CO2 conversion and removal) [16,17],
nasal ducts (heating and moistening the inhaled air, and cooling and drying the exhaled
air) [18], plant leaves (water delivery over short [19] and long [20] distances, and photo-
synthesis [21]), mitochondria (energy accumulation and distribution), biology-inspired
chemical engineering [22,23], catalysis [24] based on tree-shaped flow structures, [25] and
many others. The term nature-inspired is wider than the term biomimicking. The latter
means just to copy geometry and operating conditions from a system in nature, while the
former implies a deep understanding of the structure-functional relationship of a natural
process/system, followed by its implementation with possible variations in both geome-
try and operating conditions. Nature-inspired design is rather an application of an idea,
that nature has a properly designed engineered system, using efficiently the available
materials, energy sources, operating conditions, unit maintenance, etc. The concept of
nature-inspired chemical engineering developed in [18,23,26] implies a systematic design
methodology to solve engineering problems, based on the fundamental understanding of
physical mechanisms and their applications in engineering.
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Biological organisms are interesting in this context because of their known high effi-
ciency, scalability, robustness, and their adaptability. One may expect that these features
have developed in the course of time (evolution) and included both geometry and function.
A nature-inspired approach was confirmed to be a good solution for shape optimization
of flying and underwater vehicles [27]. As main mechanisms underlying nature-inspired
engineering, (i) hierarchical transport networks, (ii) force balancing, and (iii) dynamic self-
organization have been discussed [24]. The main control mechanisms used by nature are
(I) the optimal hierarchical pipelines with minimum energy costs for convective transport,
(II) the accurate balances of forces at any scale for higher performance, and (III) the emer-
gence of complex functions from simple components via dynamic evolution [24]. These
mechanisms have been substantiated with nonequilibrium thermodynamics [28,29], the
minimum entropy production approach [30], the nature-inspired design [31] with construct
law [32,33], and nonlinear control theory [34].

2. Design Optimization in Chemical Engineering
2.1. Mathematical Formulations

Any optimization problem can be mathematically formulated as a minimization/maximiza-
tion problem with a set of constrains:

Φj(x1, x2, . . . , xn) → min, Ci(x1, x2, . . . , xn) ≤ const. (1)

where x1, x2, . . . , xn are the system parameters, Φj are objective functions, Ci are constrains
in the form of equalities and/or non-equalities. The constraints could be divided into two
classes: the first class contains the conservation equations (mass, momentum, etc.), and the
second class contains the specific operational parameters like the pumping pressure, flow
rate at the inlet, total production of the unit, etc. [29,30,35]. Accurate formulation of the
constraints for both classes is essential for avoiding physically irrelevant results [36].

In the engineering literature, some practical approaches based on the measurable val-
ues and indexes are mostly discussed [37]. It is clear that both theoretical thermodynamic
approaches and ‘technical’ or ‘engineering’ approaches are interconnected. In classical
approaches to design and optimization of chemical reactors, the method of random vari-
ations with repetitive computations of the kinetic equations, fluid flow, diffusion, and
heat conduction equations with least-squares analysis [1], genetic-, and gradient-based
algorithms [38] are mostly used. The only entropic parameter estimated is the entropy
change upon ideal mixing computed as ∆Smix = R∑

j
φj ln φj, where R is the gas constant,

φj is the mole fraction of j-th component in the mixture. Also, the steepest descent and
conjugate gradient methods, linear programming, and heuristic search methods have been
used for optimization of chemical processes [39]. The computation of chemical equilibria
is considered as an optimization problem with minimization of Gibbs free energy G at
constant temperature T and pressure p

dG = SdT + Vdp + ∑
j

µjdnj, (2)

where S and V are the entropy and volume, respectively, µj and nj are the chemical
potential and number of moles of the j-th chemical component in the system. The principle
of minimum work is also used in the optimization of chemical reactors and their cooling
systems [38,39].

Optimization of design and operating parameters of the heat and mass exchangers,
chemical reactors, engines, and micro [40] and nanofluidic systems [41,42] have been
carried out with focus on the hydraulic resistance (Zh), thermal resistance (Zth), entropy
production [43], and multicriteria optimization [44] including some combinations of both
resistances in a general form Φ = aZh + bZth with the weighting coefficients a, b. The
Euler–Lagrange method can be applied to (1) to determine the distribution of local chem-
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ical products, which give minimum entropy production or the best second law-based
efficiency [29].

δ
(
Φj(x1, x2, . . . , xn) + λi Ci(x1, x2, . . . , xn)

)
= 0, (3)

where x1, x2, . . . , xn are the Lagrangian multipliers, δ is variation over the independent
variables of the functions Φj, and the constrains Cj in the form of equalities.

The optimization problem is now formulated using optimal control theory [30,34,45].
In this theory, the state variables are divided into two groups, the state variables and the
control variables. The state variables are governed by differential equations. The pressure
of a gas is thus a state variable. The control variables are our handles on the system, or
the means we control it. Optimal control theory gives a framework for how to handle
the control variables, finding the state of minimum entropy production. Without any
constraints imposed, the minimum is trivially zero.

2.2. Minimum Entropy Production Approach

In a case with several objective functions, Pareto frontiers (Zh,Zth) give a good approx-
imation to best design solutions. The hydraulic resistance- and thermal resistance-based
solutions of (1) produce different geometric designs for heat/mass exchange whether we
use Zh → min or Zth → min as an optimization criterion [46]. The unified approach pro-
vided by the search for minimum entropy production ( Sirr → min) is then preferable [47].
The problem formulated by Equation (1) with two objective functions Zh and Zth can be
reduced to deal with a single objective function Sirr, the entropy produced in all irreversible
processes in the system. The combination of energy loss due to viscous flow, thermal
dissipation, chemical reactions, and osmotic and electric processes is the new objective
function.

The minimum entropy production approach was applied to a variety engineered
units from heat/mas exchangers and bio/chemical reactors to pumps and turbines [48].
In some cases the optimization problem formulations Zth → min and Sirr → min are
equivalent. In endoreversible heat engines the criteria of minimum entropy production
and maximum thermal efficiency gave the same optimal design at the condition of fixed
heat input [49]. For reactive systems, the minimum entropy production rate approach is
equivalent to maximum conversion rate [50]. In coupled multicomponent systems with
diffusion and surface chemical reactions, the minimum entropy production approach
allows determination of a stable steady state that can be realized in practice [51]. The
equivalence of minimum entropy generation and maximum power production is limited to
the constraints applied to the system and the ways of counting the entropy produced [52].
The minimum entropy production approach has also a dynamical interpretation. It was
shown that the dynamics that minimize the entropy production are driven by conservative
forces [53].

The minimum entropy production approach was successfully applied to optimization
of the methanol synthesis via the carbon dioxide hydrogenation reactor [54], the ammonia
synthesis reactor [55], the SO2 oxidation reactor [30], small modular reactors [1,4], tubu-
lar steam reformer [35,56,57], the reverse water-gas shift reactors [58,59], dimethyl ether
synthesis reactors [60], catalytic combustion of air pollutants with Pd/Al2O3 catalyst [37],
polymer electrolyte membrane fuel cells (FC) with Fermat spiral [61], biomimetic [62]
and fractal-type [63] flow-fields, solid oxide FC [64], in ammonia-methane fueled micro-
combustor for thermophotovoltaic applications [65], in hydrocarbon synthesis reactor with
carbon dioxide and hydrogen [66], CO2 hydrogenation [67], isothermal crystallization
processing [68], in the Fickett-Jacob cycle [69], diabatic distillation [70], in hydrogen io-
dide decomposition reactors heated by high-temperature helium [71], ideal reactors and
practical industrial reactors [60,72], stirred tank and plug flow reactors [72], thermoelectric
modules [73], heaters [13,74,75], and chillers [76]. Based on the minimum entropy produc-
tion approach, a nanofluid-based tubular reactor was optimized to the elliptic shape with
the axes ratio 5:3 that gave up to 16.82% reduction in the entropy production and rise in the
thermal efficiency from 74% to 80% [77]. During the last few decades, the minimum entropy
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production approach has been recognized as an important design tool [78]. It was shown
that the minimum entropy generation rate corresponds to the maximum output power
for prescribed input heat and equivalent thermodynamic forces corresponded to current
operating conditions [79]. Minimum entropy generation rate corresponds to maximum
yield in sulfuric acid decomposition process [80].

The minimum entropy production approach is applicable to complex dynamical sys-
tems composed of multiple, interacting subsystems [81] with linear [82] and nonlinear [83]
responses. The latter implies the thermodynamic transport coefficients depend on the
corresponding external forces. The minimum entropy production principle gives an ap-
proximative variational characterization of close-to-equilibrium stationary states for both
macroscopic systems and stochastic models. For the stochastic systems, the entropy gen-
eration can be defined as the general deviation rate function. In this case, the minimum
entropy production rate is recognized as a consequence of the structure of dynamical
fluctuations [84]. The minimum entropy production approach has been used for direct
minimization of Sirr as a function of design parameters [47,85,86] and for entropy-based
indices of efficiency [87]. The minimum energy dissipation rate principle can be derived
from minimum entropy production principle [88]. The geometric constraints that minimize
entropy production are the same that maximize the efficiency [73,89].

An equipartition theorem was formulated for the entropy production [90] and for
thermodynamic forces [91] as good approximations [92] to the state of minimum total
entropy production in parts of an optimally controlled system that has sufficient freedom
to equilibrate internally, cf. ref. [93]. In a reactor with a single reaction, this implies that the
chemical driving force, −∆G/T [30], is uniform. In a heat exchanger, the thermal driving
force is constant [94]. As a result, we can use the Sirr → min approach to find a good
approximation to optimal heat and mass transfer, viscous flow friction, and chemical
reactions [95]. This must be performed without regard for economic costs, because they
are not a part of the entropy production. Anyway, such vital cost considerations must
follow [75]. The total cost can also be used as an objective function (economic criterion) but
separate from the thermodynamic optimization of the process unit [39].

It was shown, the minimum entropy production approach [95] and a fractal-type gas
supply system [96] for a polymer electrolyte membrane FC can reduce in 75% the amount
of catalyst required. The increase in the energy efficiency of this FC was in 10–20%. Further
improvement of the geometric design for the fractal flow-field plate based on the same
approach showed an even greater increase in the FC efficiency [62,63]. Minimization of the
total entropy production of a membrane unit for CO2 separation from natural gas using
optimal control theory has shown to be the optimal design, with total entropy reducing
by 38% with respect to the reference case, and the methane losses reducing to zero [86].
The same approach was used in the application to the hydrogen production in a plug-flow
chemical reactor with optimal design of its cooling/heating system [34]. Entropy-based
optimization for the steam methane reforming reactor heated by molten salt allowed the
energy loss reduction by 22.08% [57]. For the plug-flow reactors, it was shown that the
profiles for the entropy production rate and its minimum at different wall temperatures
follow the same trajectory, indicating that the reactor works at the minimum entropy
conditions which is strongly recommended [97]. Also, the results indicated a positive
correlation of the wall temperature and entropy production rate along the length of the
tubular reactor.

Others have used Shannon’s formula for the design of chemical reactors and a de-
scription of their efficiency. The index of entropic performance (IEP) based on Shannon’s
formula was proposed in the form [87].

IEP = 1 −

n
∑

j=1
φj · ln(φj)

ln(1/n)
, (4)
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where n is the total number of components. For a tubular reactor system, the corresponding
function Sirr must be used instead of the Shannon’s entropy.

The hypothesis of equipartition formulated above was examined in membrane tech-
nology design optimizations [86,98]. Reductions in entropy production were achieved in
several systems, fluid/gas transportation, heating/cooling, and chemical reactions. Some
simplified solutions of the optimization problem for SO2 oxidation [29] and exothermal
ammonia reactor [55] were formulated. It was shown, by varying the reactor length and
controlling the utility, that reductions in the entropy production rate were achievable, up to
25% [30].

2.3. Shape Optimization and Nature-Inspired Solutions

Shape optimization of tubular reactors was applied to determine the optimal pipe
diameter [39]. Shape variations, channel grooves [99], convergent–divergent [100], or
more complex and irregular geometries [38] were studied. In metal hydride reactors, the
convergent–divergent tube improved the performance slightly, compared to the straight
tube reactor. A helical tube and conjugate helical tubes significantly lowered the tem-
perature of the metal hydride bed [101]. The optimization of a chemical unit may need
optimization of the cooling system. Choices include set of fins, cooling tubes, and use of
materials with higher thermal conductivity [13].

A nature-inspired design was proposed for tubular-type plug-flow reactor for oxida-
tion of SO2 [102] based on the anatomy of the nasal duct of the northern reindeer. Mature
reindeer develop complex spiral structures along the maxiloturbinate area of their nasal
duct. This structure provides fast heating of the inhaled cold air from ambient value up to
the body temperature, +38.8 ◦C, and a moistening of up to 100% relative humidity [18]. The
diameter profile d(x) along the reactor was found based on the measured cross-sectional
area A(x) and perimeter P(x) of the nasal duct. Compared to a tubular reactor with constant
cross-sectional are, a reduction of 11% in the total entropy production Sirr was observed.
The reactor length proposed from the optimization, resulted in an additional reduction in
Sirr by 16% [102]. Numerical computations were performed on a 1D model of the plug flow
along the duct. The computed profiles of temperature, pressure, velocity and concentra-
tions of the chemicals were used in the calculation of the entropy production, before and
after introduction of nature-inspired design.

Profiles of variables along the reactor tube can be obtained with various realistic
geometries, in reference and optimal cases, using computational fluid dynamics (CFD).
This method allows also a scaling-up of laboratory reactor designs to larger volumes [103].
A modification of the reactor design for conversion of CO2 methanation into synthetic
methane was, for instance, computed in a free convection multi-tubular reactor, in a CFD
simulation of a single reactive channel (d = 1/40, H = 300 mm). A hexagonal shaped
distribution of 23 reactive channels separated by a distance of 40 mm was proposed [103].

In the present paper, a tubular design with non-constant diameters of both reactor area
(inner tube) and cooling system (external tube) is studied. As input geometric variables,
the geometric measures obtained from the Northern reindeer nasal duct are used. The
motivation for doing this is that the reindeer’s nose is an excellent natural heat exchanger.
The idea is that a surface-to-volume ratio P(z)/A(z) obtained from nature is a ratio resulting
from evolution in a harsh climate. The hypothesis can afterwards be tested by compar-
ing the performance of this system to the case having a simple axisymmetric geometry
d = const.

The entropy production will next be used as objective function in combination with
classical thermophysical choices. Flow parameters (temperature, mass, and heat flux) will
be obtained from 3D CFD numerical computations. As objective functions, the entropy
production, thermal inlet length, hydraulic resistance, and thermal resistance of the system
are studied. The target is the geometric design with highest efficiency. The most efficient
system is thus the system with the lowest energy dissipation in the thermal, viscous, and
chemical reactions combined. As starting point, a reactor operated at steady state with
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the same settings as used before [102] is considered. The shape of the tubular reactor was
optimized in [102], leading to a nature-inspired design. Here, the optimized design of the
reactor and cooler combined, with varying constraints and boundary conditions, but with
geometric variables inspired by nature as input is considered.

3. Problem Formulation

The base case reactor is composed of two coaxial cylinders. The inner tube is filled
with a bed packed with catalytic particles. The cooling system is located between the
tubular walls (Figure 1a). In the base case the outer and inner cylinder radii, Rint, Rext, are
constant (Figure 1a) with a radius and length scale Rin:L = 1:10. The outer cylinder has a
radius according to Rext:Rint = 1.5:1. This is compatible with the non-dimensional size of
many different laboratory and industrial plug-flow reactors [1,6,11,39]. Transport of the
reactant (fluid flow) takes place along the z-axis, while transport of heat takes place in the
radial direction. Figure 1b shows the two radii Rint = 1, Rext = 1.5 of the BCR, as well as two
nature-inspired radii Rh(z) and Rs(z) (solid line and dotted line, accordingly).
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Figure 1. Tubular design of a chemical reactor: (a) Base case reactor design with two coaxial tubes of
constant radii Rint = 1, Rext = 1.5; (b) nature-inspired radius distributions, Rh(z) = 2A(z)/P(z) and
Rs(z) = P(z)/(2π), along the axis of the tube together with Rint = 1 and Rext = 1.5.

Two nature-inspired designs were applied, both using a radius that varies along the
tube. In the first case, Rh(z) = 2A(z)/P(z) with a cross-sectional area A(z) and perimeter
P(z) both taken from the nasal duct of mature Northern reindeers [18]. The surface area
between the reactor (I) and the cooler (II) is important for heat transfer from the reactor to
circulating fluid in the cooler. Therefore, in the second case, the reactor tube has constant
cross-sectional area and a varying perimeter P(z) everywhere, as in the reindeer’s nasal
duct, giving a surface-based radius Rs(z) = P(z)/(2π)(Figure 1b). Both Rh(z) and Rs(z)
were scaled to the values 1 and 1.5 for the internal and external tubes, accordingly.

Nine combinations of the base case reactor with nature-inspired geometries were
designed (see Figure 2). These were either constant or computed from Rh(z) or Rs(z)
(Table 1). Both choices for nature-inspired geometries in Figure 1b are noticeably different
from straight cylinders. The tubes are narrower at the inlets and wider near their outlets
compared to the straight tubes. The numerical results computed on the chosen nature-
inspired geometry will be compared to the corresponding data computed on the base case
reactor with constant Rint(z) and Rext(z). It is suggested that the nature-inspired geometry
can produce a relationship between the volumetric flow and the heat conduction which
translates into a smaller entropy production, as it was shown in [102] for the tubular reactor
without cooling.
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Figure 2. Chosen geometry of the reactor (internal tube) and its cooling system (external tube):
(a) Geom1 (base case reactor); (b) Geom2; (c) Geom3; (d) Geom4; (e) Geom5; (f) Geom6; (g) Geom7;
(h) Geom8; (i) Geom9.

Table 1. Geometric details for non-dimensional radii of the internal and external tubes in the system.

Name Rint Rext Image

Geom1 (base case reactor) 1 1.5 Figure 2a
Geom2 Rh(z) scaled to 1 Rh(z) scaled to 1.5 Figure 2b
Geom3 Rs(z) scaled to 1 Rs(z) scaled to 1.5 Figure 2c
Geom4 1 Rh(z) scaled to 1.5 Figure 2d
Geom5 Rh(z) scaled to 1 1.5 Figure 2e
Geom6 1 Rs(z) scaled to 1.5 Figure 2f
Geom7 Rs(z) scaled to 1 1.5 Figure 2g
Geom8 Rh(z) scaled to 1 Rs(z) scaled to 1.5 Figure 2h
Geom9 Rs(z) scaled to 1 Rh(z) scaled to 1.5 Figure 2i

The outer surface of the cooler was chosen to be adiabatic, therefore, all heat produced
in the chemical reactions was taken out by the coolant flow. The raise in temperature of the
coolant could be used as an energy source for other units of the chemical plant.

The geometries were created in AnSys Fluent 2023 Geometry Modeler (Ansys, Inc.®,
Canonsburg, PA, USA). With the circular geometry of both tubes, axisymmetric flows in
(x,z)-coordinates of the reactant through the reactor (I in Figure 1a) and of the coolant
through the cooler (II in Figure 1a) are assumed.
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Chemical plug-flow reactor for SO2 oxidation (SO2 + 0.5O2 → O3) was considered.
The reaction is exothermic. The reactant liquid was modelled as passing through a porous
catalyst following the work [102].

dpI
dx

= (α + βvI)vI ,
dTI
dx

=
γλI(TI I − TI) + AρI HrrSO2

∑i cp,iFi
, (5)

where α = 150µI(1−ε)2

D2
pε3 , β = 1.75ρI(1−ε)

Dpε3 , ρI , pI , νI , TI , λI , and cp,I are the efficient density,

pressure, velocity, temperature, heat conduction coefficient and specific heat capacity at
constant pressure in the reactor (region I); accordingly, ε is the porosity of the region I
composed by spherical particles (pellets) of the diameter Dp, rSO2 is the reaction rate per
unit mass of the catalyst, Hr is the reaction enthalpy, µI is the viscosity of the gas fuel,

γ = 2πRI

(
1 + 0.25(R/

I )
2)0.5

, Fi is the molar flow rate of the chemical component i.
The steady flow of the coolant was described by the Navier–Stokes equations for an

incompressible fluid.

∇ · vI I = 0, ρI I(vI I · ∇)vI I = −∇pI I + µI I∇2vI I , (6)

where ρI I and µI I are the density and viscosity of the fluid, pI I and vI I are the hydrostatic
pressure and velocity field in the cooler (II).

The flow in the reactor (I) was also described by Equation (6) with the density ρI ,
viscosity µI , pressure pI , and velocity vI of the reactant fluid in a porous medium with
porosity θI composed by the catalyst particles. In the case of gas fuel, the compressible
mass balance equation must be used instead of the first Equation (6).

The temperature equation in the cooler (region II) is

ρI Icp,I I(vI I · ∇)TI I = λI I∇2TI I + Ψ, (7)

where TII is the temperature, cp,I I and λI I are the specific heat capacity at constant pressure
and the heat conduction coefficient, Ψ = τik∂vi/∂xk, is the dissipation to heat due to viscous
stress, τik, is the shear stress tensor in the region II.

The boundary conditions for Equations (6) and (7) were (both regions)

z = 0 : 2π
Rint∫
0

vI,0(r)rdr = QI , TI = TI,0 at r ∈ [0, Rint];

2π
Rext∫
Rint

vI I,0(x)rdr = QI I , TI I = TI I,0 at r ∈ [Rint, Rext],
(8)

z = L : pI = 0 at r ∈ [0, Rint]; pI I = 0 at r ∈ [Rint, Rext], (9)

r = Rint: vI = 0, vI I = 0, λI
∂TI
∂r

= λI I
∂TI I
∂r

, (10)

r = Rext : vI I = 0, λI I
∂TI I
∂r

= 0, (11)

Here, vI I,0(r) was taken as a parabolic inflow function for faster convergence to the
steady state regime, TI,0 and TI I,0 were chosen according to the optimal preheated fuel flow
TI,0 = 283 − 313◦K and a cold coolant with TI I,0 = 273 − 293◦K, accordingly.

The solution of the system of nonlinear partial differential Equations (5)–(7) with
boundary conditions (8)–(11) can be obtained by numerical methods only. The AnSys
Fluent 2023 R2 (Ansys, Inc.®, Canonsburg, PA, USA) software provides an easy and
efficient geometry modeling and mesh generation for the fluid flow in complex solid and
elastic geometry with heat conduction. The semi-analytical solution of the combined fluid
flow with heat transfer is available for the flow between two co-axial cylinders (i.e., base
case reactor) (Figure 2a) [104]. An analytical solution for the axisymmetric flow through the
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base case reactor without heating is known as a flow through annulus. It has well known
analytical solution [105] that will be used for validation of the numerical model (5)–(11)
without thermal dissipation.

The solution of Equations (5)–(7) for both regions I and II with boundary conditions
(8)–(11) gives all the variables needed for calculations of the hydraulic resistance;

Zh =
< p >|x=0 − < p >|x=L∫

A
< vz >|x=0dA

(12)

and the thermal resistance

Zth =
< T >|x=L − < T >|x=0∫

V

∣∣λj∇Tj
∣∣dV

, (13)

where vz(r, x) is the axial component of the velocity in the j-th region, and V is the volume,
j = {I,II}.

Due to the difference in the temperature of the fuel and coolant at the inlet, a thermal
boundary layer will develop in area II. The average value <TII> will increase with axial
distance from the inlet, and at some z = Lth a maximum value <TII> will be achieved.
Therefore, <TII> = const at z > Lth; with Lth as the thermal entry length (thermally fully
developed region, with the coolant heated to maximal temperature at given operating
conditions). It is worth to note that at a slow flow of the coolant, cases with Lth > L could
happen. In the optimal system, a correspondence Lth ~ L is desirable. When Lth << L, the
coolant no longer (at z > Lth) serves to cool the reactor. Likewise, when Lth >> L, the coolant
is not heated enough to be used as an energy source. The condition Lth ~ L can be achieved
by varying the inlet temperature and the flow rate of the coolant (i.e., changing operating
conditions).

The values Zh, Zth, and Lth were all used as objective functions for the same total system
volume, V = const as constraint. Since the optimization criteria could be contradictory (that
was shown to be the case for the pair (Zh, Zth) [46]) the Pareto method was also applied,
and three optimization problems were considered:

(1) Zth → min, Zh → min, V = const;
(2) Zh → min, Lth → min, V = const;
(3) Zth → min, Lth → min, V = const.

(14)

For all geometries, fixed boundary conditions {TI,0,TI I,0,QI ,QI I , pI |z=L, pI I |z=L,θI} = const
and the total volume V of the system has been chosen, while in [102], the volume of the
reactor and ambient temperature were chosen as constrains.

The total entropy production in the system was computed from

Sirr(z) =
∫
Aj

(
λj

T2
j

(
∇Tj

)2
+ ρe f f rk

(
−∆Gk

T

)
+

(
−

vj∇pj

Tj

)
+

τ̂j : ∇vj

Tj

)
dA, (15)

where ∆Gk and rk are the Gibbs energy change and the rate of the chemical reaction k = 1, 2,
. . ., p in the reactor, τ̂ is the stress tensor. This expression for the entropy production was
used as the forth objective function in the optimization problem.

(4) < Sirr(z) > → min, V = const. (16)

The profiles of Sirr(z) were computed for each geometry (Figure 2) and compared.
Based on (15), the following pairs of objective functions (Zth, Sirr), (Zh, Sirr) , and (Lth, Sirr)
were also studied.
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4. Numerical Method

A uniform fine mesh was generated in the reactor, cooler, and outer adiabatic wall with
inflation to the interfaces (10 layers from both sides of each interface); see Figure 3. This was
completed in order to accurately determine large near-wall gradients of the variables. The
mesh was also used for calculations of heat conduction through the non-adiabatic external
surface in the case of more complex design of the chemical reactor with non-adiabatic
boundary conditions. The number of finite elements and nodes varied in the ranges
nFE = (7–9) × 104 and nnode = (14–20) × 104, respectively. The mesh sizing of (0.2–2) × 10−3

was chosen. Different types of chemical kinetics (5) with given values υA,B,C were taken
from the AnSys Fluent database of fuels. The most common chemical plug-flow reactors
for oxidation of SO2 and ethylene production had water cooling of TII,0 = 273 ◦K. The inner
tube was modeled as a uniform medium with porosity θr = 0.3 − 0.5. The parabolic inflow
v f 0(r) of the coolant and the reaction rate per unit mass of catalyst χj(T) were assigned in
AnSys Fluent as user-defined functions.
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First and second order upwind numerical schemes for the momentum equations and
the standard scheme for the pressure and temperature with the least square method for
gradients of the valuables (6)–(7) with accuracy 10−5 were tested. The mesh-independence
test for the problem solution was carried out. The sizing (1–2) × 10−3 and the number
of nodes, nnode ~15 × 104, was found reasonable from the point of view the computation
time and accuracy. The test on scheme-independence of the solution was carried out. The
first-order scheme for the momentum equations was found accurate enough with faster
convergence.

The numerical scheme was validated with known semi-analytical results for the
steady state flow between two coaxial cylinders with constant temperature at the wall.
Recommended flow rates, fuel temperature TI,0, and steady reactor temperature max(TI) for
different chemical reactions were taken from literature [1,39,102]. The resulting Reynolds
number in the reactor varied in the range ReI = 2–20. The flow rate of the coolant was chosen
based on numerical results of the relation between Lth and L. At high flow rates of the
coolant (ReII > 100), the thermal inlet length was too long (Lth >> L), and the chosen length
of the reactor was not enough for a proper heating of the coolant. Therefore, according to
the estimated Reynolds numbers, the laminar flow model was taken for the coolant flow.
In the tubes with varying diameters, the model produced physically relevant results with
vortex formations in the convergent and divergent regions of the tube.
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5. Results and Discussion

The numerical results, which were obtained for the nine geometries (Figure 2) of the
SO2 oxidation reactor, are shown in Figures 4–9. Figure 4 presents temperature contour
plots for the Geom1 in four different flow parameters. The tube in Figure 4a shows the
effect of the exothermal chemical reaction, initiated by the fuel flow at the inlet temperature
TI,0. There is a fast increase in the temperature at the entrance to the reactor (Figure 4a)
(see [29,104]). At low TII,0 ~ 273 K and TI,0 ~ 278 K, the temperatures in both tubes are
much lower (Figure 4b). When TII,0 is low and QII is small, the inlet thermal length is
short, and the coolant will not efficiently transfer heat from the reactor (Figure 4c). In the
opposite case, the thermal inlet length could be too long, and the coolant will not be heated
enough to serve as a heat source for further utilization (Figure 4d). In that way, numerical
simulations allow for the selection of the best choice of the operating parameters TII,0 and
QII, which are dependent on the length and type (chemical reaction) of the reactor.

The vector plots for velocity vectors, x0y plots for the cross-section averaged distri-
butions <TI,II>(z), <p(z)>, <Sirr>(z), and the volume-averaged values of Zh, Zth and Sirr
have also been computed with AnSys Fluent (Ansys, Inc.®, Canonsburg, PA, USA). The
detailed plots are presented in the Supplementary Materials. All computed dependences
were found physically relevant, as demonstrated by Figures 5–9.
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The Pareto frontiers for geometries 1–9 (Figure 2), derived from solutions of the
optimization problems (1)–(3) in (14), and their combinations with the entropy production
in the total system are presented for the most promising solutions in Figures 5–7. For each
pair of objective functions, there exists a determined geometry with minimum in both
functions. The results for the pairs (Sirr,Zh) and (Sirr,Zth) are presented in Figures 8 and 9.
The best solutions with reasonable low values for both optimization criteria are marked by
circles in Figures 5a, 6a and 7a. The geometry of the tubes and the best flow patterns for
the coolant are given in Figures 5b, 6b and 7b. The results of the best choice for each pair
are summarized in Table 2. Geometry 5 does not give a good solution for any of the pairs
of objective functions while geometries 1 and 3 satisfy three pairs each. The best shape is
given by Geometry 7 which exhibits the best choice for 4 pairs of the optimization criteria.
This geometry is located not far from the best Pareto solutions (Figure 8).

Table 2. Best geometry as numbered in the case list, according to the pairs of objective functions.

Zh Zth Lth Sirr

Zh - 1, 2, 7 3, 4, 6, 7 1, 3
Zth - 4, 7, 9 1, 2, 3, 7
Lth - 6

The results obtained conform with previously proposed nature-inspired designs for
plug flow chemical reactors [102]. They can also be said to support results for reactors
where the surface area has been modified with straight grooves [99] or irregular changes [4].
The results confirm that a non-straight geometry improves the overall heat conduction by
coolant mixing, thereby reducing the total entropy production. The smaller inlet radius
of the tube becomes, as it does in the data we have taken from nature, the smaller the
temperature gradients between the reactor (I) and cooler (II) become. Cooling can take
place at lower temperature. A widening of the tubes near the outlets provides higher flow
rate of the already heated coolant with lower entropy production.

6. Conclusions

A thermodynamic optimization has been carried out of the plug flow chemical reactor
with heat exchange. The entropy production has been used as objective function, and
its impact on different design issues has been discussed. Minimum entropy production
is equivalent to minimum energy dissipation, as well as to maximum efficiency, when
boundary conditions are held constant. Numerous examples of successful shape, size,
control variables, constraints, and operating conditions optimization based on the approach
are reviewed and tested.

The search for a steady state operation with reduced entropy production was also
inspired by work on a natural process unit. Here, the reindeer nose was taken as example.
The result conforms with the highway hypothesis, stating that it is beneficial to have a
constant entropy production away from the boundaries [29,30]. The most energy efficient
solution to the Pareto defined optimization problem (including the entropy production) was
a solution with rather uniform entropy production along the reactor tube. This knowledge
may be useful for improvement of energy efficiency of chemical reactions. The energy
efficiency of interest here is quantified by the energy dissipation as heat in surroundings, or
the entropy production.

This work has demonstrated an optimization procedure that could be systematically
implemented for design of exothermic and endothermic chemical reactors. By including the
entropy balance and the entropy production minimization procedure in the set of balance
equations to be solved, the method of analysis adds to the general engineering toolbox.
While much computer efforts are needed to accomplish this, the added focus on energy
efficiency may still bring the field of reactor design to a new level.

A novel design is proposed for the tubular plug-flow chemical reactor, obtained
with input of geometric data from the nasal duct of the Northern reindeer (nature-inspired
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design). Rather than using a cylinder-shaped tube with constant radius, a tube with varying
radii of both reactor and cooling tube around should be used. Different design combinations
were compared, using Pareto optimal sets in combination with the minimum entropy
production approach. The solution with the lowest value for the total entropy production
has a more uniform entropy production in agreement with earlier observations [29,30]. This
observation, which also characterizes the nature-inspired set of conditions, may therefore
be of relevance to other process units.

To use this knowledge is simple and fast, thereby creating a method for efficiency
optimization of chemical and biochemical reactors in terms oof reactor shape. Possible
applications span from large industrial units to micro/nanofluidic-based systems. Here, the
dependence of cross-sectional area S(z) on z shows quite a high entropy production before
reaching the distance ~0.2 L from the inlet (Figure 10a). It is known from the literature
that in chemical reactors, the contribution to entropy production from heat transfer is often
the largest source for energy dissipation (pp. 201–203 in [29]). The first step in a strategy
to increase the energy efficiency in the reactors is to make the heat transfer as efficient as
possible. An algorithm that split the base case chemical reactors and their cooling systems
into a series of heat exchanger, adiabatic reactor, heat exchanger, and tubular reactor was
therefore proposed. One may speculate that a similar behavior serves the same purpose in
Nature. The air humidification in the nasal duct of Northern reindeer obtains, for instance,
a remarkable fast and energy-saving process, by having an inlet narrower than the outlet.
This is where most of the heating/cooling take place. This may suggest that there is much
to learn from natural design in engineering. The results obtained in the study should be
validated on laboratory prototypes of the tubular shapes that are planned for future studies.
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entropy production has a more uniform entropy production in agreement with earlier 
observations [29,30]. This observation, which also characterizes the nature-inspired set of 
conditions, may therefore be of relevance to other process units. 

To use this knowledge is simple and fast, thereby creating a method for efficiency 
optimization of chemical and biochemical reactors in terms oof reactor shape. Possible 
applications span from large industrial units to micro/nanofluidic-based systems. Here, 
the dependence of cross-sectional area S(z) on z shows quite a high entropy production 
before reaching the distance ~0.2 L from the inlet (Figure 10a). It is known from the liter-
ature that in chemical reactors, the contribution to entropy production from heat transfer 
is often the largest source for energy dissipation (pp. 201–203 in [29]). The first step in a 
strategy to increase the energy efficiency in the reactors is to make the heat transfer as 
efficient as possible. An algorithm that split the base case chemical reactors and their 
cooling systems into a series of heat exchanger, adiabatic reactor, heat exchanger, and 
tubular reactor was therefore proposed. One may speculate that a similar behavior serves 
the same purpose in Nature. The air humidification in the nasal duct of Northern rein-
deer obtains, for instance, a remarkable fast and energy-saving process, by having an in-
let narrower than the outlet. This is where most of the heating/cooling take place. This 
may suggest that there is much to learn from natural design in engineering. The results 
obtained in the study should be validated on laboratory prototypes of the tubular shapes 
that are planned for future studies. 
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37. Korpyś, M.; Gancarczyk, A.; Iwaniszyn, M.; Sindera, K.; Jodłowski, P.J.; Kołodziej, A. Analysis of entropy production in structured

chemical reactors: Optimization for catalytic combustion of air pollutants. Entropy 2020, 22, 1017. [CrossRef] [PubMed]
38. Pereira Rosinha Grundtvig, I.; Daugaard, A.E.; Woodley, J.M.; Gernaey, K.V.; Krühne, U. Shape optimization as a tool to design

biocatalytic microreactors. Chem. Eng. J. 2017, 322, 215–223. [CrossRef]
39. Edgar, T.F.; Himmelblau, D.M.; Lasdon, L.S. Optimization of Chemical Processes, 2nd ed.; McGraw-Hill: New York, NY, USA, 2001.
40. Awad, M.M. A review of entropy generation in microchannels. Adv. Mech. Eng. 2015, 7, 168781401559029. [CrossRef]
41. Rashidi, M.M.; Nasiri, M.; Shadloo, M.S.; Yang, Z. Entropy generation in a circular tube heat exchanger using nanofluids: Effects

of different modeling approaches. Heat Transf. Eng. 2017, 38, 853–866. [CrossRef]
42. Alsarraf, J.; Shahsavar, A.; Babaei Mahani, R.; Talebizadehsardari, P. Turbulent forced convection and entropy production of a

nanofluid in a solar collector considering various shapes for nanoparticles. Int. Commun. Heat Mass Transf. 2020, 117, 104804.
[CrossRef]

43. Bejan, A. Entropy Production through Heat and Fluid Flow; Wiley: New York, NY, USA, 1982.

https://doi.org/10.3390/chemengineering3040077
https://doi.org/10.3390/ma16134891
https://www.ncbi.nlm.nih.gov/pubmed/37445204
https://doi.org/10.1039/C8CS00797G
https://doi.org/10.1002/anie.202314446
https://doi.org/10.1007/s00360-020-01284-3
https://doi.org/10.3176/proc.2008.3.07
https://doi.org/10.1016/S0301-4622(01)00146-6
https://www.ncbi.nlm.nih.gov/pubmed/11407642
https://doi.org/10.1016/j.cjche.2015.07.009
https://doi.org/10.1016/j.coche.2012.03.002
https://doi.org/10.1016/j.ijheatmasstransfer.2015.08.067
https://doi.org/10.1016/j.oceaneng.2022.113455
https://doi.org/10.1016/j.cherd.2019.10.037
https://doi.org/10.1016/j.ces.2005.01.026
https://doi.org/10.1016/j.ijthermalsci.2019.02.020
https://doi.org/10.3390/e22040475
https://www.ncbi.nlm.nih.gov/pubmed/33286249
https://doi.org/10.1016/j.ijhydene.2010.08.118
https://doi.org/10.1016/j.cep.2004.06.005
https://doi.org/10.1016/j.ijheatmasstransfer.2007.06.041
https://doi.org/10.3390/e22091017
https://www.ncbi.nlm.nih.gov/pubmed/33286786
https://doi.org/10.1016/j.cej.2017.03.045
https://doi.org/10.1177/1687814015590297
https://doi.org/10.1080/01457632.2016.1211916
https://doi.org/10.1016/j.icheatmasstransfer.2020.104804


Energies 2024, 17, 432 21 of 23

44. Stadler, W. Multicriteria Optimization in Engineering and in the Sciences; Mathematical Concepts and Methods in Science and
Engineering; Springer Science & Business Media: New York, NY, USA, 1988; Volume 37.

45. Nummedal, L. Entropy Production Minimization of Chemical Reactors and Heat Exchangers. Ph.D. Thesis, Department of
Chemistry, Norwegian University of Science and Technology, Trondheim, Norway, 2001.

46. Wechsatol, W.; Lorente, S.; Bejan, A. Tree-shaped flow structures: Are both thermal-resistance and flow-resistance minimisations
necessary? Int. J. Exergy 2004, 1, 2–17. [CrossRef]

47. Bejan, A. Entropy Production Minimization: The Method of Thermodynamic Optimization of Finite-Size Systems and Finite-Time Processes;
Advanced Topics in Mechanical Engineering; Kulacki, F.A., Ed.; CRC Press: Boca Raton, FL, USA, 1996.

48. Zhou, L.; Hang, J.; Bai, L.; Krzemianowski, Z.; El-Emam, M.A.; Yasser, E.; Agarwal, R. Application of entropy production theory
for energy losses and other investigation in pumps and turbines: A review. Appl. Energy 2022, 318, 119211. [CrossRef]

49. Haseli, Y. The equivalence of minimum entropy production and maximum thermal efficiency in endoreversible heat engines.
Heliyon 2016, 2, e00113. [CrossRef] [PubMed]

50. Bispo, H.; Silva, N.; Brito, R.; Manzi, J. On the equivalence between the minimum entropy generation rate and the maximum
conversion rate for a reactive system. Energy Convers. Manag. 2013, 76, 26–31. [CrossRef]

51. Krishna, R. Resolving steady-state multiplicities for diffusion with surface chemical reaction by invoking the Prigogine principle
of minimum entropy production. Chem. Eng. Res. Des. 2017, 128, 231–239. [CrossRef]

52. Salamon, P.; Hoffmann, K.H.; Schubert, S.; Berry, R.S.; Andresen, B. What conditions make minimum entropy production
equivalent to maximum power production? J. Non-Equilib. Thermodyn. 2001, 26, 73–81. [CrossRef]

53. Dechant, A. Minimum entropy production, detailed balance and Wasserstein distance for continuous-time Markov processes. J.
Phys. A Math. Theor. 2022, 55, 094001. [CrossRef]

54. Li, P.L.; Chen, L.G.; Xia, S.J.; Zhang, L. Entropy production rate minimization for methanol synthesis via a CO2 hydrogenation
reactor. Entropy 2019, 21, 174. [CrossRef]

55. Nummedal, L.; Kjelstrup, S.; Costea, M. Minimizing the entropy production rate of an exothermic reactor with a constant
heat-transfer coefficient: The ammonia reaction. Ind. Eng. Chem. Res. 2003, 42, 1044–1056. [CrossRef]

56. Chen, Q.X.; Xia, S.J.; Wang, W.H.; Chen, L.G. Entropy production rate minimization of steam methane reforming reactor with
Dulong-Petit heat transfer law. Energy Conserv. 2018, 37, 31–40.

57. Li, P.; Chen, L.; Xia, S.; Zhang, L.; Kong, R.; Ge, Y.; Feng, H. Entropy production rate minimization for steam methane reforming
reactor heated by molten salt. Energy Rep. 2020, 6, 685–697. [CrossRef]

58. Zhang, L.; Chen, L.G.; Xia, S.J.; Ge, Y.L.; Wang, C.; Feng, H.J. Multi-objective optimization for helium-heated reverse water gas
shift reactor by using NSGA-II. Int. J. Heat Mass Transf. 2020, 148, 119025. [CrossRef]

59. Zhang, L.; Chen, L.G.; Xia, S.J.; Wang, C.; Sun, F.R. Entropy production minimization for reverse water gas shift (RWGS) reactor.
Entropy 2018, 20, 415. [CrossRef] [PubMed]

60. Kingston, D.; Razzitte, A.C. Entropy production minimization in dimethylether synthesis: A case study. J. Non-Equilib. Thermodyn.
2018, 43, 111–120. [CrossRef]

61. Rangel-Hernandez, V.H.; Damian-Ascencio, C.; Juarez-Robles, D.; Gallegos-Muñoz, A.; Zaleta-Aguilar, A.; Plascencia-Mora, H.
Entropy generation analysis of a proton exchange membrane fuel cell (PEMFC) with a fermat spiral as a flow distributor. Energy
2011, 36, 4864–4870. [CrossRef]

62. Sauermoser, M.; Kizilova, N.; Pollet, B.G.; Kjelstrup, S. Flow field patterns for proton exchange membrane fuel cells. Front. Energy
Res. 2020, 8, 13. [CrossRef]

63. Sauermoser, M.; Kjelstrup, S.; Kizilova, N.; Pollet, B.G.; Flekkoy, E.G. Seeking minimum entropy production for a tree-like
flow-field in a fuel cell. Phys. Chem. Chem. Phys. 2020, 22, 6993–7003. [CrossRef]

64. Sciacovelli, A.; Verda, V. Entropy generation analysis for the design optimization of solid oxide fuel cells. Int. J. Numer. Methods
Heat Fluid Flow 2011, 21, 535–558. [CrossRef]

65. Rong, H.; Zhao, D.; Becker, S.; Liu, X. Entropy production and thermodynamics exergy investigation on an ammonia-methane
fueled micro-combustor with porous medium for thermophotovoltaic applications. Int. J. Hydrogen Energy 2023, in press.
[CrossRef]

66. Zhang, L.; Xia, S.; Chen, L.; Ge, Y.; Wang, C.; Feng, H. Entropy generation rate minimization for hydrocarbon synthesis reactor
from carbon dioxide and hydrogen. Int. J. Heat Mass Transf. 2019, 137, 1112–1123. [CrossRef]

67. Chen, L.; Xia, C.; Sun, F. Entropy generation minimization for isothermal crystallization processes with a generalized mass
diffusion law. Int. J. Heat Mass Transf. 2018, 116, 1–8. [CrossRef]

68. Chen, L.; Zhang, L.; Xia, S.; Sun, F. Entropy generation minimization for CO2 hydrogenation to light olefins. Energy 2018, 147,
187–196. [CrossRef]

69. Chen, Z.; Weng, Z.; Mével, R. Entropy and nitrogen oxides production in steady detonation wave propagating in hydrogen-air
mixtures. Int. J. Hydrogen Energy 2023, in press. [CrossRef]

70. Johannessen, E.; Røsjorde, A. Equipartition of entropy production as an approximation to the state of minimum entropy
production in diabatic distillation. Energy 2007, 32, 467–473. [CrossRef]

71. Kong, R.; Chen, L.; Xia, S.; Li, P.; Ge, Y. Minimization of entropy production rate in hydrogen iodide decomposition reactor heated
by high-temperature helium. Entropy 2021, 23, 82. [CrossRef] [PubMed]

72. Kingston, D.; Razzitte, A.C. Entropy production in chemical reactors. J. Non-Equilib. Thermodyn. 2017, 42, 265–276. [CrossRef]

https://doi.org/10.1504/IJEX.2004.004731
https://doi.org/10.1016/j.apenergy.2022.119211
https://doi.org/10.1016/j.heliyon.2016.e00113
https://www.ncbi.nlm.nih.gov/pubmed/27441284
https://doi.org/10.1016/j.enconman.2013.07.018
https://doi.org/10.1016/j.cherd.2017.10.028
https://doi.org/10.1515/JNETDY.2001.006
https://doi.org/10.1088/1751-8121/ac4ac0
https://doi.org/10.3390/e21020174
https://doi.org/10.1021/ie020319n
https://doi.org/10.1016/j.egyr.2020.03.011
https://doi.org/10.1016/j.ijheatmasstransfer.2019.119025
https://doi.org/10.3390/e20060415
https://www.ncbi.nlm.nih.gov/pubmed/33265505
https://doi.org/10.1515/jnet-2017-0050
https://doi.org/10.1016/j.energy.2011.05.031
https://doi.org/10.3389/fenrg.2020.00013
https://doi.org/10.1039/C9CP05394H
https://doi.org/10.1108/09615531111135819
https://doi.org/10.1016/j.ijhydene.2023.08.034
https://doi.org/10.1016/j.ijheatmasstransfer.2019.04.022
https://doi.org/10.1016/j.ijheatmasstransfer.2017.09.001
https://doi.org/10.1016/j.energy.2018.01.050
https://doi.org/10.1016/j.ijhydene.2023.06.343
https://doi.org/10.1016/j.energy.2006.06.009
https://doi.org/10.3390/e23010082
https://www.ncbi.nlm.nih.gov/pubmed/33429980
https://doi.org/10.1515/jnet-2016-0066


Energies 2024, 17, 432 22 of 23

73. Vargas-Almeida, A.; Olivares-Robles, M.A. Geometric conditions for minimizing entropy production in thermocouple design.
Results Phys. 2022, 41, 105893. [CrossRef]

74. Samal, B.; Barik, A.K.; Awad, M.M. Thermo-fluid and entropy generation analysis of newly designed loops for constructal cooling
of a square plate. Appl. Therm. Eng. 2019, 156, 250–262. [CrossRef]

75. Ahmadi, P.; Hajabdollahi, H.; Dincer, I. Cost and entropy generation minimization of a cross-flow plate fin heat exchanger using
multi-objective genetic algorithm. J. Heat Transf. 2011, 133, 021801. [CrossRef]

76. Myat, A.; Thu, K.; Kim, Y.D. A second law analysis and entropy generation minimization of an absorption chiller. Appl. Therm.
Eng. 2011, 31, 2405–2413. [CrossRef]
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