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Abstract: Energy in microgrids (MGs) can now be generated from a variety of renewable sources,
but their effective and sustainable use is dependent on electrical energy storage (EES) systems.
Consequently, the expansion of MGs is greatly reliant on EES systems. The high infiltration of
electric vehicles (EVs) causes some problems for the smooth functioning of the electric power system.
However, EVs are also able to offer ancillary services, such as energy storage, to power systems. The
research presented in this paper aims to develop a novel frequency regulation (FR) approach for
biogas diesel engines (wind), the organic Rankine cycle (ORC), and solar-based two-area islanded
microgrids with EVs in both areas. This article discusses the introduction of a fuzzy logic controller
(FLC) for FR with scaled factors configured as proportional integral (PI) and proportional derivative
with filter (PDF), i.e., a FLC-SF-PI-PDF controller. A recently created modified dragonfly algorithm is
used to determine the best values for the controller parameters. To justify the effectiveness of the
proposed controller with the presence of EVs, the execution of the proposed controller is associated
with and without the presence of EVs. This research also looks at the different uncertain conditions,
non-linearities, and eigenvalue stability analysis to validate the supremacy of the proposed approach.

Keywords: electric vehicles; frequency regulation; fuzzy controller; microgrid; modified dragonfly
algorithm

1. Introduction

Due to its numerous advantages in remote areas, the increasing use of distributed
generation in the form of microgrids (MGs) has become very popular in recent years [1].
The main advantage of such MGs is that they are able to continuously meet energy needs
at a low cost. A microgrid is capable of functioning in stand-alone and grid-connected
modes [2]. When connected to the grid, the microgrid can provide grid ancillary services [3].
In stand-alone mode, the real and reactive power produced from sources and electrical
energy storage (EES) devices in the MG must be in balance with the demand of the local
load. The hybrid isolated microgrid (IMG) system is a state-of-the-art system consisting of
traditional and modern energy sources, such as diesel generators (DGs), biodiesel gener-
ation (BDG), renewable energy sources (solar, wind, geothermal, and tidal), and energy
storage systems (batteries) [4]. Hybrid systems can provide numerous benefits, includ-
ing fuel savings, lower emissions, and increased system reliability and capacity. Despite
these benefits, some issues such as the stochastic nature of wind and solar RESs should
be addressed for the smooth and reliable operation of IMGs. The nature-dependent and
stochastic nature of RESs make balancing energy demand and supply extremely difficult,
and this can result in substantial power and frequency oscillations. As a result, to keep
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frequency variations within tolerable limits, a well-designed frequency regulation scheme
is required, particularly when the MG is operating in islanded mode [5]. Numerous control
strategies were established in the past to advance frequency regulation performance. Tra-
ditional PI and PID controllers are extensively applied in FR schemes due to their simple
implementation and design [6–8]. Mouth-search optimization (MSO) has been used to
optimize the gains of the PID with a filter (PIDF) controller [9] to enhance the frequency
response under various uncertainties. The PIDF controller is an advanced version of the
PID which contains a low-pass filter on the derivative part to improve the response of the
test system. The filter can help to suppress the noise of the error signal. Furthermore in the
literature, various optimization techniques were deployed to optimize PID controller gains,
such as firefly optimization [10], JAYA algorithm [11], and teaching and learning-based
optimization [12]. Meanwhile, load frequency control (LFC) for decentralized systems is
deployed in [13] to regulate the frequency of a multi-area power system based on quasi-
oppositional harmony search optimization (QOHS). In addition, a fractional-order (FO)
PID (FOPID) regulator was deployed to resolve LFC issues in multi-area systems [14,15].
PID, PIDN, and PI-(1 + PD) controllers have been considered for an independent hybrid
maritime MG for LFC. Furthermore, a recent grasshopper algorithm has been used to
optimize the controller parameters. The results were also compared with existing con-
trollers and optimization techniques [16]. A social-spider optimizer was used in two-area
MGs to fine-tune PID gains for frequency regulation. Furthermore, battery energy storage
(BES) and super magnetic energy storage systems (SMESs) are used for short-term backup
needs. A diesel unit is used as a cushion to take care of wind and solar variation [17].
A dual-stage modified African buffalo optimization (MABO)-tuned PI-PDF controller is
proposed for frequency regulation of a hybrid microgrid. Furthermore, a novel bull-lion
optimization-based PI-PDF controller was proposed for frequency stabilization of diverse-
source hybrid power. The control technique proposed in the study is compared with other
existing techniques, i.e., African buffalo optimization-based PIDF, correct moth search
optimization-based PIDF, MABO-based PIDF, and MABO-based PIDF-PDF. The proposed
MABO-based dual-stage PI-PDF techniques outperform the other compared techniques.
However, there are certain limits to optimizing the parameters of the controller [18]. Few
research studies have recommended implementing fuzzy logic controllers (FLCs) with
traditional controllers to enhance overall system performance [19,20]. Various optimization
techniques have been used in the literature to tune the gains of the fuzzy-based controller,
such as biography-based optimization [21], marine predator algorithm [22], grasshopper
optimization [23], multi-verse optimizer [24], and self-adaptive modified bat algorithm [25].
Meanwhile, in [26], a quasi-opposition-based equilibrium optimizer (QOEO)-optimized
fuzzy fractional order PI + PID (FFOPI + PID) regulator is deployed for frequency sta-
bilization in restructured power systems. Furthermore, the genetic-algorithm-optimized
fuzzy-PID controller was used to regulate the frequency of multi-source power systems. In
islanded MGs, a neuro-fuzzy (ANFIS)-based controller has been deployed for LFC issues.
The controller parameters were tuned using NSGA-II algorithms for ANFIS training [27].
A fractional order fuzzy-PID controller has been deployed for islanded MG for frequency
control. Electric vehicle battery storage is also deployed for power balance. A modified
black-hole optimization algorithm (MBHA) is used for the optimization of controller gains.
Real-world data on solar and wind were considered for the proposed system [28]. A hybrid
control strategy consists of fuzzy logic, and a non-linear sliding mode (NL-SLM) control is
proposed for the hybrid renewable power system. An imperialist competitive algorithm
(ICA) is used to obtain optimal gains of the controller. The NL-SMC is applied at the load
side and FLC is used to regulate the error signal. However, high-frequency oscillation
is present in the system [29]. A fuzzy gain scheduled PI (FGPI) controller is proposed
for frequency stabilization in two-area power systems. In the proposed FGPI controller,
Mamdani fuzzy inference was taken, and the ranges of the controller gains were selected
differently to improve the response of the power system [30]. The output scaling factor
(SF)-tuned fuzzy conventional controller to enhance the AGC behavior of two-area power
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systems is proposed in [31]. The grasshopper optimization algorithm (GOA)-cascaded
fuzzy PD-PI control strategy is proposed for frequency stabilization of MAPS. It uses fuzzy
logic for the controller, has two inputs and a single output, and takes the same range
for each input and output. Such an arrangement is easy to implement but it only limits
the error signal and does not provide proper input to each factor of the controller. GOA
is used to tune parameters of controller [32]. Similarly, ICA is used to tune the output
SF of the fuzzy proportional integral (FPI) controller. A novel fuzzy 1 + proportional +
derivative-tilt + integral (F1PD-TI) controller is used for AGC of hybrid power systems
that consist of renewable energy sources based on fuel cells, solar thermal power, and
wind power. It also designed the fuzzy 49 rules base for two inputs and a single output.
Furthermore, the salp swarm algorithm (SSA) is used to tune the tunable parameters of the
controller [33]. In addition, a fuzzy logic integral controller and SMES unit-based control
strategy is proposed for isolated microgrids to regulate frequency [34]. Due to the presence
of stochastic renewable production, the load frequency control (LFC) problem in an isolated
microgrid with low inertia system components becomes more difficult. In an isolated
microgrid, the diesel generator participates in LFC and functions as the primary generating
unit. Because of the wide geographic distribution of the microgrid, communication delays
during the interchange of control and measurement signals at the load frequency controller
have an impact on the LFC system. The literature either ignores these communication
delays, which were computed using estimation models, or treats them as constants at all
nodes. This work presents an IEC-61850-based communication model to close the research
gap by estimating actual communication delays between microgrid units. Furthermore, a
dual-stage controller PI-(1 + PD) controller is proposed for the isolated microgrid [35].

The stochastic and nature-dependent behavior of RESs does not provide smooth and
continuous power to the microgrid. As a result, sometimes an abundant amount of energy
is available from RESs and there are times when energy from RESs is not available to fulfill
the energy requirements of the MG. Therefore, EESs offer a significant role in the reliable
and smooth operation of MGs. As a result, further evolution of MGs relies greatly on energy
storage systems. Energy storing devices store excessive energy from RESs and provide it
back to the grid when required. Different types of electrical energy storage systems are
available and used in previous works, such as batteries [2], flywheel [3], ultra-capacitors [4],
redox flow batteries (RFBs) [5], capacitive energy storage (CES) [6] units, and hybrid
EESs [36]. Furthermore, advancement in the vehicle-to-grid connection leads to the use of
the electric vehicles for emergency backup when power shortages in the grid occurred. The
electric vehicle can be considered a portable energy storage device. In [37], the EV is used
for the reliable operation of a multi-area restructured power system. A two-area renewable
integrated deregulated power system and grid-connected EVs are considered for frequency
regulation using a brain emotional learning-based intelligent controller (BELBIC) [38].
The penetration of plug-in electric vehicles (PEVs) in power systems is increasing day by
day across the world. Therefore, power systems face new challenges and opportunities.
EVs have the potential to provide ancillary services to power systems. An aggregated
model of PEVs has been presented using statistical data [39]. Another unique form of
adjustable load is plug-in electric vehicles (PEVs). These vehicles, unlike other regulated
loads, can be linked to outlets anywhere and at any time, increasing the grid’s spatial
and temporal diversity and uncertainty. Furthermore, PEVs with vehicle-to-grid (V2G)
technology can send energy right back into the distribution network, resulting in a reverse
flow and complicating energy management procedures.

1.1. Motivation

It can be summarized from the above discussion that controllers, energy storage
devices, and EVs play a vital role in limiting the frequency deviation of autonomous
microgrid systems to the desired range. Frequency regulation of microgrid systems is very
important to maintain robust and reliable operations. Two microgrids can be connected
through a tie line and they can exchange power with each other in case of emergency



Energies 2023, 16, 3407 4 of 24

conditions. Interconnection of MGs can resolve the issues related to reliable, cost-effective,
and sustainable electricity supply by providing a coordinated operation of individual
networks. Therefore, the interconnection of MGs encourages the construction of isolated
MG interconnected systems to meet the load request of remote areas where grid integration
is still not possible. Therefore, in this study, a two-area interconnected microgrid system
is proposed, which consists of RESs (biogas diesel engine, wind, and solar) and EESs
(RFB, CES, and EVs). Although energy storage devices play a key role in the reliable and
smooth operation of microgrids, there is a dire need to design an intelligent controller
for an isolated microgrid that can achieve the set objectives and perform robustly in
real-world applications.

1.2. Research Contribution

The major contributions of the paper are as follows:

1. A wind, solar, and biodiesel engine-based two-area isolated microgrid system (IMGS)
is developed to perform the proposed research work.

2. Furthermore, a novel fuzzy-having modified PI-PDF scaled factor configuration i.e., a
FLC-SF-PI-PDF controller, has been designed to improve the frequency regulation of
the proposed MG.

3. Modified dragon-fly optimization (MDA) has been deployed to find the optimal value
of the gains of the proposed controller.

4. Furthermore, the research also extends to measuring the consequence of several types
of load, wind speed, and solar irradiance variation, such as step perturbation (SLP)
and random variations in the system.

5. The impact of EV integration in both areas has been analyzed and their abilities to
ameliorate frequency regulation are demonstrated.

6. Robustness analysis has also been performed to test the strength of the suggested
controller for physical constraints and parametric uncertainties.

7. Eigenvalue-based stability analyses have been performed to validate system stability
within the proposed control strategy.

2. Modeling of Two-Area Islanded Microgrid System (IMGS)

The study system has a two-area hybrid microgrid model that comprises a biodiesel
generation unit (BDG), wind turbine, redox flow battery (RFB), and electric vehicle port in
area 1 and a BDG, ORC-based solar thermal power unit, capacitive energy storage unit,
and electric vehicle port in area 2. The considered parameter is presented in the appendix.
The proposed MG with an electric vehicle is presented in Figure 1. Additionally, the power
generating sources of the MG system are modeled as below. The transmission and power
conversion losses are considered negligible.

2.1. Biodiesel Generator (BDG)

Biodiesel is taken out from the transesterification of sugar, vegetable oil starch, animal
fats, Jatropha plant, and recycled restaurant grease. Biodiesel emits 10% less particu-
late matter and 11% less carbon monoxide than diesel. Biodiesel is less hazardous than
petroleum-based diesel because it contains more oxygen and is more chemically active.
Biodiesel can be directly used in a petroleum diesel engine without alterations. It is a
hydrocarbon that is not derived from petroleum, is safe for the environment, and has a
high flashpoint [40]. The BDG with speed-governor-control action maintains the balance
between the power demand and its generation in an autonomous microgrid, owing to vari-
ation in solar power and wind power. The linear approximation of BDG can be represented
as in Equation (1):

GBDEG =

(
KVA

1 + sTVA

)(
KBE

1 + sTBE

)
(1)
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2.2. Organic Rankine Cycle (ORC) Solar

Nowadays, solar-thermal-based ORCs are fit for producing power at a low tempera-
tures. Not like other concentrated solar thermal frameworks, which need high sun radiation
to be gathered at the receiver, ORC-based solar thermal power systems can use relatively
low radiation levels to generate power. Heat exchanger fluid (water, hydrogen, or helium
gas) in the receiver is heated up to 750 ◦C and pumped to the heat exchanger as a result,
producing electricity at the highest efficiency (31.25%) [17]. The framework involves an
ORC that works with hydro-chlorofluorocarbon (HCFC-123) and compound parabolic
concentrators (CPCs) [41]. The exchange capacity of ORC-STPS is given [42] below in
Equation (2):

GORC−STPS =

(
Ks

1 + sTT

)(
KT

1 + sTT

)
(2)
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2.3. Wind Turbine Energy System

With the help of a wind turbine, the mechanical energy of blowing wind is absorbed
and turned into electrical energy. As the nature of wind is not predictable, the extractable
power of a WTG depends on the speed of the wind at that time. Most wind turbines include
a gearbox, while some use an edge-pitch system controller to control the collective sum of
changed force [43]. Equation (3) presents the mechanical output of the wind turbine and is
defined in [44].

Pwt =
1
2

ρACP(λ, β)V3
W (3)

where λ is the tip speed ratio, VW is the wind speed (m/s), ρ is the air density factor
(Kg/cu·m), CP is the power coefficient, A is Swept area (m2), and β is the blade pitch angle.

The linearized transfer function [45] mode of a WTG is outlined by Equation (4).

GWTG = KWTG

(
1

1 + s ∗ TWTG

)
(4)
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2.4. Capacitive Energy Storage (CES)

The immense potential and applications of the capacitive energy system have caught
the attention of power system engineers. Fast response times, excellent efficiency, the
capacity to handle large amounts of electricity, and the flexibility to be combined with
other types of energy storage are just a few advantages that CES can offer. Capacitors are
very helpful for controlling the system frequency in microgrids because they can react
considerably faster than conventional generators. They serve to maintain a balance between
the supply and demand of electricity by swiftly absorbing excess energy when demand is
low and releasing stored energy when demand is high. Capacitive energy storage can be
utilized in microgrids to control system frequency by offering a quick reaction to variations
in electricity demand. This may contribute to enhancing the stability of the microgrid [46].
The modeling equation of the CES unit can be derived as below.

GCES =

(
KCES

1 + sTCES

)
(5)

2.5. Redox Flow Battery (RFB)

RFB has a unique design that contains three parts, namely stack cell, electrolyte tank,
and flow pumps. In lithium-ion batteries, energy is stored in the electrode sheets, whereas
in redox flow batteries, liquid electrolytes are stored in the tank separated from electrodes.
The fluid (catholyte and anolyte) contains redox active species. This chemical is driven by
a pump and circulated in each half section of the cell, and energy conversions are based
on the reversible electrochemical reactions of two redox pairs [47]. When the electrolyte
flows across the electrodes, the chemical energy is transformed into electrical energy. The
stack cell, which is used in the battery stack where electrochemical breakdown occurs, is
made up of two electrodes, a bipolar plate, a current collector, and a membrane between
the two electrodes. The membranes serve as conductors of charge and prevent the mixing
of electrolytes. Such RFB design creates the best and most appealing results. Other battery
storage does not have the same features. It allows for independent control of electricity
ranging from a few kWh to several MWh because it maintains energy storage and power
output separately. Furthermore, the cost of RFB is dependent on the size and capacity of
the battery. The mathematical representation of an RFB is presented in Equation (6):

GRFB =

(
KRFB

1 + sTRFB

)
(6)

2.6. Electric Vehicle (EV)

In both areas, EVs are integrated to minimize mismatches during operation. Because
of their enormous energy reserves, many aggregated EVs can help the LFC of PS [48]. Fur-
thermore, plugged-in electric vehicles are considered energy storage devices and are used
for frequency regulation in [49]. An aggregate model of EV fleet is presented in Figure 2,
which includes the battery charger and the primary frequency control (PFC) for LFC. The
power exchange between the vehicle battery and grid is controlled by battery charger. All
EVs might suddenly detach from the MG, resulting in unwanted frequency regulation.
Therefore, each EV has a dead band function (DBF) with droop characteristics [37]. The
upper limit (∆FUL) and lower limit (∆FLL) of frequency deviation of DBF have been taken
as 0.001 Hz and −0.001 Hz, respectively. The choice of upper and lower limits for the
dead band function in an electric vehicle’s primary frequency control depends on various
factors, including the accuracy of the sensors, the responsiveness of the control system, and
the need for balanced frequency stabilization within the vehicle’s energy efficiency and
lifespan. The value of the droop coefficient of the comprehensive model (Rag) is assumed
to be the same as for conventional units, i.e., 2.4 Hz/p.u. MW. In Figure 2, Keav is the
participation factor of EVs, and Tev is the time constant of EVs’ batteries. The value of
Keav varies with the SOC of the EV. The changing and ideal state of charging (SOC) of the



Energies 2023, 16, 3407 8 of 24

battery is presented in Figure 3. The proposed model is a single plugged-in electric vehicle
(PEV) for the provision of PFC to an aggregate model of whole PEV fleets. In principle,
the aggregate model of PEV fleets is the average model of the Nt number of PEVs, which
is presented in Figure 2. Note that t denotes the hour of day. All the aggregate model
parameters, such as Tcon_evs and Reav, can be simply determined, excluding the average
participation factor of PEVs, i.e., Keav. A detailed derivation of PEVs is given in [50]. Keav is
based on each PEV operating mode, and Keav is zero when PEVs detach from the grid. The
share of PEVs in the charging mode and idle mode of all PEVs is presented in Figure 3 and
is calculated from Equation (7).

Keav(SOCeav) =
∫ 1

0
α1k1

i (SOC) + αckc
i (SOC)φSOCeavd(SOC) (7)

where φSOCeav is the probability distribution function of the PEVs and the avarge value of
battery state of charging SOCeav. Note that SOCeav depends on the size of the PEV battery.
The upper and lower values of output power of EV fleet can be calculated as shown in
Equations (8) and (9).

∆PMax
ag =

[
1

Nt
(∆Pev)

]
(8)

∆PMin
ag = −

[
1

Nt
(∆Pev)

]
(9)

where Pev is the incremental change in generation in each area (p.u.), Pag is the output
power of EVs, Nt is th total number of EVs connected in the EV fleet. In this study,
1000 discharged EVs are assumed in each area. The charging and discharging capacity of
EV battery is considered in the range of ±5 kW and 50 kW for rapid start.
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3. Controller Synthesis

This section explains the different control methods, objective function, and finally the
modified dragonfly algorithm.

3.1. Controller Design

In order to eliminate frequency/tie-line power variations, the frequency regulator’s
primary function is to balance power generation and load demand. An area control error
signal is produced when step load disruption (SLD) is applied because it causes instant
divergence in frequency and tie-line power flow. The frequency regulator adjusts the load
reference set-point in response to the ACE signal to account for load changes, and it returns
the system frequency and tie-line power flow to their nominal values. Three different
control strategies have been evaluated and compared with this goal in mind.

3.1.1. Control Method-1: PI-PDF Controller

Classical PIs and their other improved alternatives are noted for their simple strategy,
cheap calculus burden, and simple implementation, leading to their common use in many
PS [41,42,52]. Nevertheless, they have less ability to handle non-linearities, which makes
them reasonably less effective to give the anticipated level of control presentation in
big systems. However, in recent studies, to ameliorate the performance of conventional
controllers, researchers have combined different conventional controllers and proposed
multi/dual-stage controllers. With the same objective, in this current study, a dual-stage
conventional PI-PDF controller is tested and compared with other control methods. The
structure of the PI-PDF controller is presented in Figure 4.
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3.1.2. Control Method-2: FLC-PI-PDF Controller

To astound the limitations of classical controllers and to improve their performance,
fuzzy logic has been assimilated into the controller [43,53], which will allow them to meet
all control objectives for the proposed PS. Furthermore, fuzzy logic is used in cascaded
controllers [26,54] to obtain better frequency regulation in the power system. An incre-
mental performance has been achieved by these controllers, but they lead to complexity in
designs as many parameters are needed for precise tuning. In addition, the responses they
describe imply that they could yet be enhanced in terms of time-domain specifications. The
presented work considered the FLC-PI-PDF controller and implemented it as an efficient
and robust controller for the FR of the MG. The structure of the proposed controller for the
MG model is shown in Figure 5.
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Fuzzy logic is extensively used for control and several other applications ranging
from academia to industry. Fuzzy logic control used in the literature is commonly used
with two inputs and one output. The separate output with different ranges of membership
functions were not determined for all gain factors in a cascaded controller. The designing
of membership functions (MFs) for each input and output has an important role in the
performance of FLC. MFs are the structure blocks of the fuzzy set model. Thus, the shapes
of MFs are essential for a specific problem because they affect fuzzy estimation systems.
They can have various shapes, such as triangular, Gaussian, trapezoidal, etc. An MF
should fulfill only one condition, namely that it must vary between 0 and 1. However, the
trial-and-error technique is generally used for the size of MF, as no precise method exists
for selecting MFs. The size of the MF depends on how confident one is in a given linguistic
variable. It depends more on intuition than on criteria. The function itself may be a random
curve whose type we could specify as a function that works for us in terms of simplicity,
speed, and convenience. As a result, improving model performance is not much influenced
by MF type.

In the considered fuzzy set, five membership functions (MFs) are taken for each input
and output signal. Basically, there is no prior knowledge on which MF is best suited for
the problem. However, after a review of the extensive literature, triangular and gaussian
MFs are more popular than other variants. Generally, the triangular MF is one of the most
commonly used MF in practice. Gaussian MFs are popular methods for stipulating fuzzy
sets because of their intuitive and concise notation. These curves have the benefit of being
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smooth and non-zero at each instant. In his paper, a triangular MF is taken within the limit
and is adopted for the input and output of the FLC. Figures 6 and 7 show the structure of
MFs for two inputs and five outputs within their ranges, respectively. The different range
for the inputs and outputs were estimated from the optimal gains of the PI-PDF controller.
As presented in Figures 6 and 7, the linguistic variables are defined as NB (negative big),
NS (negative small), ZZ (zero), PS (positive small), or PB (positive big). Five MFs are
considered for every input and output, hence 5 × 5 = 25 rules need to be set wisely for
each output as given in Table 1. Here, if conditional declarations are presented that attempt
to establish a link between the ACE and the derivative of the ACE with respect to time,
Mamdani’s fuzzy inference method is used to simulate human decision making, and the
center of gravity (centroid) method is used to generate crisp output during defuzzification
from the output of the FLC.
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3.1.3. Control Method-3: FLC-SF-PI-PDF Controller

Furthermore, it can also be observed from the literature that the use of scaling factors
(SFs) for the input and output of fuzzy controllers can solve the issue of the optimal
design of membership functions. The scaling factor can help in adusting the output range,
reducing rule complexity and minimizing the noise effect. Optimal values of SFs can be
easily achieved with the help of optimization techniques which automatically provide the
optimal adjustment of MF. Therefore, this study proposes an SF-based FLC-SF-PI-PDF
controller as shown in Figure 8. To the best knowledge of the authors, the proposed control
has not been implemented for FR of islanded MGs.

The PI controller acts as a primary controller and its output work as a set-point input
for the secondary PDF controller. The F-M-PI-PDF controller takes ACE and ∆ACE as
inputs after being weighted by Ka and Kb, producing the desired plant input ∆Pref as shown
in Figure 8. ACE signals (e) are defined by Equation (10).

e = −B∆Fi − ∆Ptie (10)
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where B is the frequency bias, ∆Fi is the change in frequency, and ∆Ptie is the change in
tie-line power. If yi is the outputs of FLC, the broad control algorithm in terms of ACE to
∆Pref can be expressed as below in Equation (11):

∆Pre f =

[
(e ∗ ya)Kp +

(e ∗ yb)Ki
s

](e ∗ yc)Kpp + (e ∗ yd)Kdd

 (e ∗ ye)N f f

1 +
(e∗ye)N f f

s

 (11)

where ya, yb, yc, yd, ye are the output of the fuzzy set and Kp, Ki, Kpp, Kdd are the propor-
tional, integral, derivative scaling factor gains, respectively, and N f f is the filter coefficient.
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3.2. Objective Function

The goal of this study is to identify the decision variables’ ideal values for a controller
that minimizes frequency deviation. In integral square error (ISE), the initial values of the
error are given more weight than the suffix variables.

The ISE error function removes high error values faster, but it tolerates smaller error
values and retains them for longer periods. The obtained responses are fast, although
there is a low value for amplitude and oscillation. The obtained characteristics of ISE have
prompted the authors to select objective works. After a fair comparison of the trapped
error functions, it was analyzed that the ISE error function is better than the other objective
functions [54,55]. The assumed objective function is presented below in Equation (12).

ISE→ K(X, u ) =
∫ tsim

0
(∆F2

1 + ∆F2
2 + ∆P2

Tie )dt (12)

where X represents the state variable (Ka, Kb, Kp, Ki, Kpp, Kdd, Nff), u is the control
variable u = u2 ∗ u3, and tsim is the simulation run time. ∆F1 and ∆F2 are the frequency
deviation of area 1 and area 2, respectively. ∆Ptie is the power deviation in tie-line
power. The parameters that are to be tuned for the proposed controller are represented in
Equation (13) and the upper and lower limits of the scaling factor are tabulated below in
Table 2.

Kmin
a ≤ Ka ≤ Kmax

a , Kmin
b ≤ Kb ≤ Kmax

b , Kmin
p ≤ Kp ≤ Kmax

p ,
Kmin

i ≤ Ki ≤ Kmax
i , Kmin

PP ≤ KPP ≤ Kmax
PP , Kmin

dd ≤ Kdd ≤ Kmax
dd ,

Nmin
f f ≤ N f f ≤ Nmax

f f

(13)

Table 2. Upper and lower limits of the scaling factor.

Scaling Ka Kb Kp Ki Kpp Kdd Nff

Min 1 1 10 10 10 15 500

Max 10 10 25 25 25 25 100
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3.3. Modified Dragonfly Optimization

The dragonfly algorithm (DA), proposed in 2015 by S. Mirjalili [56], is a nature-
inspired, swarm-based, meta-heuristic optimization technique that mimics the hunting
and migration behaviors of insect dragonflies. This algorithm was further modified by
overcoming its observed limitations in 2021 as a modified dragonfly algorithm (MDA) [57].
This correction made the DA more suitable for solving real-life engineering problems.

This insect algorithm pursues three basic principles:

(i) Seperation operator (Sq): this operator prevents the collision of the dragonfly with
others flying in the vicinity.

(ii) Aligment operator (Aq): this operator helps to match the flying speed of the dragonfly
with other flies.

(iii) Cohesion operator (Cq): this operator atttracts the individual dragonfly towards the
center of the group.

Furthermore, dragonfly has an attraction operator (Fq) that attracts them towards
the food source and a distract operator (Eq) that keep them away from the enemy. The
characteristics of the dragonfly are considered, as well as the amalgamation of above five
corrective patterns, as mentioned above. Furthermore, MDA operates on two vectors: the
first is the position vector (X) and the second is (∆X), which is similar to velocity vector
of PSO.

The pseudo-code for the MDA is presented in Algorithm 1.

Algorithm 1. Pseudo-code of modified dragonfly optimization algorithm.

1. Initialize the feasible algorithm parameters i.e., iteration(imax), population size, constraints(
C1 , C2, . . . . , C5 ), and intial weight (w lies between 0.2–0.9).(
C1 , C2 = 0.1 )

(
C3 = 0.7, C4, C5 = 1 )

2. Initiate the step vector (∆Xitr+1) = (C1Sq + C2 Aq + C3Cq + C4Fq
+ C5Eq) + w∆Xitr. Xitr+1 = Xitr + ∆Xitr+1

3. for i = 1 : imax do
4. Determine each dragonfly’s fitness with reference to its position.
5. Update the food source and enemy location with respect to the dragonflies.
6. Determine the value of Ap, Cp, Sp, Fp, and Ep from

Sq =
No.
∑
q

x− xq; Aq =
∑No.

q=1 vq

N0
; Cq =

∑No.
q=1 xq

N0
− x

Here, x is the individual current position, while xq and vq are the qth position and speed of
neighboring individual, respectively. N0 is the number of dragonflies in the group
Attraction (Fp) = x+ − x and Distraction (Ep) = x+ − x
(x+ and x) are the location of nearby food and enemy.

7. Upgrade the neighboring diameter of a dragonfly.
8. If an individual has at least one dragonfly in their vicinity, then
9. Upgrade the velocity vector as

xitr+1 = xitr + xitr+1.rand
rand is a random number between (0 to 1)
And
Update the position vector as

xitr+1 = xitr + Y.Levy(d);
(

Y = Smax
itr2

)
Levy is a standard levy flight function.

10. Otherwise,
Upgrade the position vector as xitr+1 = xitr + Y.Levy(d);

(
Y = Smax

itr2

)
11. End if
12. Determine the insect fitness as per the newly updated position while considering its

limitation.
13. End for
14. Preserve the best obtain solutions
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4. Results

In this paper, the MG model as presented in Figure 1 was simulated in Matlab with
the purpose of observing the performance of the proposed control scheme. The frequency
response of the proposed system has been studied, assuming the simulation time (tsim) to
be 100 s. MDA is used to tune the gains of the MDA: PI-PDF and MDA: FLC-SF-PI-PDF
controller by setting fixed limits of lb and ub. The error K is computed with a population
size of 20 for 100 iterations and 20 runs. The MG includes renewable energy sources, such
as ORC-based solar thermal power system (STPS) and wind power, which are heavily
dependent on environmental conditions. The RFB and CES have also been incorporated
to improve the steady-state stability of the system. Furthermore, EVs are integrated with
the proposed MG to ameliorate the LFC. Different case studies have been performed
considering different conditions of RESs and load variations to present the efficacy of the
proposed approach.

4.1. Case 1: Step Variations

In this case, step variations are considered for load, wind speed, and solar irradiance as
presented in Figure 9a and Equations (14)–(16) in the proposed MG. Performance analysis
of the controllers, i.e., MDA: PI-PDF, FLC-PI-PDF, MDA: FLC-SF-PI-PDF, and MDA: FLC-
SF-PI-PDF with EV was conducted based on the performance indices (Us, Os, IAE, ISE,
ITAE, ITSE).

PLoad−1 =


0.3 pu t ≤ 40s

0.2 pu 40s ≤ t ≤ 70s
0.25 pu t ≥ 70s

, PLoad−2 =

{
0.1pu t ≤ 70s
0.2pu t ≥ 70s

}
(14)

Pwind =

{
0.5pu t ≤ 40s
0.4pu t ≥ 40s

}
(15)

Psolar =

{
0.35pu t ≤ 40s
0.15pu t ≥ 40s

}
(16)

The obtained frequency and tie-line power responses with MDA: PI-PDF, FLC-PI-PDF,
and MDA: FLC-SF-PI-PDF controllers are presented in Figure 9b–d. Furthermore, to attain
the minimum integral square error, MDA is proposed. MDA provides the optimal value
of the scaling factor of the proposed controller. The optimal values of the scaling factors
are as follows: Kp = 14.17, Ki = 24.99, Kpp = 24.96, Kdd = 18.14, Nff = 558.19; and Ka = 1.25,
Kb = 1.45, Kp = 21.80, Ki = 17.38, Kpp = 24.13, Kdd = 24.13, Nff = 538.54 for MDA: PI-PDF and
MDA: FLC-SF-PI-PIDF controllers, respectively. The frequency and tie-line response with
the MDA-tuned fuzzy-modified PI-PDF controller with and without EVs are presented in
Figure 9e–g. It is clearly depicted that the suggested MDA-tuned modified fuzzy-based
PI-PDF controller has the best performance compared to the fuzzy-based PI-PDF controller.
Furthermore, the integration of EVs into the MG and the response of frequency and tie-line
power are improved. The comparative analysis of performance indices is presented in
Table 3 for the applied disturbances.

From Table 3 and Figure 9b–g (for applied disturbances), it can be observed that
performance indices value Us (F1_US (−3.0741 × 10−7 Hz), F2_US (5.1543 × 10−7 Hz),
Ptie_US (1.9323 × 10−7 puMW), Os (F1_OS (1.0235 × 10−6 Hz), F2_OS
(4.4396 × 10−7 Hz), Ptie_OS (1.0797 × 10−7 puMW), IAE (1.0738 × 10−5), ISE
(2.7032 × 10−12), ITAE (2.9012 × 10−4), and ITSE (5.2113 × 10−11) with the MDA: fuzzy-SF-
PI-PDF controller are lower compared to that of the fuzzy-PI-PDF controller. Furthermore,
it is noted that after integration of EVs, performance indices are minimized and the val-
ues are as follows: Us (F1_US (−3.0517 × 10−7 Hz); F2_US (2.2129 × 10−7 Hz); Ptie_US
(2.8031 × 10−7 puMW)); Os (F1_OS (2.2129 × 10−7 Hz); F2_OS (1.8254 × 10−7 Hz); Ptie_OS
(3.565 × 10−8 puMW); IAE (3.0154 × 10−6); ISE (2.8188 × 10−13); ITAE (7.4676 × 10−5);
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and ITSE (4.6227 × 10−12). The power contributions of the wind turbine, ORC, BDG, RFB,
CES, and EVs for area 1 and area 2 are depicted in Figures 10a and 10b, respectively.

As shown in Figure 10a,b, initially area 1 and area 2 are subjected to a 30% and 10%
load disturbance, respectively. To compensate for the increased load demand, BDG, RFB,
and EV units of area 1 deliver required power to the MG to fulfill the required demand.
Afterwards, wind power generation is enough to fulfill the power demand and to charge
the EVs during access generation. In area 2, initially the BDG and CES provide the required
power against the demanded power. Afterwards, ORC solar power generation is enough
to fulfill load demand and to recharge EVs and CES during access generation. The BDG
operates when enough power is not supplied by the renewable sources and the energy
storing devices of the microgrid. Therefore, the proposed control strategy provides better
frequency regulation and energy management in the microgrid.
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Table 3. Performance indices with step load variation.

Performance
Indicators MDA: PI-PDF FLC-PI-PDF MDA: FLC-SF-PI-PDF

(Proposed)
MDA: FLC-SF-PI-PDF with
EVs (Proposed with EVs)

IAE 0.0085489 0.0056852 1.0738 × 10−5 3.0154 × 10−6

ITAE 0.22119 0.15647 0.00029012 7.4676 × 10−5

ISE 2.2071 × 10−6 7.0244 × 10−7 2.7032 × 10−12 2.8188 × 10−13

ITSE 4.4524 × 10−5 1.3394 × 10−5 5.2113 × 10−11 4.6227 × 10−12

F1_US (Hz) −0.00034756 −0.00013462 −3.0741 × 10−7 −3.0517 × 10−7

F1_OS (Hz) 0.00050531 0.00025623 5.1543 × 10−7 2.2129 × 10−7

F2_US (Hz) −0.00047368 −0.00016959 −3.9833 × 10−7 −2.8031 × 10−7

F2_OS (Hz) 0.00054542 0.00026568 5.3916 × 10−7 1.8254 × 10−7

Ptie_US (puMW) −0.00010192 −5.4275 × 10−5 −1.0797 × 10−7 −1.9628 × 10−8

Ptie_OS (puMW) 0.00011049 5.9288 × 10−5 1.1777 × 10−7 3.565 × 10−8

4.2. Case 2: Random Variation

In this case, to analyze the real operation of the MG, the random variations for load
in area 1, wind speed, and solar irradiance are considered as presented in Figure 11a. The
obtained frequency and tie-line power responses with the proposed controller are presented
in Figure 11b–d. The performance indices of proposed strategies are tabulated in Table 4.

It is clearly depicted in Figure 11b–d that after the integration of EVs in the MG, the
system performance is enhanced in terms of less variation in frequency and tie-line power. It is
clearly depicted in Table 4 that after the integration of EVs, performance indices are minimized
and the values are Us (F1_US (−1.5938 × 10−7 Hz), F2_US (−3.7614 × 10−7 Hz), Ptie_US
(−5.3433× 10−8 puMW)), Os (F1_OS (1.7292× 10−7 Hz), F2_OS (9.8764× 10−8 Hz), Ptie_OS
(4.7799 × 10−8 puMW)), IAE (1.053 × 10−5), ISE (6.6924 × 10−13), ITAE (0.00052272), and
ITSE (3.4506 × 10−11). To balance the power generation and power demand for applied
load variations, the participation of wind turbine, ORC, BDG, RFB, CES, and EVs for area 1
and area 2 is depicted in Figures 12a and 12b, respectively.
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As shown in Figure 12a,b, area 1 and area 2 are subjected to random and step load
variations, respectively. It is clearly depicted in Figure 12 that the maximum power is
supplied by the wind unit in area 1. EVs and RFB units are charged from the access power
generated by the wind unit. The BDG supplies power only for the instant in which the
wind unit is generating less power. Furthermore, in area 2, step load of 0.2 pu is applied at
70 s and demand power is delivered by the solar unit when solar irradiance is available to
generate solar power. EVs and CES units are charged during access generation from solar
power and supply the power when demand is increased and solar generation is less. The
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BDG delivers power only when storage units and renewables sources are unable to supply
the demand power.

Table 4. Performance indices with random load and inputs of renewable sources input variation.

Performance Indicators MDA: FLC-SF-PI-PDF
(Proposed with EVs)

MDA: FLC-SF-PI-PDF with EVs
(Proposed with EVs)

IAE 2.2555 × 10−5 1.053 × 10−5

ITAE 0.0011313 0.00052272

ISE 1.845 × 10−12 6.6924 × 10−13

ITSE 1.6906 × 10−10 3.4506 × 10−11

F1_US (Hz) −2.9907 × 10−7 −1.5938 × 10−7

F1_OS (Hz) 3.0613 × 10−7 1.7292 × 10−7

F2_US (Hz) −5.9329 × 10−7 −3.7614 × 10−7

F2_OS (Hz) 2.2141 × 10−7 9.8764 × 10−8

Ptie_US (puMW) 1.1685 × 10−7 −5.3433 × 10−8

Ptie_OS (puMW) 1.0808 × 10−7 4.7799 × 10−8
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4.3. Sensitivity Analysis

Robustness analysis of the proposed controller with EVs is performed by consider-
ing the physical constraints and parametric uncertainties under disturbances shown in
Figure 11a.

4.3.1. Physical Constraints

In non-linear power systems, the power generated can only vary due to a specified
peak rate and refers to mechanical and thermal action constraints as generation rate con-
straints (GRCs). While the speed governor dead band (GDB) provides position to the
governor control valve during operation, the turbine speed may increase or decrease before
the valve changes position. The GDB has the ability to partially affect system response.
Therefore, the performance of the proposed control approach has been studied considering
the GRC (0.0017 pu/s) and GDB effect in biodiesel units. Figure 13a,b displays the dynamic
response of the frequency deviation and the tie-line power deviation. From Figure 13, it is
clear that even with the GDB and GRC present, the dynamic responses of the system are
totally acceptable and within IEEE standard tolerances.
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4.3.2. MG Parameter Variations

The parameters of the study system have been varied within a range of ±50% with-
out changing the optimal values of controller gain. Figure 14a,b presents the frequency
responses. It can be easily seen in Figure 14 that the settling time and peak overshoot/
undershoot values change entirely under the permissible limit of IEEE standards within ac-
ceptable limits and are comparable with the respective values obtained within the nominal
system parameters. It can therefore be concluded that the proposed control approach has
effectively provided a strong and stable control.
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4.4. Stability Analysis

The eigenvalues analysis method is deployed to observe the stability of the system.
Eigenvalues are investigated to obtain information on stability within the proposed ap-
proaches, i.e., FLC-PI-PDF, MDO: FLC-SF-PI-PDF, and MDO: FLC-SF-PI-PDF with EVs.
The computed eigenvalues are shown in Table 5 along with their results. Table 5 shows that
all of the eigenvalues have negative real portions, demonstrating the stability of the system
with the necessary stability margins. The imaginary portion of the eigenvalues, which have
a relatively small size, demonstrates the system response’s quick decay. As a result, the
study that was conducted shows that the recommended control strategy has increased the
system’s stability.



Energies 2023, 16, 3407 21 of 24

Table 5. Eigenvalues for different control approaches.

Approach Eigenvalues

FLC-PI-PDF

−448.2286 + 12038.7973i, −448.2286 − 12038.7973i, −410.3883 + 4277.84193i
−410.3883 − 4277.8419i, −16.5885 + 0.0000i, −15.5475 + 0.0000i,
−6.0049 + 0.0000i, −11.1358 + 0.0000i, −1.9742 + 0.0000i, −1.4280 + 0.0000i,
−1.4292 + 0.0000i, −0.5933 + 0.0000i, −0.5932 + 0.0000i, −0.6667 + 0.0000i,
−3.3333 + 0.0000i, −0.5556 + 0.0000i

Proposed

−206255.8326 + 4961853.4894i, −206255.8326 − 4961853.4894i,
−206217.9890 + 1759167.9394i, −206217.9890 − 1759167.9393i,
−16.5857 + 0.0000i, −6.0112 + 0.0000i, −15.5376 + 0.0000i, −11.1556 + 0.0000i,
−1.9711 + 0.0000i, −2.1804 + 0.0000i, −2.1803 + 0.0000i, −0.6317 + 0.0000i,
−0.6317 + 0.0000i, −0.6667 + 0.0000i, −3.3333 + 0.0000i, −0.5556 + 0.0000i

Proposed
with EV

−206255.1091 + 4998808.5231i, −206255.1091 − 4998808.5231i,
−206216.7962 + 1860851.4840i, −206216.7962 − 1860851.4840i,
−16.1404 + 0.0000i, −14.3903 + 2.1016i, −14.3902 − 2.1016i, −7.6271 + 0.0000i,
−0.6319 + 0.0000i, −0.6312 + 0.0000i, −1.2750 + 0.0000i, −1.2973 + 0.0000i,
−2.1826 + 0.0000i, −2.1805 + 0.0000i, −1.9716 + 0.0000i −0.6667 + 0.0000i,
−3.3333 + 0.0000i, −0.5556 + 0.0000i

5. Conclusions

The article proposed an MDA-tuned FLC-SF-PI-PDF controller-based frequency con-
trol strategy to maintain the reliable operation of the two-area islanded microgrid. An
FLC-SF-PI-PDF controller is designed to stabilize system frequency and balance load de-
mand. In addition, the performance of the proposed MG is tested to analyze the effect
of EV integration in both areas. The effectiveness of the proposed control strategy has
been evaluated by considering different performance indices. Different case studies are
performed to analyze the performance of the proposed approach, including sensitivity
analysis. Stability analysis has been performed using eigenvalues. The major findings of
the study are as follows:

• The obtained results indicate that tuning the scaling factors using the modified drag-
onfly algorithm has a great impact on the performance of the fuzzy controller.

• The FLC-SF-PI-PDF controller tuned with MDA is the most suitable controller for the
proposed two-area island microgrid.

• It is observed from different case studies that after the integration of EVs into MGs,
the system performance improves significantly.

• After the integration of EVs, the percentage advancement in the performance indices
of 71.2% (IAE), 74.13% (ITAE), 89.6% (ISE), and 91.2% (ITSE) for case 1 and 54.32%
(IAE), 55.79% (ITAE), 63.73% (ISE), and 79.59% (ITSE) for case 2 are observed.

• The proposed LFC scheme also demonstrates robust performance under variable
operating and loading conditions, system parametric uncertainties, and various non-
linearities of the system.

• Eigenvalue analysis confirms the stability of the microgrid system working under the
proposed LFC strategy.

The results obtained under various case studies are impressive and support the pro-
posed LFC scheme. In the future, the performance of the proposed controller can be
investigated for the integration of other EES devices. The immediate extension of this work
is to cogitate real-time analysis using a real-time simulator for experimental verification of
the proposed work.
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Abbreviations

KV A valve gain of biodiesel generator (1)
TV A valve actuator delay (0.05 s)
KBE Engine gain of biodiesel generator (1)
KWTG Wind turbine gain constant (1)
TWTG Wind turbine time constant (1.5)
KCES Capacitor gain (0.03)
TCES Capacitor time constant (0.0352 s)
Kst Gain of ORC solar turbine (1)
Tst Time constant of ORC solar turbine (1.8 s)
KT Gain of ORC solar generator (1)
TT ORC solar power plant time constant (0.3)
KRFB Gain constant of redox flow battery (0.67)
TRFB Time constant of redox flow battery (0.01 s)
B Frequency bias factor (0.510)
D Damping factor (0.02)
M Inertial constant of the system (0.012)
R Droop constant (2.4 Hz/puMW)
T12 Synchronizing torque coefficient of two areas (0.08)
Reav EV droop constant (2.4 Hz/puMW)
Keav Gain of EV (1)
Tcon_evs Time constant of EV (1 s)
Nt Total number of EVs
∆f Change in frequency
∆Ptie Change in tie-line power
Us; Os Setting time, under shoot, over shoot
IAE Integral absolute error
ITAE Integral time absolute error
ISE Integral square error
ITSE Integral time square error
ACE Area control error
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