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Abstract: The employment of microgrids and distributed power generation have exponentially
increased over recent decades, due in part to the increased inclusion of renewable energies as these
technologies become cheaper to install. However, microgrids are highly sensitive to power variation,
leading to distortion of the grid voltage (amplitude and frequency changes) which could destabilize
the entire microgrid under variation of loads and/or other power sources. In this context, a new
control strategy is proposed for a photovoltaic grid connected system, operating under voltage
variations typical of a low inertial electric power network. The main problem related to voltage
fluctuation is that the variables may take the power converter out of the operating region, and
therefore, all controllers, including the maximum power point tracking, will not work as designed.
The analysis, based on the mathematical operating region, demonstrates that the control strategy
can include overmodulation compensation—to overcome problems related to weak microgrids and
systems variations—through the addition of smart power factor imposition and DC-link voltage
variation in transient time when the variables are far from the nominal values. The proposal is
validated through simulation in PSim®/Matlab® and implementation on a laboratory prototype,
showing the feasibility of the designed algorithm.

Keywords: DC/AC converter; microgrids; MPPT; PLL; operation region; overmodulation control

1. Introduction

Renewable energies have become a replacement for conventional means of electrical
power generation [1–3]. Specifically, photovoltaic systems are of particular interest and
therefore have been widely studied [1]. The incorporation of renewable energy sources
(RES) has helped to distribute clean energy and increase the proliferation of microgrids
with everlasting power when compared with traditional fuel ones [4].

Due to the low inertia of microgrids, they are greatly affected by power unbalancing be-
tween generation and consumption, leading to amplitude and frequency fluctuations [5,6].
Frequency variations—up to 100%—have been reported in applications such as aircraft,
electrical ships, ferries, vessels, and seaports, among others [2,4]. This is the reason power
converters need to employ algorithms capable of addressing these conditions and, subse-
quently, be able to integrate with systems such as those aforementioned.

To inject power energy into the AC grid, two approaches can be employed: (i) include
a transition DC–DC converter and then a DC–AC inverter or (ii) only include a DC–AC
stage, which reduces losses since one stage is removed [7]. In other words, maximum
power extraction and injection can be carried out with a direct DC/AC converter topol-
ogy [8,9]. Therefore, the DC-link voltage is managed directly by the maximum power point
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tracking (MPPT) algorithm, e.g., a P&O algorithm [8,10–12]. This means a simplification in
the topology used for power conversion since fewer elements and less physical space is
used [13].

In addition to the maximum power point tracking, power injection into the grid also
requires synchronization algorithms, such as Phase-Locked Loop (PLL), to accurately track
the grid frequency and phase shifting, as shown in references [14–17]. In this paper, the
proposed control strategy employs a PLL algorithm, similar to that presented in [14], in
order to allow the converter to operate effectively under a wide range of frequencies, such
as the conditions of microgrids herein employed.

Frequency and amplitude variations are part of the operation of microgrids and weak-
grid systems [14]; therefore, power converters connected to these kinds of networks require
controllers capable of avoiding a fall into overmodulation or even instability [4]. Research
conducted in [18] has demonstrated that variations in microgrid voltage can result in
variations in the operating region. Specifically, when the frequency increases, the operating
region is reduced due to an increase in passive filter impedance. On the other hand, under
voltage swell conditions, the operating region is also decreased due to a reduction in the
voltage difference between the injected voltage (vo

abc, due to the DC voltage) and the grid
voltage vs

abc, as described in [19,20]. It is crucial to note that power converters connected
to microgrids may fall out of the operating region, and as such, power converter control
must be designed to work under these conditions.

Due to the converter operating region studied, some of the latest control strategies
propose a limit control on the Active/Reactive Power (PQ) plane operating region under
unfavorable conditions [20,21]. These papers propose a way to overcome this issue by
modifying the operating region in order to avoid overmodulation, which is the result of
working out of the operating region.

As previously mentioned, the operating region can be reduced due to the operating
conditions of a microgrid; for example, an increase in voltage frequency and/or swell
amplitude variation. Therefore, in this work, a control method to overcome the operating
region issue is presented; specifically, overmodulation is overcome by including the modifi-
cation of the power factor and increasing the DC-link voltage whilst trying to maintain solar
energy injection as high as possible. The proposed algorithm is designed for a single-stage
DC/AC converter, and thus, increasing the DC voltage requires stepping away from the
maximum power point (MPP) and should therefore be avoided as much as possible and
only employed when necessary to overcome overmodulation, which may lead to instability.
As a result, an overmodulation protection algorithm is proposed that allows the converter
to continue operating over a wide frequency range and sag/swell conditions, at the cost of
briefly losing the MPP of the photovoltaic system and the unit power factor.

The proposed control strategy is simulated and applied to a photovoltaic system using
PSim© software. Finally, several experimental tests are carried out to validate the model
by means of a laboratory prototype setup and the use of a TMS320F28335 digital signal
controller (DSC) board from Texas Instruments to visualize some of the internal control
variables through the graphics tool of the Code Composer Studio software. The most
relevant conclusions of the work are also included.

2. Power Converter Model

A PV system connected to the point of common coupling (PCC) using a Voltage
Source Inverter (VSI) configuration is shown in Figure 1. It can be mathematically modeled
through the Kirchhoff laws.
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Employing the SPWM modulation technique, with injected voltage vo
abc and injected

current isdc, can be defined as:

vo
abc = Gacmabcvdc and isdc = Gac(mabc)

T
is

abc (1)

where Gac represents the modulation technique gain and mabc, the modulation function for
each phase.

Analyzing the circuit in Figure 1, the voltage equation on the AC side results in:

vo
abc = Ris

abc + L
dis

abc

dt
+ vs

abc ⇒ dis
abc

dt
=

Gacvdc

L
mabc − R

L
is

abc − 1
L

vs
abc (2)

On the other hand, on the DC side, it can be found that idc = ic + isdc, and therefore the
DC-link capacitor model including (1) results in:

Cdc
dvdc

dt
= idc − is

dc ⇒ dvdc

dt
=

1
Cdc

(
idc − Gac(mabc)

T
is

abc
)

(3)

Thus, Equations (2) and (3) model the power system dynamically. However, to work
with continuous variables, the dq Park Transformation can be employed. Then, over the
continuous variables system, it is possible to apply classical control theory to manage the
currents and voltages. Consequently, by applying the Park transform to Equations (2) and
(3), it is obtained:

dis
dq

dt
=

1
L

Gacmdqvdc − R
L

is
dq −Wis

qd − 1
L

vs
dq (4)

where W =
[

0 −ω
ω 0

]
,ω = 2πf, and f is the grid frequency.

dvdc

dt
=

1
Cdc

(
idc − Gac

(
isdmd + isqmq

))
(5)

Therefore, the nonlinear dynamic model of the system in Figure 1 is depicted in Equations (4)
and (5).

3. Operation Region

In most grid-tied applications, the voltage maintains constant parameters (frequency
and amplitude) and, consequently, the control is designed under these circumstances.
However, in microgrids, the voltage frequency and amplitude may vary considerably due
to their small electric system inertia [22]. These variations affect the converters and their
respective operating regions [23].

A study of the operating region allows us to obtain the set of operation points where
no overmodulation is reached. In addition, it helps to mark off the zone where the power
converter engages overmodulation and, therefore, the model in (4) and (5) is not valid.
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Such a region is computed when the converter is in steady state, i.e., the derivations in (4)
and (5) are equal to zero because the model is in dq reference frame. Thus, the operating
region is found from the following equations:

0 =
1
L

Gacmdqvdc − R
L

is
dq −Wis

qd − 1
L

vs
dq (6)

0 =
1
C

(
idc − Gac

(
isdmd + isqmq

))
(7)

In addition, the equation that relates the power factor (pf ) and the currents in the syn-
chronous axis can be stated as:

is
q = −isd tan

(
cos−1(p f )

)
(8)

Subsequently, it is possible determine a relationship for mdq, as a function of the state
variables and system parameters, as:

md =
p f · vs

d + R · p f · isd + L · is
d ·ω

√
(1− p f 2)

Gac · p f · vdc (9)

mq =
p f · vs

q − R · is
d
√
(1− p f 2) + L · p f · is

dω

Gac · p f · vdc (10)

where the q-axis current is:

isq = −is
d
√

1− p f 2

p f
(11)

Then, to obtain the operating region, a sweep for values of vdc and idq is performed.
These values are entered into a Matlab® script and all possible values of modulators are
obtained, delivering the overmodulation information. One way to see the region graphically
is by considering a valid model (VM) and a not valid model (NVM), which represent no
overmodulation and with overmodulation, respectively. Therefore, to avoid this issue, and
considering a carrier from −0.5 to 0.5 p.u., the modulator amplitude condition that must be
met is the following:

Mdq =
√
(2/3)

√(
md
)2

+ (mq)2 ≤ 0.5 (12)

To graph the operating region considering the restriction in (12), the parameters of the
system must be defined, which are listed in Table 1.

The simulation is performed in Matlab® to obtain the 3D plot of the operating region,
presented in Figure 2. The plot shows the overmodulation zone in red, and in blue when
Equation (12) is satisfied, i.e., where the model is valid.
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Other interesting cases to analyze involve how the operating region behaves under
different power factors. The main studied cases are: (i) unity, (ii) inductive pf of 0.93, and
(iii) capacitive pf of 0.93. The simulation results of the three cases are presented in Figure 3,
operating with a fixed frequency of 50 Hz. It can be observed that the converter has the
greatest valid model (VM) region when the pf is inductive, a smaller region for unity pf,
and the smallest VM region when capacitive pf is imposed.
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Table 1. Inverter simulation parameters.

Parameter Value

Vs 380 Vrms
R 0.4 Ω
L 7 mH

Cdc 2.35 mF
vdc 660–900 V
isd 0–85 A
pf Unitary
f 50 Hz

The effect of changing the pf on the power converter operating region is summarized
in Table 2, where the unity pf is taken as the reference. It is easy to note that the operating
region is increased by around 12% for an inductive pf and reduced by around 12% for a
capacitive pf. This result presents an opportunity to increase the operating region.

Table 2. Variation of operation region due to variation of pfref.

Parameter Value %Variation

pfref 1 0% (reference)
pfref 0.93 (inductive) 12.5708%
pfref 0.93 (capacitive) −12.2076%

It is important to highlight that frequency affects the operating region because of the
natural frequency response of inductances and capacitances. Figure 4 shows the results
considering a unitary pf, tested for different frequencies: 30 Hz, 50 Hz, and 100 Hz. It can
be observed that the greater the frequency value, the smaller the valid model operating
region obtained. Therefore, with a lower frequency and more inductive pf, a greater linear
operation region can be obtained for the inverter. However, in this case, frequency is a
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disturbance and cannot be employed to enlarge the operating region, but the control can be
aware that increasing frequency will decrease the operating region.
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4. Phase-Locked-Loop

To ensure proper current control, the power converter needs to be synchronized with
the grid mains, and the Phase Lock Loops (PLL) algorithm is one of the solutions to achieve
phase tracking [14].

The synchronizer used in this work seeks to maintain N samples per period inde-
pendent of the grid frequency (external signal), i.e., the algorithm constantly changes the
sampling time to track the grid frequency.

This PLL operates based on two variables: an external variable, ug, and an inter-
nal variable. The external variable is sensed from the three-phase voltage and can be
mathematically represented as:

ug = Ug
[
sin
(
θg
)

sin
(
θg − 2π

3
)

sin
(
θg +

2π
3
)]T (13)

Similarly, the internal variable has a behavior that can be described as:

ui(k) =
[
cosine(n0(k)) cosine

(
n− 2π/3(k)

)
cosine

(
n+ 2π/3(k)

)]T (14)

where cosine(·) represents the N samples discretization of the cosine function, such that:

cosine(m) = cos
(

2π

3
m
)

, m ∈ {0, 1, 2, . . . , N − 1} (15)

Each sampling time updates the values of n0(k), n−2π
3
(k), and n+2π

3
(k) according to:

n0(k) = n0(k− 1) + 1 (16)

n−2π
3
(k) = n−2π

3
(k− 1) + 1 (17)

n+2π
3
(k) = n+2π

3
(k− 1) + 1 (18)

with n0(0) = 0, n−2π
3
(0) = 2N/3, and n+2π

3
(0) = N/3. Therefore, for the divisions to be

integer numbers, this synchronizer requires a quantity of samples for periods in multiples
of three for its correct operation.
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The dot product between the external and internal signals gives the result in (19) as:

u(k) = (3/2)Ug sin
(
θg(t)− 2πn0(k)/N

)
(19)

Moreover, to achieve synchronism, (19) requires that 2πn0(k)/N = θg(t) − 2mπ, or in other
words, u(k) = 0, with m ∈ Z:

θi(k) = θg(k) + 2mπ⇒ u(k) = 0 (20)

To track the grid frequency, a discrete PI controller is employed [24]:

Ts(k) = Ts(k− 1)− kpu(k) + akpu(k− 1) (21)

The algorithm, shown in Figure 5, is tested by means of computer simulation using PSim®,
as shown in Figures 6 and 7, such that there are N = 204 samples per period. The PI
controller gains kp = 2.494 × 10−4 and a = 0.98.
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In Figure 6, it can be seen how the PLL correctly follows the frequency of the grid, in-
creasing the value of N until it achieves 204. This is how the sinusoidal signal is constructed,
and at 0.2 s and 0.35 s, it can be observed how the variation in frequency affects the signal,
but the PLL instantly adjusts the new value of Ts. In the same way, the synchronization of
each phase of the grid can be observed in Figure 7. It is important to note that the amplitude
of the grid is divided by 311 for better comparison with the modulating reference signal,
which uses the implemented algorithm as a speed reference. Throughout the simulation,
it can be seen that the reference is in synchronization with the grid, including during the
perturbation time.

5. MPPT-Based Perturbation and Observation

Electric power generation systems based on PV modules require DC/AC power
converters to interface between the DC photovoltaic array and the AC electrical grid to
inject the conditioned power. In some applications, this conversion is completed in two
stages: first, a DC/DC conversion to extract the maximum power from the PV array and to
increase the DC voltage on the DC-link capacitor, then a DC/AC inverter. However, in many
photovoltaic generation systems, the implementation of the first DC/DC stage is not desired
because it requires additional control and increases losses that can be avoided [25–27].
Therefore, with a suitable design of the PV array, it is possible to reach a voltage level
sufficient to feed the DC link. As result, the overall system increases in efficiency and
only requires regulating the DC voltage based on environmental conditions. Therefore, in
this research, a single-stage DC/AC converter is selected, which also tracks the MPP to
maximize the power injected into the grid.

There are different MPPT algorithms, but the most commonly used method is P&O
due to the simplicity of its implementation [28]. Thus, the behavior of the P&O with
variable step and its behavior when implemented in a power converter under distorted
grid frequency is studied.

The principle of operation of the P&O algorithm is based on manipulating the DC-link
voltage by increasing or decreasing DC-link voltage (vdc) as a function of power variation
to track the MPP. If the path specifies an increase in voltage, because increasing the voltage
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increases the power, the P&O algorithm will continue to do so until the power starts to
decrease, at which point the algorithm takes the opposite action by reducing the voltage
at the solar array. Additionally, a minimum and maximum voltage variation (δvmin and
δvmax) are defined based on the point of operation on the P-V curve of the array. In this
algorithm, it is necessary to calculate the power on each iteration and analyze it with respect
to the previous one if the actual power, p(k), is greater or lesser than the previous p(k − 1).
If the difference between p(k) and p(k − 1) is greater than a tuning parameter M (where
M depends on the array power and desired separation), the maximum voltage variation
δvmax is used. If the difference is less than M, it means the MPP has been reached and the
minimum voltage variation δvmin is used, as shown in Figure 8.
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As the MPPT algorithm runs in the same script as the converter’s main controller,
both share the sampling time, Ts, which, as previously mentioned, varies depending on
the grid frequency. In order to minimize the voltage step variation per time caused by the
variable sampling frequency, this paper proposes normalizing the voltage step variation as
a function of the sampling time, as follows:

δv = δv
TsPLL

Ts
(22)

If this normalization is neglected, the MPPT algorithm exhibits oscillations, as shown in
Figure 9. However, the proposed normalization in (22) mitigates the effect of the variable
sampling frequency, as also shown in Figure 9.
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6. Power Converter Control

After defining the MPPT, the VSI controller is studied in this section. The injection
strategy is separated into three parts, as outlined below.

6.1. Non-Linear Feedback Control

From (4), the dq-axis current dynamics can be expressed mathematically as:

disd

dt
=

1
L

Gacmdvdc − R
L

isd +ωis
q − 1

L
vs

d (23)

dis
q

dt
=

1
L

Gacmqvdc − R
L

is
q −ωis

d − 1
L

vs
q (24)

It can be observed from Equations (23) and (24) that the system is nonlinear and coupled.
Therefore, a nonlinear control strategy that employs state feedback is chosen. The exact
linearization method is used by introducing two new variables, w1 and w2, as inputs to the
power converter and by imposing that:

w1 =
dis
dt

d
, w2 =

disq

dt
(25)

Thus, the Transfer Functions that relate isd, isq, w1, and w2, respectively, are integrators.
By substituting w1 and w2 into Equations (23) and (24), the modulators are controlled to en-
sure a linear response within the boundaries of the operating region. Solving Equations (23)
and (24) defines the modulators as functions of state variables, with new inputs w1 and w2
and the disturbances as follows:

md =
1

Gacvdc

[
Lw1 + Risd + vs

d − Lωis
q
]

(26)

mq =
1

Gacvdc

[
Lw2 + Risq + vs

q + Lωis
d
]

(27)

It is important to note that these modulators enable the current response to be linear
and decoupled within the operating region, thereby allowing for the easy definition of
single-input single-output controllers.
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6.2. PI Control of Currents

The control of the is
dq current is based on a PI controller that approximates the plant

as a pure integrator, as shown in Equation (25). The PI controller has the following ideal
transfer function:

HPI(s) = Kc
PIi
(

1 +
1

Ti
PIis

)
(28)

Thus, the closed-loop transfer function results:

HLC(s) =
Kc

PIi

Ti
PIi (Tis + 1)

s2 + KcPIis + Kc PIi

Ti
PIi

(29)

The dumping factor, ξ, is set to 0.707 through analytical tuning to achieve an overshoot
of less than 5%. The natural frequency, ωn, is set to 2π/Tp, where Tp = k(L/R) and k is a
factor that represents the response of the closed-loop system. For k = 0.5, the closed loop is
faster, and the controller is designed with gains Kc

PIi = 740 and Ti
PIi = 2.7 × 103. However,

the zero, caused by (Tis + 1), can increase the overshoot, but this has been resolved by
incorporating a filter reference (Figure 10a).
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6.3. Active Power PI Control Design

Additionally, to control the currents, the converter requires an outer power control
loop, which directly impacts the ability to regulate the energy injected into the grid, the
imposed power factor, and the required reactive power reference.

From a power balance of the system, the active power can be defined as ps = ppv −
pRL − pCdc, where pRL is the power losses in the RL filter, pCdc is the power in the DC-link
capacitor, ppv is the power supplied by the PV array, and ps is the active power injected into
the grid.
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For the active power control design, the plant transfer function in the Laplace domain
is used: HCdc(s) = 2/(Cdcs), which can be obtained from the expression of the energy in a
capacitor [29]. Given that the plant has only one pole, it is possible to use a PI control to
achieve zero steady-state error. Therefore, the closed-loop transfer function for the power
PI controller results in (30). Applying analytical tuning with ξ = 0.707, Cdc = 2.35 mF, and
ωn

PIi is at least 12 times faster than the current ωn
PIp. The gains for the power PI controller

can be obtained as Kc
Pip = Cdcξωn and Ti

PIp = 2 Kc
Pip/(Cdcξωn

2).

HLC,Cdc(s) =
2Kc

PIp

Cdcs

(
1 + 1

Ti
PIps

)
s2 + 2Kc PIp

Cdc
s + 2Kc PIp

CdcTi
PIp

(30)

6.4. Reactive Power Control

Even though the main characteristic of a PV system is active power injection, related
to the d-axis current, it is possible to provide the power control system with reactive power
regulation through the q-axis current, as shown in Figure 10, [30]. The reactive power
reference can be obtained as a function of the active power reference and the desired power
factor, as:

qs,re f = ±
√√√√ 1(

p fre f

)2 − 1 · ps,re f (k) (31)

From (31),

√(
p fre f

)−2
− 1 can be defined as a constant value, Kpf; thus, (31) results in:

qs,re f = ±Kp f · ps,re f (k) (32)

The block diagram presented in Figure 10 shows the voltage/power control loop
where the active and reactive power references are obtained. These are later introduced in
the internal control loop as dq-axis current references.

6.5. Overmodulation Control Based on Operation Region

One important drawback of a power converter connected to a microgrid is that the
operating region (amplitude and frequency) may vary. In this paper, an overmodulation
control is proposed to mitigate the effects of this reduction in the operating region. The
results, shown in Figures 3 and 4, conclude that as the frequency increases and the voltage
amplitude increases, the operating region is reduced. Therefore, the proposed overmodula-
tion control aims to counteract these effects. The proposed control diagram is simplified in
Figure 11 by introducing the main steps the algorithm followed to avoid overmodulation.
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As presented in Section 3, the valid area of the operating region is always greater when
increasing the DC-link voltage (vdc). This is independent of variations in the grid frequency,
amplitude, or a non-unity power factor. As can be seen in Figures 3 and 4, an increment of
vdc allows for a larger valid operating region. As the MPPT is based on varying the voltage
in vdc, when overmodulation occurs, the MPPT will be momentarily disconnected.

On the other hand, the effects of the power factor in the operating region, presented
in Figure 3, show that to relieve the converter in an overmodulation situation, changing
from an operating state with a unity power factor to an inductive power factor allows for
obtaining a greater region for the converter. Therefore, another part of the proposal to
counteract overmodulation is to control the inverter between unity and inductive power
factor to enlarge the VM region.

From the previous analysis, to enlarge the operating region in the proposed algorithm,
both effects will be used, i.e., control over the DC-link voltage vdc and power factor pf.

The proposed algorithm, shown in Figures 12 and 13, is separated into two main steps,
explained in detail later. To avoid entering the overmodulation control loop in transient
time, where the modulator may be out of range momentarily, the following sentence is first
encountered:

f
(∣∣∣ 1

L Gacmdqvdc − R
L is

dq −Wis
qd − 1

L vs
dq
∣∣∣ < ε

)
Transient = 1

else

Transient = 0

(33)

where ε = [ε1 ε2]T and ε1, ε2 are parameters to be syntonized, and for the experimental
setup, a value of 5 × 10−3 was used. If the condition in (33) is met, it can be said that the
system is in a steady-state condition.

In order to avoid changing from step to step at all time, the algorithm will pass to the
next step only if the “count” reaches “Time_wait”, raising the Action Time Control (ATC)
flag “Flag_ATC” (see Figure 12) and giving enough time to reach the steady-state condition,
avoiding oscillations between the steps and cases (presented later), where “Time_wait” is a
tuning parameter.
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Given that the proposed control strategy is based on the exact value of the modulator
Mdq, a low-pass filter must be implemented to attenuate undesirable noise for this variable:

M f (k) = e−
1

N·50
70m M f (k− 1) +

(
1− e−

1
N·50
70m

)
Mdq(k) (34)

Using N = 204 from PLL algorithm, it is obtained:

M f (k) = 0.9986 ·M f (k− 1) + 0.0014 ·Mdq(k) (35)

Overmodulation Control Step by Step

• First Step: The first step looks for overmodulation, (12), while the power converter is
in normal operation. If the filtered signal Mf is greater than Mmax, the first action is to
enlarge the operating region by changing the power factor to 0.96 inductive, which
gives room for the second step.

• Second Step: The second step is activated only when the First Step has already been
activated (in Figure 13 related to “Step == 1”), and it is divided into three cases:

# Case 1: If the filtered Mf is greater than the maximum value Mmax, then the
worst state is happening. MPPT is deactivated to increase the voltage and
therefore increase the operating region, such that:

vdc
re f (k) = vdc

re f (k− 1) + Ti
ro(1 + ∆ro)vdc

re f (k− 1) (36)

In addition, the power factor is kept at 0.96 inductive.
# Case 2: When the filtered Mf is within the range [Msub-max·Mmax, Mmax], where

Msub-max is an adjustable parameter of sub maximum. For this work, a value of
Msub-max = 0.9 is used. Then, the system is kept in the actual position since it is
possible that the problem (over voltage or over frequency) is still ongoing.

# Case 3: If the filtered Mf is below Msub-max·Mmax, then it is said that the system
is out of trouble and can return to normal operation. Therefore, the MPPT
is reactivated, the power factor is set to unity, and the “look up Step 1” is
activated.

Thus, the aforementioned algorithm is able to deal with the overmodulation caused
by grid disturbances.

6.6. Overmodulation Control Based on Operation Region

The primary advantages of the algorithm lie in its ease of implementation and the
ability to be integrated with other injection-control techniques, with the goal of delivering
greater stability to the grid. Conversely, a major disadvantage in its implementation is the
high total computation time required for all associated strategies in systems characterized
by imbalanced amplitude and a wide frequency range. However, the proposed strategy
is characterized by low cost, which served as a focal point for improvement during the
implementation process. Table 3 illustrates the advantages and disadvantages of comparing
the proposed algorithm with others found in the literature.

In [31], The paper discusses different overmodulation strategies used in modern
space vector PWM converters, analyzing their voltage transfer ratio (VTR) and low-order
harmonics. The complexity of the modulation algorithm is elaborated, and the accuracy
and linearization of the VTR are obtained through Fourier transform analysis. The current
paper is appended to the table with the primary objective of categorizing all the strategies
in comparison with the proposed approach presented in this study.

In [32], an improved overmodulation strategy is proposed for a 3L-NPC-VSI in a
maglev traction system. The strategy, based on the minimum amplitude error method,
increases DC-bus voltage utilization and adopts a virtual space vector modulation strategy
for NP voltage balance, CMV suppression, and leakage current suppression.
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In [33], a simple formulation of the virtual-vector-based PWM strategy for multilevel
three-phase neutral-point-clamped (NPC) DC-AC converters is presented. The algorithm
maintains capacitor voltage balance in every switching cycle and is applicable to any num-
ber of levels and operating conditions, including overmodulation. Simulation results con-
firm the effectiveness of the proposed formulation. This paper provides a comprehensive,
effective, and simple PWM formulation for multilevel, three-phase NPC DC–AC converters.

The aforementioned studies are summarized in Table 3.

Table 3. Comparative table.

[31] [32] [33] Proposed Algorithm

Difficulty of Implementation Medium Medium Medium Low
Computing Time Medium Medium High Low

Modular Capacity yes No Yes Yes
Dependent on Topology (VSC

CSC) Yes Yes Yes No

Load/Generation Usage Load Generation? (Inverter) Generation (inverter) Generation

7. Results

This section presents the simulated and experimental results related to the proposed
algorithm for microgrids and weak-grid systems with larger variations in their quantities,
such as frequency and amplitude in the grid voltage.

7.1. Simulation Results

Simulations are performed in PSim® software, and the parameters are listed in Table 4.
The main waveforms of the simulation that validate the mathematical analysis of the
photovoltaic system are shown in Figure 14.

Table 4. Simulation parameters.

Parameter Value

Inverter and grid

Vs (Grid voltage) 380 Vrms
R (Inductive losses) 0.4 Ω
L (Inductive filter) 7 mH
Cdc (DC-link filter) 2.35 mF

S (Standard operating condition) 1000 W/m2

T (Standard operating condition) 25 ◦C
pf (Nominal power factor) 1

PV Array

Rs (Series resistance) 8 mΩ
Rsh (Shunt resistance) 1000 Ω

I0 (Short circuit current) 3.8 A
IS0 (Saturation current) 216 µA

n (Ideality factor) 1.2 p.u
Ct (Temperature coefficient) 0.0024

Figure 14a shows the variation in the overmodulation indicator, which exceeds the
maximum value, Mmax, when the frequency goes from 50 to 90 Hz at t = 0.3 s. Under this
condition, the algorithm first generates a new reference in the pf, as shown in Figure 14b.
However, it is not sufficient to reduce the overmodulation indicator. Then, the second
action is to increase the reference of vdc, as shown in Figure 14c. After vdc is increased,
the MPP is sacrificed for a short interval of time, until it is visually confirmed that the
overmodulation indicator is stable below the configured threshold, as shown in Figure 14d.
At approximately t = 0.33 s, the system returns from overmodulation. However, after
a given time, and since the system is not out of trouble, the pf returns from unity to
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0.96 (inductive), and MPPT is deactivated once again. After the frequency goes down to
50 Hz, the MPPT is reactivated, and the power factor is set to unity again, taking the place
of the traditional power converter control. The efficiency of the proposed system is above
94% for currents below 50 A, where losses are considered to be in the IGBTs and in the RL
input filter, and inductor losses are considered the most important.
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Figure 14. Simulation results of proposed overmodulation control under variations in frequency
based on Operation Region Research. (a) Modulators; (b) pf control; (c) control result in vdc-
Link; (d) maximum extractable power tracking (PMPPT) versus theoretical maximum extractable
power (PMax).

7.2. Experimental Results

The experimental results are obtained from a prototype setup, shown in Figure 15,
that emulates the system presented in Figure 1; the system parameters are listed in Table 5.
The hardware setup includes a programmable source California Instruments CSW 5550, a
TMS320F28335 DSP-based board, and solar cells. The programable source is employed to
simulate the microgrid by varying the frequency and amplitude in the supply voltage to
make it possible to popup the proposed algorithm. The CSW 5550 programable source is
not regenerative, and therefore a parallel load is required to keep the current flow out from
the source at all times. The final implementation diagram is shown in Figure 16, where the
load RL and LL dissipate the power.

Table 5. PV parameters.

Parameter Value

Inverter and grid

Vs 21 Vrms
R 0.5 Ω
L 12 mH

Cdc 2.35 mF

PV Array (5 panels)

Pmax 10 W
Vmpp 17.8 V
Impp 0.56 A
Voc 21.6 V
Isc 0.61 A
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three cases and is shown in Figure 15. In Figure 17a, the normal operation regime without 
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to overmodulation produced by an abrupt shift in the grid frequency from 50 to 90 Hz, 
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Figure 15. Experimental configuration for testing the proposal control. (a) Oscilloscope; (b) voltage
source power inverter—inductors—sensors and conditioning circuit, DSC; (c) resistive load; (d) PV
Array; (e) laptop for programming the DSC; (f) 3-Ø AC programming source.
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Figure 16. Experimental power injection system.

The proposed control validation is obtained from the experimental results of the three
cases and is shown in Figure 15. In Figure 17a, the normal operation regime without
overmodulation and nominal conditions is shown. In Figure 17b, the system response
due to overmodulation produced by an abrupt shift in the grid frequency from 50 to
90 Hz, including a swell in the grid amplitude, is shown. Finally, Figure 17c depicts the
system response when the frequency returns to 50 Hz and returns to the state before the
disturbance. Thus, it is mandatory to run the overmodulation compensation to counteract
the voltage variation. Despite the step change being hard to find in real applications (where
changes are softened), it allows us to see the control response performance with a more
challenging disturbance, where, as can be seen from results, it has been properly followed
by the system.

The results present the expected behavior of the variables for the inverter control. It is
observed how the voltage in vdc increases in an overmodulation situation and then returns
when the overmodulation has elapsed. However, these signals alone are not sufficient to
validate the operation of the proposed control algorithm. Therefore, to view and validate
the proposal, Figure 18 shows the results obtained from the internal variables of the DSC
program platform. By including a programmed buffer in the Code Composer Studio (CCS)
code, the signals of interest were acquired, displayed, and captured in Figure 18. Figure 18a
shows the main internal variables of the CCS. In Figure 18b, Mf is shown, which presents
overmodulation when the frequency changes, as shown in Figure 17b. Figure 18e presents
the change in the power factor to increase the operating region as the overmodulation
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goes beyond the limits. In Figure 18d, it is also observed how the voltage acts in order to
mitigate the effects on the entire system. In summary, Figure 18 is able to show sequentially
the procedure explained in Figure 13. The most important part of Figure 18 is that this
plot reveals that the response follows the algorithm’s steps by changing the power factor
(disabling the MPPT), then changing the voltage to reach the modulation amplitude that is
allowed and settled as Mmax. Once the system returns to nominal values, the MPPT is again
enabled, together with the power factor (see Figures 17 and 18). Thus, the experimental
tests are set up in order to force the system to go into an overmodulation condition and
then to be compensated by the designed algorithm. The internal variables (see Figure 18)
are of particular interest because they show how the algorithm tries to compensate for the
overmodulation by changing the power factor and the DC-link voltage.
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8. Conclusions

Microgrids have been shown to exhibit variations in frequency and amplitude due to
their low inertia. One of the main problems related to voltage variation is the change in the
operating region, which means that the point of operation may fall out of the valid region.
Therefore, in this work, an algorithm is proposed to deal with these changes by employing
the characteristics of the power converter such as its operating region variation as a function
of the power factor and the DC voltage. The control algorithm first includes reactive power
to avoid overmodulation while still trying to keep the MPPT working to improve overall
system efficiency. However, if this is not sufficient, the next step is to deactivate the MPPT
algorithm to increase the DC voltage and therefore increase the operating region, trying to
avoid overmodulation. Thus, maximum power extraction is sacrificed for a short period
of time.

The algorithm, based on the aforementioned criteria, in conjunction with a nonlinear-
based control for the dq-axis currents and PI strategy for the DC voltage, can work in an
extended operating region based on the model certainties. The entire system response
has satisfactory results in simulations and experiments, extending the operating region by
employing the proposed algorithm by around 12% using the first step of reactive power
control. Therefore, power converters can be employed in microgrids where amplitude and
frequency can vary notably. For future work, it is of interest to implement the proposal in
microgrids with an unbalanced system in voltage amplitude. In this way, this proposal
contributes to keeping microgrid power generation systems in operation under the most
unfavorable conditions, without the need to shut down power due to disturbances.

Author Contributions: The author contributions are as follows: Conceptualization, M.G. and J.R.;
methodology, M.G. and J.R.; software, M.G. and R.M.; validation, M.G. and R.M.; formal analysis,
J.R. and J.M.; investigation, M.G. and R.M.; resources, J.R.; data curation, J.S.; writing—original
draft preparation, M.G. and J.R.; writing—review and editing, D.D.; visualization, M.G. and J.R.;
supervision, J.R. and J.E.; project administration, J.R.; funding acquisition, J.R. All authors have read
and agreed to the published version of the manuscript.



Energies 2023, 16, 3157 21 of 22

Funding: This research was funded by the project ANID/FONDECYT 1191028, the Universidad del
Bío-Bío, DICREA [2260136 IF/R], and the Group of Renewable Energies and Energy Efficiency from
the Universidad del Bío-Bío [2160180 GI/EF].

Data Availability Statement: Not applicable.

Acknowledgments: The authors wish to thank the financial support from Universidad del Bío-Bío,
the Department of Electrical and Electronic Engineering, ANID/FONDAP/SERC 15110019, and
ANID/FONDEQUIP/EQM140148.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Qazi, A.; Hussain, F.; Rahim, N.A.; Hardaker, G.; Alghazzawi, D.; Shaban, K.; Haruna, K. Towards Sustainable Energy:

A Systematic Review of Renewable Energy Sources, Technologies, and Public Opinions. IEEE Access 2019, 7, 63837–63851.
[CrossRef]

2. Alqahtani, S.; Shaher, A.; Garada, A.; Cipcigan, L. Impact of the High Penetration of Renewable Energy Sources on the Frequency
Stability of the Saudi Grid. Electronics 2023, 12, 1470. [CrossRef]

3. Alam, M.N.; Chakrabarti, S.; Ghosh, A. Networked Microgrids: State-of-the-Art and. IEEE Trans. Ind. Inform. 2019, 15, 1238–1250.
[CrossRef]

4. Rohten, J.; Villarroel, F.; Pulido, E.; Muñoz, J.; Silva, J.; Perez, M. Stability Analysis of Two Power Converters Control Algorithms
Connected to Micro-Grids with Wide Frequency Variation. Sensors 2022, 22, 7078. [CrossRef] [PubMed]

5. Schneider, K.P.; Radhakrishnan, N.; Tang, Y.; Tuffner, F.K.; Liu, C.C.; Xie, J.; Ton, D. Improving Primary Frequency Response to
Support Networked Microgrid Operations. IEEE Trans. Power Syst. 2019, 34, 659–667. [CrossRef]

6. Liu, C.; Fang, J. Analysis and Design of Inertia for Grid-Tied Electric Vehicle Chargers Operating as Virtual Synchronous Machines.
Appl. Sci. 2022, 12, 2194. [CrossRef]

7. Suganthi, R.; Pandi, M. Improved three phase H-7 transformerless inverter with DPWM to reduce leakage current using CNN
based deep learning technique. Artif. Intell. Rev. 2023, 56, 1319–1347. [CrossRef]

8. Morales, R.; Garbarino, M.; Muñoz, J.; Baier, C.; Rohten, J.; Esparza, V.; Bío-bío, U.; Dewar, D. Grid Connected PV System with
New MPPT Estimation Method Based on Measuring Cells. In Proceedings of the IECON 2019—45th Annual Conference of the
IEEE Industrial Electronics Society, Lisbon, Portugal, 14–17 October 2019; pp. 2208–2213.

9. Flota-Bañuelos, M.; Espinosa-Trujillo, M.; Cruz-Chan, J.; Kamal, T. Experimental Study of an Inverter Control for Reactive Power
Compensation in a Grid-Connected Solar Photovoltaic System Using Sliding Mode Control. Energies 2023, 16, 853. [CrossRef]

10. Khodair, D.; Motahhir, S.; Mostafa, H.H.; Shaker, A.; Munim, H.A.E.; Abouelatta, M.; Saeed, A. Modeling and Simulation of
Modified MPPT Techniques under Varying Operating Climatic Conditions. Energies 2023, 16, 549. [CrossRef]

11. Harrison, A.; de Dieu Nguimfack Ndongmo, J.; Alombah, N.H. Robust Nonlinear Control and Maximum Power Point Tracking
in PV Solar Energy System under Real Environmental Conditions. In Proceedings of the ASEC 2022, Online, 1–15 December 2022;
MDPI: Basel Switzerland, 2022; p. 49.

12. Hu, J.; Li, Z.; Zhu, J.; Guerrero, J.M. Voltage Stabilization: A Critical Step Toward High Photovoltaic Penetration. IEEE Ind.
Electron. Mag. 2019, 13, 17–30. [CrossRef]

13. Altbawi, S.M.A.; Mokhtar, A.S.B.; Khalid, S.B.A.; Husain, N.; Yahya, A.; Haider, S.A.; Alsisi, R.H.; Moin, L. Optimal Control of a
Single-Stage Modular PV-Grid-Driven System Using a Gradient Optimization Algorithm. Energies 2023, 16, 1492. [CrossRef]

14. Rohten, J.A.; Silva, J.J.; Munoz, J.A.; Villarroel, F.A.; Dewar, D.N.; Rivera, M.E.; Espinoza, J.R. A Simple Self-Tuning Resonant
Control Approach for Power Converters Connected to Micro-Grids with Distorted Voltage Conditions. IEEE Access 2020,
8, 216018–216028. [CrossRef]

15. Smadi, I.A.; Kreashan, H.A.; Atawi, I.E. Enhancing the Filtering Capability and the Dynamic Performance of a Third-Order
Phase-Locked Loop under Distorted Grid Conditions. Energies 2023, 16, 1472. [CrossRef]

16. Zare, A.; Moattari, M.; Melicio, R. Distributed Generation Control Using Modified PLL Based on Proportional-Resonant Controller.
Appl. Sci. 2020, 10, 8891. [CrossRef]

17. Mishra, M.K.; Lal, V.N. An Enhanced Control Strategy to Mitigate Grid Current Harmonics and Power Ripples of Grid-Tied PV
System Without PLL Under Distorted Grid Voltages. IEEE J. Emerg. Sel. Top. Power Electron. 2022, 10, 4587–4602. [CrossRef]

18. Rohten, J.; Espinoza, J.; Silva, J.; Munoz, J.; Sbarbaro, D.; Baier, C.; Espinosa, E. Operating region and control for power converters
connected to a variable frequency and amplitude voltage grid supply. In Proceedings of the 2015 IEEE International Conference
on Industrial Technology (ICIT), Seville, Spain, 17–19 March 2015; IEEE: Piscataway, NJ, USA, 2015; pp. 1094–1099.

19. Lamb, J.; Mirafzal, B. Grid-Interactive Cascaded H-Bridge Multilevel Converter PQ Plane Operating Region Analysis. IEEE Trans.
Ind. Appl. 2017, 53, 5744–5752. [CrossRef]

20. Hao, Q.; Li, B.; Sun, Y.; Wu, L.; Wang, S. Operating Region and Boundary Control of Modular Multilevel Converter Station under
Unbalanced Grid Conditions. IEEE Trans. Power Deliv. 2020, 35, 1146–1157. [CrossRef]

http://doi.org/10.1109/ACCESS.2019.2906402
http://doi.org/10.3390/electronics12061470
http://doi.org/10.1109/TII.2018.2881540
http://doi.org/10.3390/s22187078
http://www.ncbi.nlm.nih.gov/pubmed/36146425
http://doi.org/10.1109/TPWRS.2018.2859742
http://doi.org/10.3390/app12042194
http://doi.org/10.1007/s10462-022-10187-4
http://doi.org/10.3390/en16020853
http://doi.org/10.3390/en16010549
http://doi.org/10.1109/MIE.2019.2906844
http://doi.org/10.3390/en16031492
http://doi.org/10.1109/ACCESS.2020.3041528
http://doi.org/10.3390/en16031472
http://doi.org/10.3390/app10248891
http://doi.org/10.1109/JESTPE.2021.3107869
http://doi.org/10.1109/TIA.2017.2726498
http://doi.org/10.1109/TPWRD.2019.2935808


Energies 2023, 16, 3157 22 of 22

21. Yue, C.; Hao, Q.; Wang, S. Operating Area of Modular Multilevel Converter Station Considering the Constraint of Internal
Dynamics. In Proceedings of the 2019 4th IEEE Workshop on the Electronic Grid (eGRID), Xiamen, China, 11–14 November 2019.
[CrossRef]

22. Kerdphol, T.; Rahman, F.S.; Mitani, Y.; Watanabe, M.; Kufeoglu, S. Robust Virtual Inertia Control of an Islanded Microgrid
Considering High Penetration of Renewable Energy. IEEE Access 2018, 6, 625–636. [CrossRef]

23. Martínez, C.; Rohten, J.; Garbarino, M.; Andreu, M.; Silva, J.; Baier, C. Operating Region for AFE Configuration under Variable
Frequency Grid. In Proceedings of the IEEE International Conference on Automation/24rd Congress of the Chilean Association
of Automatic Control: Towards an Industry 4.0, Valparaíso, Chile, 22–26 March 2021.

24. Perez, M.A.; Espinoza, J.R.; Moran, L.A.; Torres, M.A.; Araya, E.A. A robust phase-locked loop algorithm to synchronize
static-power converters with polluted AC systems. IEEE Trans. Ind. Electron. 2008, 55, 2185–2192. [CrossRef]

25. Ali, A.I.M.; Alaas, Z.M.; Sayed, M.A.; Almalaq, A.; Farah, A.; Mohamed, M.A. An Efficient MPPT Technique-Based Single-Stage
Incremental Conductance for Integrated PV Systems Considering Flyback Central-Type PV Inverter. Sustainability 2022, 14, 12105.
[CrossRef]

26. Khalkhali, H.; Oshnoei, A.; Anvari-Moghaddam, A. Proportional Hysteresis Band Control for DC Voltage Stability of Three-Phase
Single-Stage PV Systems. Electronics 2022, 11, 452. [CrossRef]

27. Munoz, C.; Rivera, M.; Villalon, A.; Riveros, J.; Munoz, J.; Wheeler, P. Predictive Control for MPPT in a Single-Stage Photovoltaic
System. In Proceedings of the 2018 IEEE International Conference on Electrical Systems for Aircraft, Railway, Ship Propulsion
and Road Vehicles & International Transportation Electrification Conference (ESARS-ITEC), Nottingham, UK, 7–9 November
2018; IEEE: Piscataway, NJ, USA, 2019; pp. 1–6. [CrossRef]

28. Motahhir, S.; El Hammoumi, A.; El Ghzizal, A. The most used MPPT algorithms: Review and the suitable low-cost embedded
board for each algorithm. J. Clean. Prod. 2020, 246, 118983. [CrossRef]

29. Vazquez, S.; Acuna, P.; Aguilera, R.P.; Pou, J.; Leon, J.I.; Franquelo, L.G. DC-Link Voltage-Balancing Strategy Based on Optimal
Switching Sequence Model Predictive Control for Single-Phase H-NPC Converters. IEEE Trans. Ind. Electron. 2020, 67, 7410–7420.
[CrossRef]

30. Ramasamy, S.; Ahmad, Z.; Bindu, Y.; Torres, J.R. Simulation based Analysis of Transformerless Photovoltaic Inverter Topologies
for Reactive Power handling Capability. In Proceedings of the 2020 Second International Conference on Inventive Research in
Computing Applications (ICIRCA), Coimbatore, India, 15–17 July 2020; IEEE: Piscataway, NJ, USA, 2020; pp. 1028–1034.

31. Zhou, J.; Li, S.; Zhang, J.; Fang, T.; Zhang, X. Research on Space Vector Overmodulation Technology of Two-Level PWM
Converters. Energies 2022, 15, 7086. [CrossRef]

32. Ma, Z.; Niu, H.; Wu, X.; Zhang, X.; Lin, G. An Improved Overmodulation Strategy for a Three-Level NPC Inverter Considering
Neutral-Point Voltage Balance and Common-Mode Voltage Suppression. Sustainability 2022, 14, 12558. [CrossRef]

33. Busquets-Monge, S. A Simple Virtual-Vector-Based PWM Formulation for Multilevel Three-Phase Neutral-Point-Clamped
DC–AC Converters including the Overmodulation Region. Electronics 2022, 11, 641. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://doi.org/10.1109/eGRID48402.2019.9092710
http://doi.org/10.1109/ACCESS.2017.2773486
http://doi.org/10.1109/TIE.2008.918638
http://doi.org/10.3390/su141912105
http://doi.org/10.3390/electronics11030452
http://doi.org/10.1109/ESARS-ITEC.2018.8607529
http://doi.org/10.1016/j.jclepro.2019.118983
http://doi.org/10.1109/TIE.2019.2941131
http://doi.org/10.3390/en15197086
http://doi.org/10.3390/su141912558
http://doi.org/10.3390/electronics11040641

	Introduction 
	Power Converter Model 
	Operation Region 
	Phase-Locked-Loop 
	MPPT-Based Perturbation and Observation 
	Power Converter Control 
	Non-Linear Feedback Control 
	PI Control of Currents 
	Active Power PI Control Design 
	Reactive Power Control 
	Overmodulation Control Based on Operation Region 
	Overmodulation Control Based on Operation Region 

	Results 
	Simulation Results 
	Experimental Results 

	Conclusions 
	References

