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Abstract

:

In this article, we investigate the effect of different energy variables on economic growth of several oil-importing EU member states. Three periods from 2000 to 2020 were investigated. Three different types of regression models were constructed via the gretl software. Namely, the OLS, FE, and SE approaches to panel data analysis were investigated. The FE approach was chosen as the final one. The results suggest the importance of the consumption of both oil and renewable energy on economic growth. Crises of certain periods also had a noteworthy effect as well.
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1. Introduction


The topic of oil importation to EU member states has always been a hot topic. And in light of recent events and sanctions on Russia, more and more attention is being paid to the effect that changes in the levels of energy consumption may have on the economy.



In this work, we aim to investigate the potential effect that different energy variables may have on the economic growth of several EU members states that are commonly identified as oil importers. Some of the variables chosen by us were influenced by past literature [1,2,3,4,5,6,7,8,9], which will be discussed in the next section. The main variable is GDP (in current USD). The explanatory variables are: oil price per barrel (USD), oil consumption, coal consumption, renewable energy consumption and, where appropriate, time dummies for significant shifts in GDP. All consumption variables are measured in exajoules. The chosen countries have been member states since 2000, and have not left the EU during the period from 2000 to 2020. The list of countries is as follows: Germany, France, Austria, Belgium, Romania, Spain, Portugal, Finland, Netherlands, and Sweden.



Based on obtained data for the period from 2000 to 2020, we created a panel data set. For this data set, we investigated the application of OLS, FE, and SE approaches [10,11,12,13,14,15,16,17] to regression. The results for all periods will be shown in a later section. Periods were chosen for the analysis: 2006–2013, 2014–2020, and 2006–2020. Models were constructed for all time periods. Further tests were also conducted for the final chosen model type.



Next, the main theoretical approaches taken will be discussed. This part will cover the general forms of econometric models being reviewed.



The analyzed articles allow us to find out the contribution of production to sustainable growth and development. For example, research [18] has identified the place of responsible production and consumption in many goals of sustainable development and growth. The study [19] allowed us to clarify the relationship between existing estimates and the need for transformations in panel data models in order to minimize errors. The AMT model presented in study [20] provides significant efficiency for sustainable and lean production, which is a practical help in making decisions on the choice of sustainable growth models.



The development of economic and mathematical tools for assessing the level of investment attractiveness on the example of oil companies is an important component, because the oil industry is a driver of the economic development of any country. The mathematical methods presented in article [21] make it possible to identify metrics and variables that characterize sustainable development trends on the example of oil companies and take them into account in further analysis.



After this, models for different time periods will be constructed. The most important information on chosen data and variables will also be discussed. Based on the tests conducted automatically by the gretl software, we will explain our final choice for the modeling approach.



As we get closer to the end, we turn to the final version of the model for our research. Yet again, all three periods will be covered. The results of the regression, as well as their interpretation, will be reviewed in this part.



Finally, we will turn to the conclusion for this research. Our findings for different periods will be summarized once again. Based on them, we will also mention the potential ways that information obtained in this research can be used in economic, social, and political scenarios.



In each of the studies, the authors focused on a specific aspect of the problem. For example, in study [10], the authors identified CO2 as a central element of economic value. The study [11] focused on the volume of electricity generation. The study [12] is devoted to the impact of the life cycle on sustainable development in the field of clean and affordable energy.



Thus, a distinctive feature of this study is that previous studies have identified various indicators that affect the sustainable development of the analyzed countries. Our study reaches the results, clarifies the previously identified observations, and, on the basis of research methods, allows us to more accurately calculate the model that illustrates the impact of our results on economic growth.



Hypothesis 1.

Countries of EU must pay more attention to the area of renewable energy and the way it can be implemented in order to enforce the GDP growth in these countries.






2. Materials and Methods


As our data covers dynamics for different variables for different countries. Over a period of time, we can confidently say that we are dealing with Panel Data. Therefore, the choice of models must also be appropriate. We limited ourselves to three main types, mainly: the Pooling (or Ordinary) regression (or Ordinary Regression) approach, the Fixed Effects (or “within”) approach and the Random Effects approach. Their theoretical forms can be seen below:



Ordinary Linear Regression (OR) or Pooling regression:


    y   i , t   = ∝ +   β   T   ·   x   i , t   +   u   i , t    



(1)






    u   i , t   ~ i i f   0 ;   σ   2      








(independent and identically distributed), where   ∝  —coefficient vector (the same for all objects);     β   T   = (   β   1   ;   β   2   ; … ;   β   k   )  —the same (for all objects).



Fixed effects model (FE) or “within”:


    y   i , t   =   ∝   i   +   β   T   ·   x   i , t   +   u   i , t    



(2)






    u   i , t   ~ i i f   0 ;   σ   2      








where     ∝   i     is the coefficient vector with individual effect for each object, interpreted as a nonrandom constant;     β   T   = (   β   1   ;   β   2   ; … ;   β   k   )  —the same (for all objects).



Random effect model (RE):


    y   i , t   = ∝ +   m   i   +   β   T   ·   x   i , t   +   v   i , t    



(3)






     v   i , t   ~ i i f   0 ;   σ   2     ;     m   i   ~ i i f   0 ;   σ   2     ;     E ( v   i , t   ·   m   i   ) = 0   








where     m   i     is an individual effect for each object, interpreted as a random variable that maintains a constant value for all   t , α , β  ;     β   T   = (   β   1   ;   β   2   ; … ;   β   k   )  —the same (for all objects).



2.1. Building Models, Modelling, Testing Models


The article attempts to find out how much social, environmental, and human-centric indicators [22,23] affect the sustainability of economic development of the economy. How universal the GDP indicator is and whether its use is justified in making economic decisions was one of our considerations. Does it accurately reflect people’s well-being? Long-term policies based on the GDP criterion are irrational to measure a country’s overall progress. To assess a country’s progress, the use of a GDP indicator is not sufficient. After extensive review, the authors found that GDP was intentionally designed to measure only economic activity, which cannot be equated with social or human well-being [24].



The analyzed studies, in particular [25], assess how renewable energy sources interact with international trade and environmental quality in the analyzed countries from 2001 to 2018 years. The results show that renewable energy is strongly and positively linked to international trade. In addition, the results show that the consumption of renewable energy has a positive effect on the quality of the environment. In addition, the results provide a theoretical framework for the formulation of clean and sustainable development policies to understand the role of renewable energy in stimulating international trade, which maintains a balance between eco-environmental sustainability at the macro and micro levels.



The data for energy variables was taken from BP’s Statistical Review of World Energy 2021 [26]—being the latest one available. The data for GDP was taken from the World Bank and are shown in Figure 1.



Below, the dynamics for GDP can be seen: In general, we observe similar dynamics for the reviewed member states. Germany seems to be the biggest one in terms of consumption, with Spain and France following behind it. Noteworthy changes can be associated with economic crises, such as the 2008 recession, or with oil-related shocks. We also see an increase in terms of the usage of renewable energy. However, it seems that coal is being gradually phased out.



As stated previously, three periods were chosen: 2006–2013, 2014–2020, and 2006–2020.



Our dependent variable is GDP, as it is the most common measure of economic growth. Our exogenous variables are:




	
Crude oil price per barrel.



	
Crude oil consumption (exajouls).



	
Coal consumption (exajouls).



	
Renewable energy consumption (exajouls).



	
Time dummy variable.








The first two were chosen to show the impact of oil consumption on economic growth. Coal consumption was added to show the effect of another type of fossil fuel. Renewable energy consumption was investigated, as it is very much the alternative to oil. Time dummies were added to account for crises and other major shifts. Initially, we also considered the inclusion of data on nuclear energy and natural gas consumption. However, the data on the former was missing for several countries, while the latter had troubling levels of correlation with other explanatory variables.



The Pooled regression model, Pooled weighted regression model, Fixed Effects, and Random Effects models were built for early 2000s, and they were compared with each other for accuracy and adequacy. The decision was made in favor of Fixed Effects model.



The main conclusions derived from this model are the following: it is important to mention that there was a multi-caliber in oil consumption between models of 2000–2008 and 2006–2020. This was due to the fact that the price of oil had rebounded strongly since 2005–2006, which did not have a negative impact on GDP. We believe that this situation caused multicollinearity in our model—this was a characteristic feature of the period 2000–2008, since, in the subsequent period 2006–2020, there was no such effect in this indicator.



Thus, start with testing the Pooled regression model [27] for EU countries for the period 2006–2013 period:



Pooled regression model was built, and some important tests were made (Figure 2):



We see that R2 = 0.9316, which means that 93.16% of changes in the GDP level were explained by the changes in exogenous variables [28] (Crude oil price, Oil, Coal, and Renewables) within the linear regression model.



    F   t e s t     shows us whether     R   2     is random. We compared the value of the statistic with the critical value of the corresponding Fisher distribution at a significance level of 1% (Figure 3):



  F   4 , 75   = 270.07 >   F   c r i t   = 3.58  , which means that     R   2     was not formed under the influence of random variables, and the quality of the specification model was high.



Now then tested our model for heteroscedasticity (Figure 4).



There was heteroscedasticity in the model. The most significant variable was Renewables. We built a weighted least squares model to remove heteroscedasticity.



The Pooled weighted regression model then looked as it does in Figure 5.



R2 = 0.9448, which means that 94.48% of changes in the GDP level were explained by the changes in exogenous variables within the linear regression model.



p-value (F) = 3.58 × 10−47—the value was also very small, which means that R2 was not formed under the influence of random variables, and the quality of the specification model was high [29].



In the Pooled regression model, rho = 0.86, which was close to 1, which means there was a huge chance of having individual effects.



Now then compared Fixed Effects model with Pooled regression model (Figure 6).



We tested the Fixed Effects model using the Joint test on named regressors. p-value = 5.08258 × 10−5—the value was very small compared with the alpha value, so we chose the Fixed effects model from these two models.



Next, we checked the 3rd premise of the Gauss–Markov theorem—the presence of autocorrelation. We performed the Durbin–Watson statistic test with the 5% significance level. We obtained the critical values     d   L   = 1.5337   and     d   U   = 1.7430 .   The DW statistic was 1.4827. As we see, there was an autocorrelation. However, it will be explained further.



Now let’s check our model for adequacy, for this we calculate       y  ^      m a x   i t      ,       y  ^      m i n   i t      :


      y  ^      m a x   i t       = a     0   m a x     +   a     1   m a x     ×   x   i t   + ⋯ +   a     i   m a x     ×   x   i t    



(4)






      y  ^      m i n   i t     =   a     0   m i n     +   a     1   m i n     ×   x   i t   + ⋯ +   a     i   m i n     ×   x   i t   ,  



(5)







Now, let us consider the Stochastic Effects model (Figure 7).



We looked through the Breusch–Pagan test and then the Hausman tests.



Using the results of Breusch–Pagan test [30] we compared the Pooled regression model with the Stochastic Effects model (Pooled vs. SE). p-value = 7.75515 × 10−40 < alpha value, respectively; from the two models, we chose the Stochastic Effects model.



Let us compare the Stochastic Effects model with the Fixed Effects model using the Houseman test: p-value = 0.00791073, which was also less than the alpha value, respectively. We selected the Fixed Effects model from these two models.



In the end, it turns out that, for the period 2006–2013, the Fixed Effects model corresponded best. Testing on the adequacy for the Fixed Effects model are shown. (Figure 8).



Now we check our model for adequacy. For this purpose, we calculate       y  ^      m a x   i t      ,       y  ^      m i n   i t      : based on Equations (4) and (5).



Since       y  ^      m a x   i t     = 1785.189  ,       y  ^      m i n   i t     = 0.545961   and our forecast GDP = 586.8418 lay in this interval, our model was adequate, which means that the fourth premise of the Gauss–Markov theorem was satisfied, and the coefficients of the model were unbiased, consistent, and efficient.



We began analysis with the Pooled regression model for countries included in European Union for the period from 2014 to 2020.



We considered the influence of oil prices, oil, gas, coal, nuclear energy, and renewables consumption on economic growth of mentioned countries, specifically on GDP.



Build Pooled regression model and implement appropriate tests (Figure 9).



To understand how well GDP is explained by given indicators, we should look at R-squared modified—0.9386. It means that 93.86% of changes in GDP volume were explained by changes in oil prices, consumption of oil, gas, coal, nuclear energy, and renewables [31].



It was assumed that the equation of model contained a random perturbation, which means that the formula contained randomness. That is why we looked at p-value (F). It was equal to 2.13 × 10−63 (less than 2.36, see Figure 10), which means that R2 was not random, it was not formed under the influence of random variables, and the quality of the model specification was high.



The next step is testing the model for heteroscedasticity (investigate the second hypothesis of the Gauss–Markov theory). It is obvious that there was no heteroscedasticity in the model, the second premise was fulfilled, the residuals of the model were homoscedastic, and the coefficients of the model were not biased, consistent, and efficient (Figure 11).



In the Pooled regression model, the rho = 0.89 parameter was quite close to 1, so we still checked for the presence of individual effects, and we needed to consider other models.



Let us compare the Fixed Effects and Pooled regression models (Figure 12).



We tested the Fixed Effects model by Joint test. p-value = P(F(5,55)) = 2.422 × 10−6—the value was very small, so we chose the Fixed effects model from two models (Pooled regression model and Model with Fixed Effects). We also conducted the Durbin–Watson test. Stat. Darbin–Watson = 1.77. The value was low, so we needed to find critical values according to the Darbin–Watson test:



5% critical values for Durbin–Watson test:



n = 70, k = 6



dL = 1.43



dU = 1.80



It turns out that the value did not fall into the dU interval, but was quite close to the critical value. Presumably, there was no autocorrelation in the model. It was probably necessary to introduce an additional variable that had an impact on our dependent variable GDP [32]. Nevertheless we first looked at the Random Effects model (see Figure 13).



Let us test the model using the Brish–Pegan Test and the Hausman test [33].



Let us compare the random effects model with the united regressions model (Pooled) based on the Brish–Pegan test. p-value = 1.7015 × 10−37 < 0.01, respectively. We chose the Stochastic Effects model from two mentioned models [34].



Let us compare the Stochastic Effects model with the Fixed Effects model using the Hausman test: p-value = 0.00026. It was less than alpha (0.01), respectively. We chose the Fixed Effects model from two models. Taking into account that the Fixed Effects model corresponded for the period 2000–2020 and for the period that we recently considered (2014–2020) too, we can state with full confidence that the Fixed Effects model is the most effective for forecasting.




2.2. Analysis of the Model Received


LSDV R-squared and R-squared in limits take high values. A total of 45% of changes in GDP were explained by changes in independent variables under Fixed Effects model [35].



p-value was extremely small = 2.94 × 10−62. So, the value of R-squared was not random, and the quality of the model specification was high.




2.3. Simulation Results and Their Discussion


As Fixed Effect was our choice for the model, the following equation was created to illustrate the effects that our chosen variables had on GDP (Figure 14).



[image: Energies 16 02908 g014 550] 





Figure 14. Equation effects that our chosen variables had on GDP. 






Figure 14. Equation effects that our chosen variables had on GDP.
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GDPit = 749.77 + 3.75*OilPriceit + 3.7*Oil(ex)it − 147.4*Coal(ex)it + 228.4*Renewables(ex)it + 68.8*dt15it + eit



(6)




where:




	
Oilprice—Crude oil price.



	
Oil(ex)—oil consumption (exajoules).



	
Coal(ex)—coal consumption (exajoules).



	
Renewables (ex)—renewable energy consumption (exajoules).



	
Dt15—time dummy variable (for 2020 COVID pandemic).








In order to understand the significance of the explanatory variables, gretl automatically performs the t-test and shows its results, which can be seen next to the variables in the table for the FE model.



The regression results suggest that all explanatory variables, with the exception of coal consumption, were significant on the 1% level, with time dummy being another exception (significant on the 10% level instead). The conclusion that can be drawn is that, while renewable energy does have a significant effect on economic growth, oil dynamics still play an important role in the economic wellbeing of the selected states. Coefficients for both of them, respectively, had a positive sign. Moreover, due to the phase-out of coal consumption, its importance similarly diminished, and its coefficient was negative. The results for the time dummy also indicate that the the COVID-19 pandemic did have a significant effect on GDP. However, it is interesting to observe that the effect was positive. This may be associated with a greater shift towards renewable energy during the pandemic [36,37].



In order to check the adequacy of the model, prerequisites for the Gauss–Markov theorem were checked.



Prerequisite 1: Multicollinearity.



Correlation matrix for the variables (with the exception of the time dummy) can be seen in Figure 15.



As can be seen, while there are some cases of correlation over 0,75, there were no dramatically high values for correlation between exogenous variables. Moreover, given that the signs of coefficients for other periods were the same, we can conclude that there was no multicollinearity present here.



Prerequisite 2: homoskedasticity.



According to the Wald test [38] for heteroskedasticity, we can reject the H0 that the units have a common error variance. Thus, we had heteroskedasticity in the residuals, which fulfilled this premise of the Gauss–Markov theorem.



Prerequisite 3: autocorrelation.



Gretl [39] automatically gives out the test values for the Darbin–Watson statistic. In this case, dW = 1.778, dL = 1.43, and dU = 1.7672. Accordingly, a table for acceptable values can be seen in Figure 16.



As can be seen, our given value lay in the “green zone”, indicating the absence of autocorrelation. This means that the residuals were free from autocorrelation, and the coefficients of the model were not biased, consistent, and efficient.



In order to test for adequacy (Figure 17), the prediction interval was constructed based on the confidence interval for the coefficients:



Now, let us check our model for adequacy; for this, we calculate       y  ^      m a x   i t      ,       y  ^      m i n   i t      : Now we check our model for adequacy. For this purpose, we calculate       y  ^      m a x   i t      ,       y  ^      m i n   i t      : based on Equations (4) and (5).



Since       y  ^      m a x   i t     = 1963.9  ,       y  ^      m i n   i t     = 158  , and our forecast GDP = 541 lay in this interval, our model was adequate, which means that the fourth premise of the Gauss–Markov theorem was satisfied. and the coefficients of the model were not biased, consistent, and efficient.



Thus, we see that the economy of countries exporting oil depends on oil and non-oil factors only by 32%, which means that it is not surprising that we missed a significant variable, and, because of which, we have autocorrelation and heteroscedasticity in the model. It can be concluded that the economy of the studied countries, among other things, depends on such factors as: unemployment, population, level of education, investment, etc.



Conclusions for the model:




	
In the period from 2014 to 2020, alternative energy played a higher role, and therefore it was a significant variable. At the same time, the volatility of oil prices and its consumption were still important for the economic growth of countries.



	
Changes in oil prices, consumption of oil, and renewables positively influenced the value of GDP of given countries (Austria, Belgium, Germany, Finland, France, Netherlands, Portugal, Romania, Spain, Sweden).








The negative value for the variable “Gas Consumption” can be explained by the fact that the increase in gas prices from 2014 to 2020 was a consequence of the increase in the costs of its extraction and processing. That is, in principle, the increase in gas consumption could not lead to an increase in the country’s GDP, but on the contrary, it led to a decrease in GDP.



2006–2020 period:



In articles [40,41,42,43], the authors investigated the relationship between the unemployment rate and oil prices, oil price uncertainty, and interest rates. The paper used the method of autoregressive distributed lag (ARDL). A fully modified conventional least squares regression (FMOLS) was also applied to find optimal estimates of long-term coefficients for regressions. All these tests were conducted in Sweden, Norway, Denmark, and Finland based on monthly data from January 2008 to February 2020. The relationship was found for Sweden, Norway, and Denmark. Long-term FMOLS regression coefficients have shown that an increase in oil prices leads to an increase in the unemployment rate in Sweden and Denmark. All countries, with the exception of Denmark, showed evidence of a causal relationship between oil prices and unemployment, thus indicating a strong relationship between these two variables.



Firstly, we built a Pooled regression model and made some important tests (Figure 18):



The adjusted R-squared was quite high, with low p-value of F, thus indicating that it was not formed due to random chance. The rho criterion was also close to 1, thus indicating a presence of significant individual effects.



Next, we looked at panel models (Figure 19) and compared them against OLS and each other.



If we are to look at the joint test on named regressors (Figure 20), we can see that its p-value was very close to 0. This means that the FE approach was preferable to OR.



The p-value in case of the Breusch–Pagan was very close to 0, which means that we could choose the RE model over the OR. In case of the Hasusman test, the p-value was similarly low. This, on the other hand, signified that we choose the FE approach.



As can be seen, according to the results of the tests, the FE approach was the best one in this case. Therefore, it was used as the final modelling choice.





3. Simulation Results


Since FE is our choice for the model, the following equation was created to illustrate the effects that our chosen variables have on GDP:


   G D   P   i t   = 518.93 + 2.08   ∗   o i l p r i c   e   i t   + 189.064   ∗   O i l ( e x   )   i t   − 80.4627   ∗   C o a l ( e x   )   i t   + 351.425      ∗   R e n e w a b l e s ( e x   )   i t   + 69.57   ∗   d t 1   5   i t   +   e   i t     



(7)




where:




	
Oilprice—Crude oil price.



	
Oil(ex)—oil consumption (exajoules).



	
Coal(ex)—coal consumption (exajoules).



	
Renewables (ex)—renewable energy consumption (exajoules).



	
Dt15—time dummy variable (for 2020 COVID pandemic).








In order to understand the significance of the explanatory variables, gretl automatically performs the t-test and shows its results, which could be seen next to the variables in the table for the FE model.



The regression results suggest that all explanatory variables, with the exception of coal consumption, were significant on the 1% level, with time dummy being another exception (significant on the 10% level instead).



The conclusion that can be drawn is that, while renewable energy does have a significant effect on economic growth, oil dynamics still play an important role in the economic well-being of the selected states. Coefficients for both of them, respectively, had a positive sign. Moreover, due to the phase-out of coal consumption, its importance has similarly diminished, and its coefficient was negative. The results for the time dummy also indicate that the COVID-19 pandemic did have a significant effect on GDP. However, it is interesting to observe that the effect was positive. This may be associated with a greater shift towards renewable energy during the pandemic.



In order to check the adequacy of the model, the prerequisites for the Gauss–Markov theorem were checked.



Prerequisite 1—Multicollinearity.



In Figure 21, a correlation matrix for the variables (with the exception of the time dummy) can be seen.



As can be seen, while there were some cases of correlations over 0.75, there were no dramatically high values for correlations between exogenous variables. Moreover, as the signs of coefficients for other periods were the same, we can conclude that there was no multicollinearity present here.



Prerequisite 2—homoskedasticity.



According to the Wald test for heteroskedasticity, we could reject the H0 that the units had a common error variance. Thus, we had heteroskedasticity in the residuals, which fulfilled this premise of the Gauss–Markov theorem.



Prerequisite 3—autocorrelation.



Gretl automatically gives out the test values for the Darbin–Watson statistic. In this case, DW = 1.450197, dL = 1.6635, and dU = 1.8020. Accordingly, a table for acceptable values can be seen in Figure 22.



As can be seen, our given value lay in the “red zone”, thus indicating the presence of autocorrelation. However, this can be explained by the fact that we are only looking at the variables from the energy sectors. It is only to be expected that some significant variables (such as consumption and net trade, for example) are to be omitted.



In order to test for adequacy, the prediction interval was constructed based on the confidence interval for the coefficients (Figure 23).



The minimum value for the GDP in this case was 3,898,729, while the maximum was 1,298,872,633. The real value (GDP for Sweden in 2020) was 54,122 bln USD. As the real value fell within the obtained interval, we can conclude that the model was adequate.




4. Discussion


We took an approach to solving the question that was raised at the beginning of the work: how oil prices, consumption of oil, coal, and renewable energy sources affect the GDP of the main EU oil and gas importing countries differs in the utmost accuracy of conclusions compared to other methods of assessing such a relationship.



In this article, several models for estimating the relationship between independent variables and a dependent variable (the GDP of European countries) were analyzed. The analysis has shown that the best model for identifying the correct relationship is a model with Fixed Effects.



The advantage of the model is that the model with Fixed Effects is as close to reality as possible. It is worth noting two important details that make it so accurate:



The second premise requires that the values of regressors related to different objects are independent of each other. However, it is important to emphasize that it admits the existence of a relationship between the values of regressors related to the same object, but different points in time: for example, it admits that xi3 can be correlated with xi2, and that, in turn, can be correlated with xi1. In other words, the future values of the regressor for a given object may depend on its past values. This is a realistic assumption. For example, oil consumption in this region today is probably related to its consumption in the past. Similarly, oil prices in Europe today are likely to affect the future European oil price.



The fourth premise requires that the regressor be exogenous in the sense that it should not be associated with a random error of the model. However, it admits the existence of a correlation between the value of the regressor xit and the fixed effect µi. This is also a realistic premise. As part of our example about energy consumption, the cultural characteristics of a given region (which are precisely characterized by its fixed effect) can influence the decision to change the price of this energy source (that is, the value of xit).



This study made an attempt to take into account the most significant factors influencing sustainable growth within the macro level. The use of mathematical tools made it possible not only to increase the accuracy of the conclusions compared to other methods, but also to identify its fixed effects in each analyzed period, which increases the accuracy of the models that describe the impact of the variables we have chosen on the GDP and sustainable growth of countries. At the same time, it should be noted that the unsustainable development of the global economy imposes its effect on the development model.




5. Conclusions and Recommendations


To sum it up, there were observed three periods of GDP growth and other variables influencing those periods. In all of these time periods, the best model for evaluating the significance of factors in GDP growth became the Fixed Effects model. The results of analysis were approximately the same: renewable energy did have a significant effect on economic growth, while oil dynamics still played an important role in the economic well-being of the selected states. Coefficients for both of them, respectively, had a positive sign [44,45].



Nevertheless, the only difference in these time intervals is the following fact: It is important to mention that there was a multi-caliber in oil consumption between models of 2000–2008 and 2006–2020. This is due to the fact that the price of oil rebounded strongly since 2005–2006, which did not have a negative impact on GDP. We believe that this situation caused multicollinearity in our model—this was a characteristic feature of the period 2000–2008, since, in the subsequent period 2006–2020, there was no such effect in this indicator.



In conclusion, we can say that the value of renewable energy has increased significantly over the years. It is not surprising that many countries, especially ones from the EU, are pushing for it. Our recommendation is that they stay the course. More attention must be paid to the area of renewable energy, as well as the ways that it can be implemented.



On the other hand, oil still has a significant impact on the economy of many states. Thus, while renewable energy is good for the future, the shift from fossil fuels to alternative sources of energy must be gradual, so as to escape major ramifications that such sharp hits may have. Coal is of much lesser importance, so it is advisable to move away from it.



In the future, this analysis could be expanded to provide a more detailed description of the effect of specific types of renewable energy, as well as the effect on nuclear energy.
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Figure 1. Data for GDP. 






Figure 1. Data for GDP.



[image: Energies 16 02908 g001]







[image: Energies 16 02908 g002 550] 





Figure 2. Pooled regression model. 
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Figure 3. Compare the value of the statistic with the critical value of the corresponding Fisher distribution at a significance level of 1%. 
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Figure 4. Testing the model for heteroscedasticity. 
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Figure 5. Testing Pooled regression models. 
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Figure 6. Compare Fixed Effects and Pooled regression models. 
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Figure 7. Breusch–Pagan test, followed by the Hausman tests. 
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Figure 8. Testing on adequacy for the Fixed Effects model. 
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Figure 9. Output statistics for Pooled regression model in period 2014–2020. 
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Figure 10. Critical value for Fisher test. 
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Figure 11. White’s test. 
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Figure 12. Model with Fixed Effects. 
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Figure 13. Random Effects model. 
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Figure 15. Correlation matrix for the variables. 
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Figure 16. Acceptable values. 
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Figure 17. Test for adequacy. 
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Figure 18. Pooled regression model. For 2006–2020 period. 
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Figure 19. Panel models. 
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Figure 20. Joint test on named regressors. 
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Figure 21. Correlation matrix for the variables for 2006–2020 period. 
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Figure 22. Test values for the Darbin–Watson statistic. 
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Figure 23. Confidence interval for the coefficients. 
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