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Abstract: The advent of distributed renewable energy sources (DRESs) has led to the progressive
transformation of traditional distribution networks to active components of the power system. This
transformation, however, may jeopardize the reliable grid operation due to the advent of new tech-
nical problems, such as network overloading, over-/under-voltage events, abnormal frequency
deviation and dynamic instability. In this challenging scenery, the installation of a modern measur-
ing infrastructure has created new sources of data and information that facilitate the provision of
ancillary services (ASs) via measurement-based analysis. The ACTIVATE (ancillary services in active
distribution networks based on monitoring and control techniques) project aims to design innovative
AS solutions for power system operators. These solutions aim to tackle the technical issues emerged
by the ever-increasing DRES penetration and their volatile nature. In this context, in ACTIVATE, a
holistic system is proposed comprising centralized and decentralized control features to enhance the
overall network performance. Additionally, a network monitoring system is designed to support a
number of online and offline dynamic analysis applications by exploiting measurements obtained at
the transmission, primary and secondary distribution network. This paper presents a validation of
the overall system, which is performed by using simulation and power-hardware-in-the-loop results
in combined transmission and distribution network models.

Keywords: ancillary services; congestion management; distributed generation; equivalent models;
measurement-based analysis techniques; mode estimation; power smoothing; voltage regulation;
voltage unbalance

1. Introduction

The advent of renewable energy sources (RESs) either in the form of large-scale
plants or distributed renewable energy sources (DRESs) has posed unprecedented technical
challenges to system operators, i.e., transmission system operators (TSOs) and distribution
system operators (DSOs), jeopardizing the reliable operation of both the transmission (TN)
and distribution networks (DNs). In this context, ancillary services (ASs), i.e., the set of
functions that help grid operators maintain a reliable electricity system, are expected to be
delivered from both large-scale RESs connected at the TN and small-scale DRESs installed
at the DN level [1–6].

In the near future, two types of ASs are foreseen: (i) DN-oriented AS and (ii) TN-
oriented AS [7]. In terms of DN-oriented ASs, DSOs coordinate the operation of DRESs
with the aid of local storage systems, e.g., battery energy storage (BES) to tackle local long-
duration problems [8] and to deal with the ever-increasing voltage fluctuation problem
caused by the intermittent nature of DRESs [9]. In this aspect, DSO-oriented ASs involve
mainly voltage regulation (VR), voltage unbalance mitigation (VUM), congestion manage-
ment (CM), and power smoothing (PS). In particular, VR refers to control methods tackling
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potential under- and overvoltages, and VUM to voltage asymmetry problems. CM algo-
rithms alleviate overloads on the main network components, and PS includes techniques
related to smoothing the output power of DRESs with variable primary sources, e.g., wind
turbines and photovoltaics (PVs). TSO-oriented ASs are provided at the TN level by coordi-
nating the operation of large scale RES and DRES to solve issues having a wider impact on
the power system, e.g., reactive power support, PS and dynamic stability improvement [7].

In addition, to facilitate the development of ASs and exploit the flexibility offered by
large-scale RES and DRES, online monitoring systems are used by system operators to
monitor, analyze, and control, in close to real time, their grids [7,10]. Originally, online
wide-area monitoring systems [11] pertain to the TN level, where measurements from
several network buses, recorded via phasor measurement units (PMUs), are gathered at a
phasor data concentrator (PDC). In the PDC, measurement-based identification techniques
are applied to develop reduced order equivalents to derive modal components, to estimate
the dynamic characteristics of the grid and finally to assess the stability margins [11,12].
Nowadays, with the emergence of different monitoring architectures at the DN level, the
application of measurement-based techniques has been even further extended [10].

In this context, the ACTIVATE (ancillary services in active distribution networks based
on monitoring and control techniques) project [13] targets the development of novel AS
solutions within a holistic framework. The core of the system is a set of hybrid control
strategies, combining features of centralized and decentralized architectures to improve the
network operation in terms of VR, VUM, CM and PS. For this purpose, the functionalities
that the network assets offer are exploited, including BES and the new operational features
of inverter based resources (IBR), i.e., DRES and BES. In addition, in order to monitor
and analyze the power system dynamics, a network monitoring system is incorporated to
support a number of online (e.g., mode estimation) and offline (e.g., DN equivalencing)
dynamic analysis applications based on autoregressive–moving average with exogenous
inputs (ARMAX) modeling. This paper extends previous studies [10,14,15] and presents
validation results of the overall proposed system. Concurrent quasi-static and dynamic
analysis simulation results are used in a combined transmission and distribution (T&D)
network model to evaluate the performance of the hybrid control strategies and the online
and offline applications, respectively. The network monitoring system performance is
also tested in a power hardware-in-the-loop (PHIL) simulation environment. The explicit
contributions of the analysis are summarized in the following aspects:

1. The VUM, VR, CM schemes of [14] and the PS techniques of [15] are integrated into a
holistic hybrid control strategy to constitute a unified ASs framework.

2. The ASs framework is applied to solve realistic problems in large-scale studies, in-
cluding both primary and secondary DNs.

3. The efficiency of the proposed hybrid control strategies is validated for different
operating conditions via quasi-static simulations.

4. Dynamic equivalent models (DEM) [10] are implemented and incorporated into
simulation models.

5. The impact of IBRs and load modeling on the dynamic performance of DNs
is investigated.

6. The mode estimation algorithm of [10] for small-signal analysis is evaluated by using
the PHIL results.

Bearing the above remarks in mind, the paper is organized as follows: Section 2
first provides an overview of the holistic hybrid strategy and its constituent parts, i.e.,
the VUM, VR, CM and PS control schemes. In Section 3, the most important ACTIVATE
network monitoring system applications are described, i.e., mode estimation and dynamic
equivalent modeling. Section 4 provides details on the simulation model. In particular, in
Section 4.1 the topology of the T&D network is described; the adopted models of DRES,
BES and loads for the quasi-static and the dynamic analysis are presented in Section 4.2 and
Section 4.3, respectively. By using the quasi-static models, the efficacy of the overall hybrid
control strategy is verified with simulation results in Section 5. In Section 6, the accuracy of
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the developed DEM is evaluated, and the effect of IBRs and load modeling on the system
dynamic performance is also investigated by means of time-domain simulations. Small-
signal analysis is studied in the PHIL setup of Section 7. Finally, Section 8 summarizes the
most important conclusions of the paper.

2. Proposed Ancillary Services
2.1. Hybrid Control Strategy

The conceptual representation of the ACTIVATE hybrid strategy for AS provision is
depicted in Figure 1. It comprises four control blocks each supported by a dedicated control
algorithm for VR, CM, VUM [14] and PS [15], respectively. As a common characteristic,
these control algorithms are data driven, i.e., their control actions are determined based
only on information received by local and/or remote measurements within the grid. This
way, the performance of the proposed solution for AS provision is not affected by potential
modeling uncertainties, e.g., use of forecast data. The provided ASs are coordinated by
means of a two-layer hierarchical architecture. The following provide more detail:

• Central controller (CC) layer: The CC is employed to coordinate the operation of
DRES/BES units via their local controllers (LCs) by sending control signals in case
of voltage violation and/or current overload events. The CC coordination concept is
depicted in Figures 2 and 3 for the primary and the secondary DN, respectively.

• Local controller (LC) layer: LCs are integrated into the DRES/BES converters and
exchange information with the CC on a regular basis. The operation of the LC is
sub-divided into the DRES and the BES LC layer (Figure 3). Note that, a dedicated
converter is considered for each of the DRES and the BES units (see Figure 3). The
DRES LC is responsible for adjusting the DRES converter output power based only
on the measurements acquired at point of interconnection (POI) to address potential
voltage violations and asymmetries as well as current overloads. In addition, to
smooth out possible DRES power fluctuations, a PS algorithm is applied and the
BES is used to cover the power mismatch between the maximum power point (MPP)
generated from the DRES and the injected smoothed power to the grid. For this
purpose, and also as a supplementary solution for CM, VR and VUM the BES LC at
the BES converter is used.

The hierarchical architecture layers and the control algorithms are discussed in detail
in the following subsections.

CC
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• Define Q1 • Define Q1 PS

• Select DRES/BES
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Figure 1. Conceptual representation of the hybrid strategy.
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Figure 2. System architecture in primary DNs.
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2.2. Power Smoothing Technique

To compensate the DRES power fluctuations, the generic PS scheme [16,17] of Figure 4
is adopted. It consists of a ramp-rate limitation (RRL) algorithm and a state-of-charge (SoC)
recovery mechanism. The target of the RRL control is to maintain the ramp rate, RRt, of the
generated at MPP PV output power, Pt

mpp, within specific minimum, RRmin, and maximum,
RRmax, limits. The former is introduced to limit ramp-downs, i.e., negative ramp rates
caused by the reduction in the DRES output power, and the latter to limit ramp-ups, i.e.,
positive ramp rates due to the increase of the DRES output power. The RRt at time instant
t in W/s is defined as

RRt =
Pt

in − Pt−∆t
s

∆t
(1)

where Pt
in is the power introduced to the RRL control (see Figure 4) and Pt−∆t

s is the
smoothed power at t− ∆t. This way, the smoothed power Pt

s at t results from (2):

Pt
s =


Pt−∆t

s + ∆t · RRmin, RRt ≤ RRmin

Pt−∆t
s + ∆t · RRt, RRmin < RRt < RRmax

Pt−∆t
s + ∆t · RRmax, RRt ≥ RRmax.

(2)

The BES unit charges or discharges to cover the power mismatch difference
Pt

bat = Pt
mpp − Pt

s . Eventually, the stored or drained BES energy within ∆t depends on
Pbat and the battery charging or discharging efficiency, ηch or ηdch, respectively. However,
the uneven distribution between ramp-ups and ramp-downs lead to different amounts of
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energy that need to be stored or drained from the BES unit [18]. As a result, the permissible
SoC limits can be reached, jeopardizing the PS process. To overcome this issue, a SoC
recovery mechanism is added to the RRL control, as shown in Figure 4. The scope of
this mechanism is to ensure that BES unit operates away from the SoC limits, thus being
available to smooth out the PV output variations. This is attained by introducing a pro-
portional feedback control. Specifically, the error between the actual stored BES energy at
time instant t, Et

bat, and a reference value, Ere f
BES, is multiplied by the proportional term, k,

and is forwarded back to the control input prior to the ramp-rate limiter. As the value of
k increases, a faster SoC recovery is achieved; typical values for k are within the range of
0.5 h−1 to 3 h−1.

SoC recovery feedback loop

Power smoothing using RRL

RR limiter

k or

t

mppP

t

fbP

t

batP

t t

batE −

t

batE

ref

batE



t

inP

ch 1

dch

+
_

+_ to BES 
controller 

+
+

+

_

t

sP

Figure 4. Enhanced RRL-based PS technique with SoC recovery.

2.3. VUM Scheme

Voltage unbalances in secondary DNs are mitigated by using the reactive power
capability of the DRES and/or BES converter. Reactive power is exploited to reduce the
BES utilization and ensure that VUM is available in case the active power of DRES/BES is
not available. In this sense, VUM can be always activated ensuring the effective reduction
of network unbalances. Note that the virtual admittance concept is adopted for controlling
the DRES/BES converter [19]. According to this, the output currents of the DRES/BES
converter are determined by multiplying the POI voltage with a virtual admittance. In this
paper, the virtual admittance matrix Y is introduced as follows:

Ī0

Ī1

Ī2

 =


Ȳ0 0 0

0 Ȳ1 0

0 0 Ȳ2


︸ ︷︷ ︸

Y


V̄0

V̄1

V̄2

. (3)

where Īy and V̄y denote the symmetrical component output currents and POI voltages of
the DRES/BES converter (see Figure 3), respectively. By setting the non-diagonal elements
of Y equal to zero, it is evident that the symmetrical components are decoupled, rendering
feasible the individual control of the symmetrical component currents [14]. It must be also
indicated that in order to compensate the voltage unbalance, only the reactive capability
of the converter is exploited by means of Ȳ0 = jB0 and Ȳ2 = jB2, leaving intact the output
active power of both DRES and BES. Finally, Ȳ1 is determined by the outputs of the VR
strategy analyzed in Section 2.4.

2.4. VR Strategy

An event-triggered VR strategy is proposed to solve overvoltage and undervoltage
issues. The proposed VR is based on the coordinated operation of the CC and the DRES/BES
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LCs as depicted in the flowcharts of Figure 5. In particular, the DRES/BES LCs communicate
on a regular basis with the CC and transmit their measured at POI positive-sequence
voltage, V1 and an auxiliary binary variable baux (See Figure 5a). From the obtained
data, the CC identifies the nodes exceeding Vmax

lim (assuming network overvoltage) and
activates the VR algorithm at the LC node, presenting the maximum overvoltage by sending
appropriate activation signals (See Figure 5b).

Activate M2

Start Receive V1, baux 
ASM1=0 

ASM2=0
ASM1 = 1 End

Send ASM1, ASM2 End

ASM2 = 1

(a)

Start Receive ASM1, ASM2 ASM1 = 1 Activate M1 baux = 1 End

ASM2 = 1

Send V1, baux

End

Send V1, baux

YES

YES

NO

NO

Voltage Limits 

Violation

Activate M2 baux = 0 EndSend V1, baux

Activate M1

Send ASM1, ASM2

Activate M1

YES

NO

baux = 1

Send ASM1, ASM2 End

Send ASM1, ASM2

End

YES

NO

YES

NO

Activate M2

(b)

Thresholds 

Violation

Figure 5. Operation schemes of (a) the LCs and (b) the CC.

The proposed VR algorithm consists of two operational modes, i.e., M1 and M2. M1 is
used to regulate V1 at POI within predefined limits by prioritizing the use of Q1 instead
of P1; P1 and Q1 pertain to positive-sequence power. In case a voltage violation occurs,
the activation signal, ASM1, is transmitted from the CC to the LC. The latter sends back a
baux = 1 to denote that VR is enabled to the corresponding node. In case ASM1 = 1, the
available amount of the DRES/BES converter, Q1, is initially used as the only means for
VR. The corresponding reference positive-sequence reactive power, Qref

1 , that should be
absorbed/injected is determined by means of (4)

Qref
1 = (V1 −Vref)

(
kVR

p +
kVR

i
s

)
(4)

where kVR
p and kVR

i are the proportional and the integral gains of the converter PI controller,
respectively; Vref is the reference voltage level and is equal to Vmax

lim − 0.5db, in case of an
overvoltage incident, or Vmin

lim + 0.5db for undervoltage events. Note that the deadband, db,
is considered between the operation of M1 and M2, in order to avoid possible oscillations
and recurrent switching. The process is repeated till either the voltage is regulated or the
maximum available reactive power, Qmax, is reached, where Qmax is
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Qmax =
√

S2
1 − P2

1 . (5)

Here, S1 is the nominal apparent power of the converter, and P1 is the active power
absorbed/injected by the converter during the control.

If Qref
1 reaches Qmax or the voltage violation event has not been totally mitigated,

the VR process proceeds with the P1 utilization of BES. The required Pref
1 , that should be

absorbed/injected is estimated by employing an additional PI controller and the Qref
1 is

readjusted to a new value according to (5). The process is repeated till either the voltage is
regulated, or the maximum available active power, Pmax, estimated by (6), is reached:

Pmax =
S1

p f
(6)

where, p f refers to the nominal power factor of the BES converter.
Once M1 completes, the VR control scheme remains idle. Nevertheless, possible

changes in the network operating conditions may result in (i) a decrease in V1 below the
threshold Vmax

lim − db (in case where overvoltage incidents were previously observed), or
(ii) an increase of V1 higher than Vmin

lim + db (in case where undervoltages were previously
detected), and consequently lead to unnecessary power absorption/injection by the con-
verter. For this reason, if baux = 1, the CC sends another activation signal, i.e., ASM2, to the
LC to enable M2. The purpose of M2 is to avoid the unnecessary use of BES by adjusting
the P1 control, until voltage V1 is regulated or P1 becomes zero. In the latter case, Q1 is also
reduced to zero (baux = 0), unless the voltage is regulated.

The VR strategy incorporates also a day-ahead planning algorithm to ensure the
successful participation of the DRES/BES systems to the VR process of the next day.
Specifically, in the CC, the day-ahead generation and consumption profiles are forecasted,
and quasi-static simulations are performed employing the proposed VR method. From
the obtained results, the required storage range, SR, i.e., the amount of energy that will be
stored during the VR process by each BES in the next day, is predicted [14,15]. A safety
factor, s f , is also taken into account in the final estimate. Subsequently, a discharging
process with constant power is applied to each BES with non-zero SR during no-generation
periods to reach the required storing capability. Note that a similar rationale also applies to
undervoltage events.

2.5. CM Strategy

To alleviate overloads in the DN lines, a CM strategy is also considered. In particular,
the CC constantly monitors the currents flowing through the network transformer (either
HV/MV or MV/LV for the primary and secondary DNs, respectively) and also the lines
close to or directly connected to the corresponding transformer downstream busbar. These
are considered the most vulnerable to current overloading due to the radial configuration
of the majority of distribution grids [20].

In particular, the CC calculates the current deviation (∆I) from the line ampacity (Imax).
If ∆I > Imax, i.e., the current has crossed the emergency limit, a current overloading is
detected, and the following step-by-step procedure is followed:

• Step 1: The CC selects the DRES/BES of the node presenting the lowest impact on the
network voltages to participate in the CM scheme. This is determined by means of the
network sensitivity matrix:[

∆θ1

∆|V̄1|

]
= J−1

1

[
∆P1

∆Q1

]
=

[
k l

m n

][
∆P1

∆Q1

]
(7)

where J−1
1 is the inverse Jacobian matrix in the positive-sequence quantifying the

voltage magnitude ∆|V̄1| and angle (∆θ1) variations with respect to active (∆P1) and
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reactive power (∆Q1) fluctuations. m and n are the sub-matrices of (7) containing the
partial derivatives ∂|V̄1|/∂P1 and ∂|V̄1|/∂Q1, respectively. Using these sub-matrices,
the CC can identify the available DRES/BES of the node with the lowest impact of
the network voltages. This way, the interaction between the CM and the VR is kept as
minimal as possible. Concerning secondary DNs, sub-matrix m is considered in the
DRES/BES selection process since the network voltages are more sensitive to active
power variations due to the high R/X ratio of the lines. On the contrary, in primary
DNs, sub-matrix n is used in the selection process due to the higher sensitivity of
network voltages to reactive power variations. It is worth mentioning that in case
either the Jacobian is singular or its condition number exceeds a certain limit, the
sensitivity matrix can be estimated using the inversion-free analytical calculations
of [21].

• Step 2: The CC communicates with the identified LC to adjust its available DRES/BES
converter active and reactive power to reduce the currents flowing through the lines.

• Step 3: The LC, via a dedicated PI controller, increases the DRES/BES output current
as requested by the CC, i.e., ∆I. Additionally in this case, the use of the reactive power
is prioritized against active power. Therefore, the BES active power is used only if the
BES maximum reactive power has first been reached.

• Step 4: If the maximum active power has been reached, the process shifts to the succeed-
ing DRES/BES (according to (7)), having the lowest impact on the network voltages.

• Step 5: The procedure repeats till the line overloads have finally been eliminated.

3. Developed Network Monitoring System

The core of the monitoring system is to collect, process, store and analyze measured
data from multiple locations of the TN and the DNs. This enables different online and
offline applications. A detailed description of the architecture of the network monitoring
system is described [10]. Herein, the most important applications, i.e., small signal analysis
via mode estimation and DN dynamic equivalencing, are briefly discussed.

3.1. Mode Estimation

The dynamic response of a system, subject to small perturbations, can be approximated
by a sum of N damped sinusoidal functions:

ŷ(t) =
N

∑
i=1

Aieσit cos(ωit + ϕi) + e(t), i = 1 . . . N (8)

where ŷ(t) is the estimated response and ωi, σi, Ai and φi is the system mode angular
frequency, damping factor, amplitude and phase [10,12]. Measurement-based small-signal
analysis involves the identification of modal parameters, i.e., ωi and σi, by analyzing
system responses. In the framework of ACTIVATE, measurement-based modal analysis is
performed by means of ARMAX modeling as follows [10]:

• Step 1: The available signals (dynamic responses) are sampled at a fixed rate allowing
the use of z-transform as follows:

Ŷ(z) =
B(z)
A(z)

U(z) +
C(z)
A(z)

e(z) (9)

where B(z) and A(z) constitute the transfer function H(z) of the system and e(z) is
the unknown input of the system, e.g., noise. The polynomials of (9) are defined as

A(z) = 1 +
pa

∑
`=1

a`z−` (10)
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B(z) =
pb

∑
`=1

b`z−` (11)

C(z) =
pc

∑
`=1

c`z−`. (12)

Here, a`, b` and c` are the parameters of the autoregressive model, the exogenous
inputs and the moving average model of order pa, pb and pc, respectively. The optimal
model order is determined via an iterative process until a pre-defined tolerance ∆R2

h
between two successive steps h and h− 1 is achieved [10]. This way, only the dominant
system modes are included in (9). The coefficient of determination R2 at step h is
defined as

Rh
2 =

(
1− ∑K

k=1(yh[k]− ŷh[k])2

∑K
k=1(yh[k]− ȳh)2

)
· 100. (13)

where y is the mean value of the measured signal y.
• Step 2: Screening of the derived mode estimates is applied to exclude possible artificial

components. As such, we can consider modes with frequencies outside the range of
0.05 Hz to 3 Hz [22] and/or having a damping factor higher than, for example, 10 s−1.

• Step 3: If signals from several system buses are available, multi-signal analysis is
performed via k-medoids clustering, considering as inputs the mode frequency, damp-
ing factor and normalized energy, the latter being defined for the i-th mode (here,
i = 1, . . . , W) as

Ēi =
(ωi Ai)

2

∑W
i=1(ωi Ai)

2 . (14)

• Step 4: A two-step mode classification procedure is applied. Initially, modes are classi-
fied in terms of mode frequency, i.e., low (below 1 Hz) and high frequency (above 1 Hz)
oscillatory modes [22]. At the second level, modes are distinguished as poorly or well
damped. The mode with the lowest damping factor is characterized as the critical
system mode and is used as a indicator of the overall system small-signal stability.

3.2. DN Dynamic Equivalent Modelling

DEMs describe the aggregated real and reactive power response of a system bus
following a voltage disturbance. This way, DSOs can derive reduced, equivalent models of
their own networks and couple them to the TN model for use by the TSO. The concept and
the structure of the proposed DEM is depicted in Figure 6. The adopted equivalent model
has the form of (15)–(19) [10]

y(t) = yt(t) + yr(t) (15)

yr(t) = L−1[g2(t)G(s)] (16)

yt(t) = y0[λ1

(
V(t)
V0

)
+ λ2] (17)

ys(t) = y0

[
κ1

(
V(t)
V0

)
+ κ2

]
(18)

G(s) =
b′0 + b′1s + . . . + b′p′s sp′s

α′0 + α′1s + . . . + α′pa sp′a
. (19)

Here, y(t) denotes either the real or the reactive power response and G(s) is the
corresponding transfer function with parameters b′i of order p′s and α′i of order p′a. The
real/reactive power model parameters are calculated via ARMAX modeling by using a
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voltage disturbance response as input and the power response as output, respectively.
Coefficients λ1, λ2 and κ1, κ2 are determined from the overshoot and the new steady-
state points, respectively. The optimal order of G(s) is determined similarly to Step 1 of
mode estimation [10].
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Figure 6. Detailed DN (down) and its DEM (up).

4. Simulation Model
4.1. T&D Network

For the evaluation of the performance of the designed AS and the dynamic analysis
applications simulations are conducted using the T&D network of Figure 7. The T&D power
system consists of a high voltage (HV) TN, as well as of a primary medium voltage (MV) and
a secondary low voltage (LV) DN. The TN and primary and secondary DNs are modified
versions of the IEEE 39 Bus Test System [23], the 12.66 kV IEEE 33 Bus Test System [24] and
the unbalanced three-phase IEEE European LV test feeder [25], respectively.

4.2. Quasi-Static Modelling

Quasi-static simulations for two indicative days, i.e., a sunny day and a cloudy day,
are performed in the OpenDSS [26] software v961.1 to assess the performance of the AS
framework. In this series of simulations, the TN is modeled as an infinite feeder. In the
modified primary DN, 15 PVs and 20 BES are considered. Accordingly, in the secondary
DN, 32 PV/BES units are added. The POI and capacity of the PVs at the primary and the
secondary DN are summarized in Table 1.
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Figure 7. Topology of the T&D network.

All loads were modeled by using 1 min timeseries. In particular, the primary DN load
profiles are daily electricity timeseries from the [27] dataset with 1 h resolution. By applying
linear interpolation, the corresponding 1 min profiles are derived and are randomly sited
at the primary DN buses. In general, the rated active power and power factor (PF) of each
load are similar to those of [24]. For the secondary DN, the real power profiles of [25] are
adopted with a PF 0.95 lagging (all loads are single-phase). Regarding PVs, 24-h sunny and
cloudy generation profiles with 1 min resolution are used [28]. The nominal PF of PV/BES
at the primary and secondary DN is 0.9 and 0.85, respectively. Considering BES, two types
are used, namely BT1 and BT2:

• BT1: are only equipped with PS capabilities, assuming an initial SoC = 50%,
• BT2: provide VR, VUM and PS ASs, assuming an initial SoC = 30% and 10% during a

cloudy and a sunny day, respectively.

The POI and capacity of BT1 and BT2 BES are presented in Table 2. The minimum,
SOCmin, and maximum, SOCmax, is 0.1 and 0.9, respectively. BESs are modeled in terms of
their energy content (E) via

E(t) = E(t− 1) + ηc · Pc(t) · ∆t− 1
ηd
· Pd(t) · ∆t (20)

where ∆t is the time step taken equal to 1 s, and Pc and Pd are the BES charging and discharg-
ing power, respectively; ηc and ηd are the corresponding charging/discharging BES efficiency
taken equal to 0.95. Considering PS, it is assumed that k = 2, RRmin = −4 W/s and
RRmax = +4 W/s. Finally, the proposed VR, VUM, CM and PS are implemented in
MATLAB R2022b.
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Table 1. PV installed capacity.

Primary DN Secondary DN

Node kWp Node kWp

5, 14, 31, 33 350 103, 199, 267, 280, 281, 421,

7.57, 22 500 436, 480, 486, 515, 589, 600,
9, 12, 15, 27 700 613, 621, 652, 684, 796,

10, 17 300 818, 878, 894, 902, 917
26, 28 250 106, 252, 353, 494, 509, 1530 800 611, 637, 714, 827, 915

Table 2. BES installed capacity.

BT1

Node kWh kW

Pr
im

ar
y

D
N

5, 14, 31, 33 35 100
7, 22 50 145

9, 12, 15, 27 70 200
10, 17 30 85
26, 28 25 70

30 80 230

Se
co

nd
ar

y
D

N

106, 252, 353, 494, 509, 611 1.5 2.15

103, 280, 199, 267, 281, 421, 436,
0.75 4.35

480, 486, 589, 818, 796, 894

BT2

Primary DN Secondary DN

Node kWh kW Node kWh kW

2 1000 500 515, 714, 878 10 5
8 500 250 600, 613, 621 22.5 7.5
13 450 225 652, 684 30 7.5
15 250 220 902 15 7.5
16 550 275 915 25 12.5
29 600 300 637 45 15

827 5 5
917 5 2.5

4.3. Power System Dynamics Modelling

The dynamic analysis tools are tested via dynamic simulations in PowerFactory–
DIgSILENT [29]. In this case, the TN is modeled in detail and consists of 32 transmission
lines, 12 transformers, 19 constant power (CP) loads and 10 synchronous generators (SGs)
equipped with IEEE type-1 exciters [23]. Considering the DN model, all IBRs (PV and
BES units) are assumed connected to the grid via full scale power converters modeled as
type 4A [30] and operate under a constant power (P−Q) mode. The primary and secondary
DN loads are represented also as CP. In all test cases, a tolerance ∆R2

h = 1% is considered to
ensure high accuracy in the parameter estimates as well as minimal (optimal) model order,
i.e., either regarding the mode estimates or the G(s) parameters of DEM.

5. Quasi-Static Simulation Results

In this section, the performance of the designed AS is evaluated by conducting quasi-
static simulations by using the T&D network of Figure 7.

5.1. Quasi-Static Simulation

Two scenarios are examined, assessing the effectiveness of the ASs:
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• Scenario 1: VR, VUM and PS are examined

– Sunny day: in the primary DN VR is provided by the DRES/BT2 units. In the
secondary DN, both VUM and VR issues are solved by the DRES/BT2 units; BT1
units remain idle.

– Cloudy day: in the primary DN PS and VR are provided by the DRES/BT2 units.
In the secondary DN, PS, VUM and VR issues are solved by the DRES/BT2 units.
In both the primary and secondary DNs BT1 units are used to provide only PS AS.

• Scenario 2: VR, VUM, PS and CM are examined

– Cloudy day: in the primary DN PS, VR and CM is attributed to DRES/BT2
units and PS to BT1 units. For the secondary DN the same assumptions as in
Scenario 1 apply.

In both scenarios, the permissible voltage range for the primary DN is within 0.95–1.05 pu
and for the secondary DN 0.9–1.1 pu.

5.1.1. Scenario 1

Indicative rms positive-sequence voltage profiles of the primary and the secondary DN
buses 17 and 652, respectively, are presented in Figure 8. Results are depicted separately for
the cloudy and the sunny days, i.e., Figure 8a,b. It can be seen that by using the proposed VR
scheme the voltage levels are successfully maintained within the prescribed voltage limits
for both DNs. Comparing Figure 8a and Figure 8b, it can be realized that overvoltages are
more prone to occur during a sunny day than during a cloudy day, starting at 10:08 and last
up to 17:27. The same remarks can be also deduced by analyzing the voltage profiles of all
DN buses.

 

Figure 8. Positive-sequence voltage profiles of a primary and a secondary DN bus for the (a) cloudy
and (b) sunny day.
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The efficiency of the VUM AS is investigated in Figure 9 by means of cumulative
distribution function plots of the zero- (VUF0) and the negative-sequence (VUF2) voltage
unbalance factors. VUF0 and VUF2 are defined as the ratio of the zero-, negative-voltage
to the corresponding positive-sequence voltage component. The cumulative distribution
functions are derived by analyzing the rms voltages of all secondary DN buses and refer
to the cloudy day case; similar cumulative distribution functions are also derived for the
sunny day. The VUF0 (Figure 9a) and VUF2 (Figure 9b) results are evaluated by assuming
VUM ON and OFF. It can be seen that by absorbing zero- and negative- sequence currents
in terms of the proposed scheme the voltage asymmetries are reduced (VUF0 is below 2%
and VUF2 below 0.8%). This is achieved by compensating locally the zero- and negative-
sequence currents, thus reducing the corresponding voltage sequence drop along the lines
and eventually mitigating the bus voltage asymmetries, in particular, absorbing the zero-
sequence current results into a neutral point shift toward zero and consequently to the
mitigation of the zero-sequence voltage asymmetry [31]. For VUM OFF, VUF0 can reach 6%,
while VUF2 is below 1.2%. It should be indicated that for VUF2, a limit of 2% is prescribed
by the IEEE 1547 Std. [32].

 
Figure 9. Cumulative distribution function of (a) VUF2 and (b) VUF0.

The effectiveness of the adopted PS algorithm is evaluated in Figure 10a. Indica-
tively, the daily active power profiles of BT1 at bus 15 are compared, assuming that the
PS control scheme is ON and OFF. Results are presented for the cloudy day (extreme
fluctuations). Despite the strong fluctuations, smoother profiles are derived by applying the
RRL PS algorithm, as the control response is in line with the pre-defined ramp-rate limits
(RRmin = RRmax = 4 W/s). The corresponding SoC profile of the BES is plotted in Fig-
ure 10b with regard to SoCre f = 50%. It can be seen that the SoC varies within 10% to
60% with an average value of SoC = 50%. Despite the unequal energy absorbed dur-
ing the ramp-up and ramp-down, the adopted recovery mechanism supervises the SoC
and ensures that at the end of the PS period (approximately at 18:00), it remains equal to
SoCre f = 50%. This is an important feature that ensures the availability of the BES units to
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provide or store sufficient energy in order to support AS during the next day [15]. Similar
results have also been derived for the rest of the BT1 units.

 

 

 

Figure 10. (a) Daily PV output power profile during a cloudy day. (b) Daily SoC profile of BT1–15.

The overall AS system performance is evaluated by analyzing the total reactive and
active power exchanged by the DRES and the BES units at the primary and secondary DN.
In particular, in the bar graphs of Figure 11 the total reactive energy absorbed/injected
by the DRES (EQ

DRES) and the BES (EQ
BES) units is analyzed for the cloudy and the sunny

day. Note that a plus sign denotes reactive power absorption and a minus sign injection.
The corresponding active power is analyzed in Table 3 per AS usage, i.e., for VS or PS. It
should be reiterated that for VUM, reactive power is exclusively used. From the results, the
following remarks can be generally inferred:

• Comparing the cloudy and sunny day:

– Considering the cloudy day significantly higher amounts of energy are used
for PS compared to VR. This is because of the excessive primary source (PV)
fluctuations and their pronounced effect compared to network overvoltages.

– Considering the sunny day, due to the higher PV generation and the inherently
smoothed sun irradiation, PS descends and VR becomes important; thus, high
amounts of active and reactive power are absorbed to resolve the resulting over-
voltage issues.

• Primary and secondary DNs:

– Significant amounts of reactive power are used in the primary DN to solve
overvoltage problems. Such issues are of less importance in the secondary DN
for the examined case.

– Due to primary DN stiffness higher amounts of reactive power are required for
VR. This is also attributed to the higher X/R ratio of the distribution lines.

– accordingly, for VR at the secondary DN more active power is absorbed by the
BES units than those of the primary DN.
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Figure 11. Total absorbed/injected energy related to reactive power by DRES/BESs units during
(a) a cloudy and (b) a sunny day.

Table 3. Total absorbed/injected energy by BESs.

Day Network AS EP
BES (kWh)

Cloudy

Primary DN
VR Absorbed -

Injected -

PS Absorbed 1756.93
Injected 1585.63

Secondary DN
VR Absorbed 17.56

Injected -

PS Absorbed 77.95
Injected 70.35

Sunny

Primary DN
VR Absorbed 91.18

Injected -

PS Absorbed -
Injected -

Secondary DN
VR Absorbed 139.16

Injected -

PS Absorbed -
Injected -

5.1.2. Scenario 2

For Scenario 2 CM analysis is also performed. The cable ampacity is provided in Table 4.
Indicative current profiles flowing in the primary DN cables L4 and L5 are compared

in Figure 12, assuming that the CM scheme is ON and OFF. The corresponding cable
ampacity is also indicated in the figures (flat line). The DRES/BES units at bus 5, 7, 26, 27
inject reactive power according to the proposed CM method. This entails that the current of
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the cables is restored within the permissible limits, and consequently the cable overloading
is alleviated. The reactive energy absorbed/injected by the DRES and the BES participating
in the proposed VR and CM schemes is summarized in Figure 13. The injected reactive
power by DRES units at bus 5, 7, 26, 27 is indicated by the minus sign. This reactive power
injection results into new overvoltage events. Nevertheless, in the frame of the holistic
AS framework apart from eliminating the cables overload, the network voltages must be
also maintained within the stipulated limits. Therefore, the DRES and BES units at bus 12,
14, 15 and 17 that participate in the VR scheme re-adjust their reactive power set points
(additional reactive power absorption) and eventually regulate all network voltages. The
additional reactive power absorption can be realized by comparing the results of Figure 13
for the cases of CM ON and OFF.

Table 4. Primary DN cable data.

Cable No. R/X Ampacity (A)

L1–L4, L25, L26, L29 1.96 205
L5, L14, L19, L27, L28 1.25 195

L6 0.30 150
L7, L10, L11 3.02 150

L8, L9, L15, L22 1.40 150
L12, L17, L23, L24 1.27 115

L13, L16, L21 0.75 115
L18, L30 1.02 70
L20, L31 0.85 70

L32 0.65 70

 

 

 

 

 

 

 

Figure 12. Current profiles of two indicative primary DN lines (a) CM OFF and (b) CM ON.
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Figure 13. Comparison of reactive power usage of (a) DRES and (b) BES units situated at the primary
DN assuming CM ON and OFF.

Finally, to analyze and evaluate the total injected and absorbed reactive power of
the DRES/BES units situated at the primary DN, the results are presented in Figure 14a
and in Figure 14b, respectively. Comparison of the bar graphs in Figure 14a for the CM
ON and OFF cases reveals that the injected reactive energy increases in DRES due to the
activation of the CM algorithm. On the other hand, Figure 14b comparisons show that the
activation of the CM leads to a slight increase in the energy absorbed by the DRES and BES.
This is attributed to the additional reactive power required to tackle the overvoltage issues
described above as a result of the reactive power injection into the network by the DRES
units at bus 5, 7, 26, 27 to alleviate cable overloads.
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Figure 14. Total (a) absorbed and (b) injected reactive power of DRES/BES units situated at the
primary DN assuming CM ON and OFF.

6. Dynamic Simulation Results

The performance of the DEM is demonstrated by using time-domain simulations. The
DN is excited by a 5% step-down voltage disturbance via tap-changing the HV/MV trans-
former. Note that the initialization of the dynamic simulations model relies on the quasi-
static analysis described above. This is achieved by the concurrent use of the OpenDSS [26]
and DIgSILENT Power Factory [29] software tools. In particular, the pre-disturbance op-
erating conditions in DIgSILENT are those resulted by the application of the proposed
AS in Scenario 1 at a specific time instant of the sunny day, i.e., t = 13:40 (time instant
corresponding to the highest DRES generation).

6.1. DN Dynamic Equivalencing

In Figure 15, the estimated (ARMAX modeling) and the original (simulated by DIgSI-
LENT model) real and reactive power dynamic responses at bus 1 of the primary DN are
compared. Note that, in the DIgSILENT model and accordingly in the figures, a negative
sign denotes power flow from the TN to the DN. The R2 for both the real and the reactive
power responses is higher than 99%, thus the proposed ARMAX model can accurately
represent the DN dynamics. By analyzing the responses, it can be seen that after the step
in the voltage disturbance the DN behaves as an impedance and consequently both the
real and the reactive power change immediately after the voltage step-down. Afterwards,
the dynamics of the DN, i.e., loads and IBRs tend to restore the DN power, at least to a
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certain extent. This recovery is approximately of exponential form and might be oscillatory
depending on the DN mixture. Note that the overshoot and the new steady state are related
non-linearly to the voltage response [33].
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Figure 15. Dynamic responses of the DN (a) real and (b) reactive power modeling.

6.2. Effect of IBRs and Load Modelling

To investigate further the DN dynamics and more explicitly the effect of IBRs and load
modeling, the system loads of the primary DN are also represented as exponential (EXP)
and constant impedance (CZ). The real PEXP and reactive PEXP power of the EXP model is
described by

PEXP = P0

(
V
V0

)nP

(21)

QEXP = Q0

(
V
V0

)nQ

(22)

where V is the network voltage, V0 is the pre-disturbance voltage magnitude and P0 and
Q0 the corresponding pre-disturbance real and reactive power, respectively. For the EXP
model, universal parameters are selected, i.e., nP = 0.74 and nQ = 1.3, according to [34].
The CZ model results by substituting nP = 2 and nQ = 2 into (21) and (22), respectively.

In Figure 16, the real and reactive power dynamic responses of bus 1 of the primary
DN are summarized by using the different load models. Results are compared for the
following cases of IBR penetration:

• Low IBR penetration: DRES/BES are hosted at buses 5, 7, 9 and 10 of the primary DN.
Results are presented in Figure 16a,d.

• Moderate IBR penetration: DRES/BES are hosted at buses 5, 7, 9, 10, 12, 14, 15, 17 and
22 of the primary DN. Results are presented in Figure 16b,e.

• High IBR penetration: all primary DN DRES/BES units described in Tables 1 and 2
are used. Results are presented in Figure 16c,f.

The comparison of the results reveals the effect of IBR penetration and load modeling
on the steady state and the transient response. In particular, as the IBR penetration increases,
the DN real power prior to the disturbance tends to zero and becomes positive for high IBR
penetration and all load models; this case is characterized by an excess of IBR generation
(compared to local demand), and thus, reverse power flow from the DN to the TN occurs.
The steady state real and reactive power after the disturbance depends on the adopted load
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model. This can be elucidated by assuming that the aggregated real and reactive power
of the IBR and load prior to the disturbance is PIBR, QIBR and PLoad, QLoad, respectively,
and thus

PDN = PIBR − PLoad (23)

QDN = QIBR −QLoad (24)

is the corresponding real and reactive power at bus 1 for voltage V0. After the step-down
disturbance, the new steady-state voltage is V′ and the corresponding real and reactive
power values are P′DN , P′IBR and P′Load as well as Q′DN , Q′IBR and Q′Load, respectively. Due
to the P− Q control mode of the IBR P′IBR = PIBR and Q′IBR = QIBR. For V′ < V the CZ
and the EXP model load power becomes PLoad > P′Load and QLoad > Q′Load; thus, from (23)
and (24) it occurs that the real and reactive power prior to and after the disturbance yield
PDN < P′DN and QDN < Q′DN , respectively. On the contrary, for the CP model PLoad = P′Load
and QLoad = Q′Load, and thus PDN ≈ P′DN and QDN ≈ Q′DN (small differences between the
two steady states are due to losses across the DN lines).
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Figure 16. Dynamic responses for low IBR penetration of the (a) real and (d) reactive power, for
moderate IBR penetration of the (b) real and (e) reactive power and for high IBR penetration of the
(c) real and (f) reactive power.

Considering the DN dynamics, they become more complex with increasing IBR pen-
etration. This is more pronounced for the reactive power response, where an oscillatory
behavior is observed for moderate and high IBR penetration by using the CZ and the
EXP models. Regarding real power, it can be observed that as the IBR penetration in-
creases, the transient overshoot becomes higher for all load models. The differences in the
dynamic responses by using the different load models can be quantified by comparing
the corresponding settling time in Table 5. It is evident that the CP modeling approach
results into faster and more steep responses compared to the CZ and the EXP models.
This also complies with the fact that CP models yield the most pessimistic results from
a stability perspective [35].
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Table 5. Settling time for the different load models and varying IBR penetration.

Case Load Model Real Power Reactive Power

Low IBR penetration
CP 0.0819 s 0.1011 s
CZ 0.3216 s 0.3516 s

EXP 0.3042 s 0.3707 s

Moderate IBR penetration
CP 0.0817 s 0.0948 s
CZ 0.3053 s 0.4218 s

EXP 0.2769 s 0.4486 s

High IBR penetration
CP 0.0806 s 0.0931 s
CZ 0.2768 s 0.4373 s

EXP 0.2299 s 0.4594 s

6.3. Mirroring the DN in Dynamic Simulations

For demonstration purposes, a case study is considered, where the detailed DN
is replaced by the developed ARMAX DEM and is integrated into the T&D network
model to directly interact with the TN. In Figure 17, the ARMAX DEM developed within
PowerFactory is presented by means of a block structure diagram. As shown, the DEM is a
dynamic model (illustrated also in Figure 6) that can represent as a block diagram the two
nonlinear functions and the linear transfer function of (9)–(12) [33]; in practice, the DEM
represents the internal system, i.e., the DN state in real time. This dynamic model receives
as input the voltage measurement at the secondary side of the HV/MV transformer and
provides as output the total power (real and reactive) for the overall DN. The external
system (main grid) pertains to the TN of Figure 7. Indicative real and reactive power
responses of the detailed DN and its DEM are presented in Figure 18, considering a voltage
step-down disturbance equal to 5%. Comparing the DEM responses with the original ones,
the accuracy and reliability of the developed model are verified as R2 for the real and
reactive power higher than 99%.
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Figure 17. DEM integration in DIgSILENT Power Factory.
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Figure 18. DEM results for low IBR penetration. (a) Real and (b) reactive power modeling.

7. PHIL Testing

The performance of the proposed mode estimation technique is evaluated in a PHIL
simulation environment. To create the PHIL setup, a HV TN and two MV primary DNs
are implemented on a digital real-time simulator. Additionally, a secondary LV DN is
designed using the laboratory infrastructure of the Dynamic Power System Laboratory
of the University of the Strathclyde (ACTIVATE project partners). The TN is a modified
version of the well-known Kundur Two Area Power System model [36]; primary DNs are
designed by applying topological modifications on the benchmark European MV grid of
CIGRE [37]. The topology of the examined setup is described in detail in [38].

To analyze the dynamic behavior of the examined setup, nine PMUs are used, located
at the different levels of the power system. In particular, an adaptive filter-based PMU is
installed at the secondary DN and eight P class PMUs are simulated using the GTNET-PMU
firmware of the digital real time simulator [38]. Three of the virtual PMUs are located at
primary DN buses, and five of them at TN buses. Further details concerning the sitting and
the characteristics of the PMUs can be found in [38].

To evaluate the proposed mode estimation technique, a ringdown event is generated
by connecting and disconnecting a load at the TN. The event under study is the first event of
Set-1 (for further details see Section II.B of [38]). During the ringdown, voltage responses are
recorded using the PMUs. Recordings from all available PMUs are presented in Figure 19
alongside with the estimated responses, derived by ARMAX modeling. As shown, in all
cases, a very good agreement between the recorded responses and the estimated ones is
obtained, verifying that the proposed method captures accurately the dynamic behavior of
the examined setup.

The inter-area mode parameters, resulted after the screening of the derived estimates,
are illustrated in Figure 20. As shown, the analysis of individual signals/responses results
in varying modal estimates (depicted as colorful dots in Figure 19), making it difficult
for the system operator to identify the actual modal properties. This issue is resolved by
adopting the proposed clustering approach. In this case, all modal parameters, resulted
after the screening of the derived estimates, are grouped together, and a unique mode
estimate is produced by means of clustering. This unique estimate is illustrated with a red
star in Figure 20.
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Figure 19. Voltage magnitude responses (in pu). Figure (a–i) refer to different PMUs, i.e., to different
locations/buses of the examined setup. Further information concerning the exact location of the
PMUs are provided in [38].
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Figure 20. Identified modal parameters. Colorful dots denote modal estimates, resulted from single-
signal analysis, i.e., by analyzing separately the available signals. The red star denotes the estimate
resulted by the proposed multi-channel clustering-based approach.

8. Conclusions

In this paper, a comprehensive validation of a holistic system is presented. The pro-
posed system consists of a set of hybrid control strategies to provide ASs (VR, VUM, PS
with BES SoC recovery and CM) as well as a network monitoring system to support a num-
ber of online (small-signal stability analysis) and offline (DEM development) applications
by exploiting measurements from different levels of the power system. The validation is
performed by means of software and PHIL simulation results obtained in combined T&D
network models. The following points are demonstrated:

• The proposed VUM, VR, PS and CM ASs can tackle holistically problems in both
primary and secondary DNs under different operating conditions.

• The SoC recovery algorithm ensures the availability of BES units for the provision of
PS ASs for the next day.
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• The provision of the ASs depends on the weather conditions. This entails the different
usage of the real and reactive power from DRES/BES units.

• Reactive power can be utilized to solve VR issues in primary DNs as well as in
secondary DNs, despite the generally low X/R distribution line ratio of the latter.

• IBRs influence the transient response of DNs. The transient overshoot of the real
and reactive power response increases with IBR penetration and generally the DN
dynamics become faster (most importantly for the real power) and more oscillatory
(more evident for the reactive power).

• Load modeling has a significant impact on the steady state after the disturbance
and the transient response. In particular, the new steady state depends on the DN
power recovery that is directly related to the load model. CP models result into faster
recovery and smaller power variations prior to and after the disturbance. Accordingly,
their transient responses are more steep and fast compared to CZ and EXP models.

• The developed DEM can accurately reproduce the dynamic response of the DN to
external disturbances.

• The performance of the ARMAX mode estimation algorithm was successfully val-
idated in the PHIL setup by using measurements at the three levels (transmission,
primary and secondary distribution) of the power system.

• The results of the simulation and PHIL tests prove the consistency and the accuracy of
the proposed AS and the dynamic response analysis tools, highlighting the adaptability
to different power system configurations.

In summary, the proposed solution offers a holistic framework to provide ASs as well
as to monitor and analyze different aspects of dynamic phenomena that may occur at the
different parts of modern power systems. This concept can be used to improve the operation
of TN and DN and enhance the reliability of the dynamic analysis of the corresponding
power system operators as well as extending their visibility and coordination.
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Abbreviations
The following abbreviations are used in this manuscript:

ARMAX Autoregressive–moving average with exogenous inputs
AS Ancillary Services
BES Battery Energy Storage
CC Central Controller
CP Constant Power
CM Congestion Management
CZ Constant Impedance
DEM Dynamic Equivalent Model
DN Distribution Network
DRES Distributed Renewable Energy Sources
DSO Distribution System Operator
EXP Exponential
IBR Inverter Based Resources
LC Local Controller
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MPP Maximum Power Point
PDC Phasor Data Concentrator
PHIL Power hardware-in-the-loop
PMU Phasor Measurement Unit
POI Point of Interconnection
PS Power Smoothing
PV Photovoltaic
RES Renewable Energy Sources
RRL Ramp-rate Limitation
SoC State of Charge
TN Transmission Network
TSO Transmission System Operator
VR Voltage Regulation
VUM Voltage Unbalance Mitigation
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