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Abstract

:

Autonomous electric vehicles (AEVs) have garnered increasing attention in recent years as they hold significant promise for transforming the transportation sector. However, despite advances in the field, effective vehicle drive control remains a critical challenge that must be addressed to realize the full potential of AEVs. This study presents a novel approach to AEV drive control for concurrently generating a suitable speed profile and controlling the vehicle drive speed along a planned path that takes into account various driving circumstances that mimic real-world driving. The designed strategy is divided into two parts: The first part presents a proposed speed planning algorithm (SPA) that works on developing an adequate speed profile for vehicle navigation; first, the algorithm uses an approach for identifying sharp curves on the predefined trajectory; secondly, based on the dynamic properties of these curves, it generates an appropriate speed profile to ensure smooth vehicle travel across the entire trajectory with varying velocities. The second part proposes a new back-stepping control technique with a space vector modulation (SVM) strategy to control the speed of an induction motor (IM) as a traction part of the AEV. A load torque observer has been designed to enhance the speed-tracking task, while the system stability has been proven using Lyapunov theory. Through a series of experiments and simulations using MATLAB/Simulink software and the dSPACE 1104 real-time interface, we demonstrate the effectiveness of the SPA combined with the back-stepping control technique and highlight its potential to advance the field of AEV technology. Our findings have important implications for the design and implementation of AEVs and provide a foundation for future research in this exciting area of study.
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1. Introduction


In the last two decades, the AEV motorization control field has become a major axis of research, especially with the big trend in the automotive industry toward electric vehicles that use nonpolluting energy sources with zero gas emissions [1,2]. Electric vehicles now include cars, transportation buses, trucks of all sizes, and even agricultural tractors that are at least partially powered by electricity. In comparison to vehicles powered by internal combustion engines, electric vehicles are more environmentally friendly, have highly efficient control motors, which reduce the maintenance cost, and give better performance due to their highly regulated torque and fast acceleration [3,4].



Achieving optimal performance for AEVs requires a robust control technique that can efficiently manage speed tracking and energy consumption while navigating a given trajectory. To accomplish this, accurately predicting the speed profile for a given trajectory is a crucial prerequisite that must be addressed. By developing advanced speed prediction models, we can help ensure that AEVs can navigate trajectories with a high degree of precision, maintain good speed tracking, and minimize energy consumption. This, in turn, will help to increase the efficiency of the AEV technology, paving the way for a more sustainable future in which we can rely on these vehicles to meet our transportation needs.



Over-speeding is a major contributor to crashes on curved roads. To ensure a vehicle remains stable and avoids lateral instability issues such as sideslip and rollovers, there should be an intelligent speed adaption (ISA) to respect the speed limits and maintain the curves [5,6]. However, speed limit signs are nonadjustable and may not always accurately indicate the recommended speed for navigating curves. The growth of intelligent transportation systems (ITSs) has presented new solutions for the problem of navigating curves. One of these solutions is the vehicle-mounted curve speed warning (CSW) system, which aims to increase warning accuracy [7,8]. The CSW system uses various curve speed models to determine if a vehicle is approaching a curve too quickly. Nevertheless, for accurate speed regulation, it is crucial to take into account several other factors, among which the road geometry is one of the most significant. Several studies have been conducted to determine the curve speed model from various perspectives. One of the key perspectives considered is the road surface conditions, which can impact the vehicle’s ability to maintain stability during curve negotiation. In addition, road geometry features, such as the radius of the curve and the super elevation, can also significantly affect the speed required for a vehicle to safely navigate the curve [9,10]. While curve speed estimation has been a topic of discussion in numerous studies, only a limited number of them have been put into practice and assessed in either simulated or real-life settings.



The traction system is a crucial component of electric vehicles, and a careful selection of electric motor types is necessary to drive the vehicle efficiently and maintain high tracking performance. The four main types of motors used in electric vehicles are induction motors (IMs), switched reluctance motors (SRMs), brushless DC motors, and permanent magnet synchronous motors (PMSMs). Therefore, for optimum traction system performance, a thorough understanding of the various electric motor types and their main characteristics is necessary, which can lead to a suitable choice for the electric vehicle application. The IM has emerged as the preferred choice for electric vehicle manufacturers due to several advantages. Firstly, it is a simple design that consists of fewer parts, which translates into easy maintenance and low-cost repairs. Secondly, IMs have proven to be robust and reliable, which is vital in the context of electric vehicles, where high levels of efficiency are required. Additionally, IMs can operate at a wide range of speeds, making them suitable for various driving conditions. Moreover, IMs are highly efficient and do not require any rare-earth metals, making them a cost-effective option. As a result, IMs are widely used in electric vehicles today and are expected to continue to dominate the market for the foreseeable future [11,12,13].



Various control techniques have been developed to enhance the performance of IMs in electric vehicles, with the two primary methods being field-oriented control (FOC) and direct torque control (DTC) [14]. FOC is a method that provides high dynamic speed accuracy, improved torque response, and short-term overload capability. However, this technique has some limitations, such as high computational costs and the need for precise identification of motor parameters [15]. On the other hand, DTC has several advantages over FOC, including a simple structure, less dependence on motor parameters, and no need for current regulation [16]. Nevertheless, the classical DTC technique has some drawbacks, such as difficulty in control at low speeds, high torque and flux ripples, and acoustical noise, due to the use of a hysteresis controller with a switching look-up table [17,18]. Despite these limitations, recent research has focused on enhancing the DTC technique, such as using the SVM strategy to improve its performance at low speeds and reduce torque and flux ripples [19,20]. According to a study conducted in [21], a comparison between FOC and DTC control of an IM showed that the DTC method outperformed FOC in terms of improving the accuracy of reference speed traction and enhancing energy consumption for electric vehicle applications.



This paper proposes a novel approach that significantly enhances the performance of speed control for AEVs compared to existing approaches in the literature. The proposed approach combines an SPA with a back-stepping control technique to achieve highly accurate and robust speed control. The SPA proposed in this paper consists of several key steps. The first step involves detecting the presence of sharp curves in the predetermined trajectory. Geometric information is then utilized to extract the main characteristics of each curve, which are used in combination with the friction coefficient and super-elevation angle to calculate the ideal speed for each curve. By taking into account the trajectory speed limits and acceleration boundaries, an optimal speed profile is generated for the entire trajectory. The proposed control strategy for an AEV induction motor aims to effectively follow the reference speed profile while maintaining fast, dynamic, and robust control with minimal ripple. To achieve this goal, a novel back-stepping controller with an SVM strategy was introduced. This approach involves dividing the entire system into four separate control loops, each with its own control law. The two outer loops contain speed and rotor flux control laws that serve as reference points for the two inner loops, which determine the control law of the entire system. To enhance the robustness of the control loops, a back-stepping load torque estimator was designed to determine the applied load torque and reduce system uncertainties. This estimator also plays a crucial role in reducing the effects of disturbances. The stability of the back-stepping controller is guaranteed by a Lyapunov candidate.



The organization of the rest of the paper is as follows: Section 2 describes AEV velocity planning by using a proposed SPA to obtain an optimal speed profile. Section 3 presents the design of a back-stepping controller using an IM model, SVM strategy, and load-torque estimation to control the speed of the AEV drive. Section 4 details the performance analysis of the designed control technique through simulation and experimental validation by using MATLAB/Simulink software and dSPACE 1104 real-time interface. The last section contains our conclusions.




2. Related Works


Our research is centered around developing efficient control mechanisms for autonomous electric vehicles. Specifically, we are exploring the use of speed planning algorithms to generate an adequate speed profile and a back-stepping control technique to control the vehicle’s velocity. To achieve this goal, we reviewed the existing literature and studies that focus on these two critical aspects.



2.1. Speed Profile Generation


The AEV needs a robust control technique to achieve high performance, good speed tracking, and low energy consumption during its navigation through the trajectory. Therefore, a significant prediction of the speed profile for a given trajectory is a crucial prerequisite for accurate speed control. Solea and Nunes [22] proposed a velocity planning algorithm by dividing the whole trajectory into small parts. Then, a velocity set-point is generated by calculating the appropriate time for each part, ensuring low acceleration and jerk while maintaining a high level of passenger comfort. Previous research has endeavored to establish a model for determining curve speed by exploring multiple factors, including road surface conditions and geometry features [9,10,23,24,25]. These studies utilized the key characteristics of curves to calculate the optimal speed of the vehicle. By taking into account a range of variables, such as the curvature of the road and surface friction, researchers have strived to develop more accurate models for predicting vehicle behavior on curved roads. Nonetheless, to ensure accurate speed regulation, it is important to take other factors into account, such as speed limits and acceleration boundaries. Numerous studies have implemented a driver factor derived from driving tests conducted by a diverse range of drivers on an urban circuit [26,27,28]. By integrating this driver factor with existing vehicle-road interaction models, these studies have significantly enhanced our understanding of driver behavior on curved roads. With the incorporation of the driver’s preferred speed, the model is capable of accurately simulating real-world scenarios and predicting vehicle dynamics with greater precision. However, driver behavior can be highly unpredictable and inconsistent, which could cause issues when it comes to developing autonomous vehicles. In previous studies [29,30,31], machine learning algorithms were utilized to predict the required speed profile for a defined trajectory based on traffic information obtained from real-world data that represents urban transportation scenarios. These approaches offer promising results in terms of accuracy and effectiveness in predicting the required speed profile for a given trajectory. However, one of the main drawbacks of these algorithms is their high computational cost, which can be a significant challenge for real-time applications. The high computational cost of these algorithms can be attributed to the large amount of data processing and analysis required to make accurate predictions.




2.2. IM Speed Control


For the AEV induction motor control, intelligent algorithms were widely used in the IM control field. These algorithms, renowned for their exceptional speed response, high efficiency, and resilience to parameter variation, have proved to be instrumental in ensuring optimum performance of the AEV induction motor. Of these algorithms, neural network and fuzzy logic control [32,33] have emerged as the leading contenders. Despite their remarkable advantages, however, these techniques have their limitations. Their intricate structure and dependence on prior knowledge and expertise make them less suitable for applications that require a simple, user-friendly approach. Model predictive control has emerged as a promising technique in the electric drive and power electronics fields, thanks to its ability to enhance current quality, reduce torque ripples, and improve disturbance rejection. This advanced control method achieves these benefits by generating an optimal switching state in a sampling period to minimize the cost function [13,14,34,35]. Despite its numerous advantages, model predictive control is not without its limitations. One of the main drawbacks of this technique is the high computational demand required to predict the system’s behavior accurately. Additionally, the need for accurate models of the system can pose challenges, particularly in applications where the model may be affected by parameter variations. In contrast to the complex and knowledge-dependent nature of intelligent algorithms, many researchers have also explored the potential of robust nonlinear control techniques that boast exceptional performance while maintaining a simple calculation process. Among the most promising of these techniques are sliding mode control, super twisting control, input–output feedback linearization, and back-stepping control [36,37,38,39]. These methods provide an alternative approach to induction motor control that can help overcome the limitations of more traditional methods. With their ability to perform admirably in challenging environments, these techniques are gaining significant attention in the field of AEV induction motor control.



The proposed approach in this paper presents a novel and effective solution to enhance the performance of speed control for AEVs, outperforming existing approaches in the literature. By combining an SPA with a back-stepping control technique, the proposed method achieves exceptional levels of accuracy and robustness in speed control. The combination of these two techniques produces a powerful and reliable speed control method that outperforms existing approaches in the literature. The proposed approach offers a significant improvement in the accuracy and robustness of AEV speed control and is expected to have numerous applications in the field of electric vehicles. Overall, this paper presents a valuable contribution to the field of AEV speed control, providing a new and innovative approach that demonstrates exceptional performance and practicality.





3. Vehicle Velocity Planning


The speed-tracking task is a relevant factor in a fully automated driving system. Indeed, the term “longitudinal control” refers to any system that regulates a vehicle’s longitudinal motion, such as its longitudinal distance from another vehicle on its trajectory, longitudinal velocity, or longitudinal acceleration. Broadly speaking, autonomous longitudinal control aims to control the vehicle speed to follow a suitable speed profile.



The vehicle speed profile may depend on several factors, such as road nature, speed limits, natural factors, or other vehicles’ speeds, and that can be realized by applying a simple conditional statement. However, the most important factor is the path geometry; this last factor will be the focus of our research.



A speed planning algorithm was designed in this research to obtain an optimal speed profile for vehicle navigation. The speed algorithm works on adapting the vehicle speed with trajectory curvatures such that the highly curved sections of the trajectory lead to low speeds and vice versa to tune an ideal performance and ensure the stability and safety of the autonomous vehicle system.



3.1. Curve Identification


Identifying the curves included in the trajectory is a crucial step in speed planning procedures. Hence, an algorithm for curve identification must be introduced. The objective of this algorithm is to first automatically detect any curvatures in each part of the predetermined trajectory and then identify the real curves according to the degree of inclination of these curvatures. The first step in the proposed algorithm is based on calculating the bearing angle. The bearing angle is defined as the angle measured between two consecutive lines in the curve, as illustrated in Figure 1.



From this figure, the formula of this angle through three consecutive points  A ,  B , and  C  is presented as follows [40]:


  α =   cos   − 1    (     (   x B  −  x A   )   (   x C  −  x B   )  +  (   y B  −  y A   )   (   y C  −  y B   )         (   x B  −  x A   )   2  +    (   y B  −  y A   )   2    ⋅      (   x C  −  x B   )   2  +    (   y C  −  y B   )   2       )  ⋅   180  π   



(1)




where    (   x A  ,  y A   )   ,     (   x B  ,  y B   )   , and    (   x C  ,  y C   )    are the coordinates of the points   A  ,  B , and  C , respectively.



After calculating the bearing angle, the second step in the curve identification algorithm is to set a threshold value for this angle. The choice of the threshold value has an impact factor, so identifying the real curves depends mainly on this value to detect its starting and ending points. When the calculated bearing angle between the actual segment and the next segment is greater than the threshold value, either a new real curve has begun or the existing real curve has not ended yet. However, when the calculated bearing angle between the actual segment and the last segment is less than or equal to the threshold value, there is no real curve or the existing real curve has finished. [41]. In this research, a bearing angle value of   5 °   is used. After detecting the real curves, each one of them is defined by its starting point, which is named the Curvature Point    (  P C  )   , and its ending point, which is named the Tangency Point    (  P T  )   .




3.2. Curve Characteristics


Once the curve identification algorithm has been used to extract the real curves from the predetermined trajectory and define them with their Curvature Points   ( P  C s  )   and Tangency Points   ( P  T s  )  , the optimal speed of each curve must be calculated based on the curve’s main characteristics. The main components of a curve are represented in Figure 2. In the figure, the intersection point, the radius, the curve length, the curve center, the length chord, and the central angle are symbolized by    (  P I  )   ,    ( R )   ,    ( L )   ,    ( O )   ,    ( C )   , and    ( ϑ )   , respectively.



The curve main parameters identified in Figure 2 are calculated using these equations [42]:


   a  O − P C   =    (   x  P  C ′    −  x  P C    )     (   y  P C   −  y  P  C ′     )     



(2)






   b  O − P C   =  (   y  P C   −  x  P C    )  ⋅    (   x  P  C ′    −  x  P C    )     (   y  P C   −  y  P  C ′     )     



(3)






   a  O − P T   =    (   x  P  T ′    −  x  P T    )     (   y  P T   −  y  P  T ′     )       



(4)






   b  O − P T   =  (   y  P T   −  x  P T    )  ⋅    (   x  P  T ′    −  x  P T    )     (   y  P T   −  y  P  T ′     )     



(5)






   x o  =    b  O − P T   −  b  O − P C      a  O − P C   −  a  O − P T      



(6)






   y o  =  a  O − P C   ⋅    b  O − P T   −  b  O − P C      a  O − P C   −  a  O − P T     +  b  O − P C    



(7)






  R =      (   x  P C   −  x O   )   2  +    (   y  P C   −  y O   )   2     



(8)






  C =      (   x  P T   −  x  P C    )   2  +    (   y  P T   −  y  P C    )   2     



(9)






  ϑ = 2 ⋅   sin   − 1    (   C  2 R    )  ⋅   180  π     



(10)






  L =   ϑ · π   180   ⋅   R  



(11)




where    a  O − P C     and    a  O − P T     are the slopes of lines   O − P C   and   O − P T  , respectively,    b  O − P C     and    b  O − P T     are the intercepts of lines   O − P C   and   O − P T  , respectively, and    x o    and    y o    are the coordinates of the curve’s center point.



The extracted curves differ depending on their degree of curvature. The severity of a curve can be measured based on its main parameters. The central angle is most often used such that higher values depict sharper curves. Conversely, lower values depict less sharp curves. Even though it is interesting to consider all the extracted curves, our research only considers the sharp curves identified with a central angle value greater than    40  °  .




3.3. Curve Speed Calculation


The next step in the SPA is to calculate the optimal speed of each sharp curve included in the trajectory by using the super-elevation angle, friction coefficient, and the extracted characteristics of each curve [43]. Figure 3 presents the forces that were considered in our vehicle model. This figure included the centrifugal force, the slope force, and the rolling resistance force, but the aerodynamic force has been neglected in this model. The reason for excluding the aerodynamic force is that it is typically a smaller force compared to the other forces considered, and the effect of this force can be neglected for the purpose of our study.



During vehicle navigation, its velocity vector changes due to an apparent force applied to the vehicle moving in a curved path acting outward from the center of the curve. This apparent force is called the centrifugal force, which is applied to the vehicle body as:on the human body, defined as:


   F c  = m ⋅    v 2   R   



(12)




where  m  represents the vehicle mass,  v  is the vehicle velocity, and  R  is the curve radius.



In the horizontal direction, the centrifugal force equals the net of the normal force  N  and the friction force:


   F c  = N ⋅ sin δ + N ⋅ μ ⋅ cos δ  



(13)







In the vertical direction, the weight force equals the net of the normal force  N  and the friction force:


  w = N ⋅ cos δ − N ⋅ μ ⋅ sin δ  



(14)




where  μ  represents the friction coefficient and  δ  is the bank angle.



According to Newton’s second law, the weight force is given as:


  w = m ⋅ g  



(15)







Using Equations (13)–(15), the centrifugal force equation becomes:


   F c  =  (    m ⋅ g   cos δ − μ ⋅ sin δ    )  ⋅  (  sin δ + μ ⋅ cos δ  )  =   tan δ + μ   1 − μ ⋅ tan δ   ⋅ m ⋅ g  



(16)







Using Equations (12) and (16):


    tan δ + μ   1 − μ ⋅ tan δ   ⋅ g =    v 2   R   



(17)







By defining the super-elevation   i = tan δ   and the curvature   κ =  1 R   , the optimal speed of a curve can be expressed as follows:


   v c  =      (  i + μ  )  ⋅ g   ( 1 − μ ⋅ i ) ⋅ κ      



(18)







Most curves are super-elevated to help the vehicle to resist the centripetal force effects. The American Association of State Highway and Transportation Officials (AASHTO) recommend a super-elevation rate between   4 %   and   12 %   [44]. The friction coefficient value depends on vehicle velocity, tire quality, road nature, etc., and it is limited from   0.1   to   0.16   [43].




3.4. Speed Profile Planning


In a real-world driving scenario, the driver tries to control the vehicle by increasing and decreasing the speed depending on the trajectory constraints. Trajectory curves are considered a main factor that the driver should take into account to manage the road properly. Therefore, applying a suitable speed to each part of the trajectory is required to ensure safe and smooth motion throughout the entire trajectory.



In the case of AEVs, a planned speed profile is required to ensure autonomous navigation along the desired trajectory. Speed profile planning depends mainly on the optimal speed of the trajectory’s sharp curves    v c    and vehicle speed limits to extract the ideal speed for each part of the trajectory and then obtain the speed profile that the vehicle should follow. During vehicle navigation with variable velocity, the speed variation is subjected to an acceleration limit to obtain a smooth motion respecting human comfort. Therefore, a suitable distance is required as a crucial factor in the SPA to reach the desired speed at the right moment within the defined acceleration boundaries. The required distance depends mainly on the actual speed, the desired speed, and the acceleration value, and it is calculated using the following equation:


  d =    v d    2  −  v a    2    2 ⋅ a    



(19)




where    v d    is the desired speed,    v a    is the actual speed, and  a  is the required acceleration value.



After defining the real curves in the predetermined trajectory, calculating the optimal speed of each curve, and obtaining the required distance to reach the desired speed, the speed profile can be generated and applied to the vehicle through the whole trajectory as explained in the algorithm shown in Figure 4.



First of all, the vehicle starts its motion from zero position with an initial velocity    v i   ; the maximum speed limit is    v m   . Based on the actual traveled distance    d a   , the next curve distance    d c   , and the distance to maximum speed    d m   , the algorithm selects between the next curve speed and the maximum speed for the desired speed that the vehicle should reach. If the difference between the curve distance and the actual traveled distance is less than the difference between the distance to maximum speed and the actual traveled distance, then the next curve speed is selected to be the desired speed. Otherwise, the maximum speed limit is selected.



After that, the required distance    d r    to reach the desired speed is calculated based on Equation (18) in the case where the actual speed is different from the desired speed.



Then, a deceleration    a n    is applied by the vehicle to reach the desired speed if all the following conditions are satisfied:




	
The actual traveled distance is greater than the difference between the curve distance and the required distance to reach the curve.



	
The actual traveled distance is less than the summation of the curve distance and the curve length    l c   .



	
The actual speed is greater than the next curve speed.








Otherwise, an acceleration    a p    is applied to achieve the desired speed.





4. Vehicle Speed Control


In the previous section, we designed an SPA to generate an appropriate speed profile that will be applied to the AEV based on the predefined trajectory. To correctly emulate the efficient behavior of an electric vehicle, the generated speed profile is extended to control the vehicle drive speed rather than the vehicle speed. As was mentioned before, the IM is considered in this research as the traction part of the AEV due to its ability to reach the reference speed within safe current limits and good energy gain [45,46]. An overall diagram of the speed planning algorithm with vehicle speed control is illustrated in Figure 5.



4.1. IM Model Presentation


For speed control of the IM in the stationary reference   ( α − β )   frame, the dynamic model can be presented as follows:


   V  s α   = γ ·  i  s α   + σ ·  L s  ·   d  i  s α     d t   −    T  m r      T r     ϕ  r α   −  T  m r   · ω ·  ϕ  r β    



(20)






   V  s β   = γ ·  i  s β   + σ ·  L s  ·   d  i  s β     d t   −    T  m r      T r     ϕ  r β   +  T  m r   · ω ·  ϕ  r α    



(21)






   ϕ  r α   =  L m  ·  i  s α   −  T r  ·   d  ϕ  r α     d t   −  T r  · ω ·  ϕ  r β    



(22)






   ϕ  r β   =  L m  ·  i  s β   −  T r  ·   d  ϕ  r β     d t   +  T r  · ω ·  ϕ  r α    



(23)






  J ·   d Ω   d t   =  T e  −  T L  − f · Ω  



(24)







The electromagnetic torque equation is defined as a cross multiplication of rotor flux and stator currents:


   T e  = η ·  (   ϕ  r α   ·  i  s β   −  ϕ  r β   ·  i  s α    )   



(25)







The magnitude of the rotor flux    ϕ r    is deduced as:


   ϕ r  =    ϕ  r α     2  +  ϕ  r β     2     



(26)




where:   σ = 1 −    L m    2     L s  ·  L r     ;   γ =  R s  +    L s   (  1 − σ  )     T r     ;    T  m r   =    L m     L r     ;    T r  =    L r     R r     ;   η = p    L m     L r     .



Additionally,    V  s α _ β    ,    i  s α _ β    ,    ϕ  r α _ β    ,    R s   ,     R r   ,    L s   ,    L r   ,    L m   ,  ω ,  Ω ,  J ,  f ,    p  , and    T L    are stator   α − β   frame voltage, stator   α − β   frame current, stator   α − β   frame flux, stator resistance, rotor resistance, stator inductance, rotor inductance, mutual inductance, electrical speed, mechanical speed, motor inertia, viscous damping coefficient, number of pair poles, and load torque.




4.2. Back-Stepping SVM Control Design


The back-stepping control approach is a technique for recursive design that links the development of a feedback control law with the choice of a Lyapunov function that guarantees the asymptotic stability of the whole system.



In our research, a back-stepping control technique was designed in a stationary reference    (  α − β  )    frame to control the speed of an AEV induction motor. The designed controller contains four control loops, two outer loops, and two inner loops, with a control law for each control loop. The outer loops were designed to control the speed and rotor flux. The results of these two loops, which contain the subtraction of cross multiplication and the summation of direct multiplication of the global stator currents and rotor flux, were used as set-points for the two inner loops. The choice of a suitable Lyapunov function ensures the overall system’s control law.



	
Step 1: Outer loops control






The outer loops contain the speed and the rotor flux control. Therefore, its tracking errors are defined as follows:


   e 1  =  Ω  r e f   − Ω  



(27)






   e 2  =  ϕ   r  r e f    2  −  ϕ r    2   



(28)







Thus, the gradients of these dynamic errors are:


    d  e 1    d t   =   d  Ω  r e f     d t   −   d Ω   d t    



(29)






    d  e 2    d t   =   d  ϕ   r  r e f    2    d t   −   d  ϕ r    2    d t    



(30)







By using the magnetic, mechanical, and electromagnetic torque equations, Equations (29) and (30) become:


    d  e 1    d t   =   d  Ω  r e f     d t   −  1 J   [  η ·  (   ϕ  r α   ·  i  s β   −  ϕ  r β   ·  i  s α    )  −  T L  − f · Ω  ]   



(31)






    d  e 2    d t   =   d  ϕ   r  r e f    2    d t   −   2 ·  L m     T r     (   ϕ  r α   ·  i  s α   +  ϕ  r β   ·  i  s β    )  +  2   T r    ·  ϕ r    2   



(32)







To ensure the stability of the outer speed and rotor flux loops, a first positive definite Lyapunov candidate    V 1    is defined as:


   V 1  =  1 2   e 1 2  +  1 2   e 2 2   



(33)







The time derivative of Equation (33) is:


    d  V 1    d t   =  e 1    d  e 1    d t   +  e 2    d  e 2    d t    



(34)







By substituting Equations (31) and (32) in Equation (34), we obtain the following:


       d  V 1    d t     =  e 1   (    d  Ω  r e f     d t   −  1 J   [  η ·  (   ϕ  r α   ·  i  s β   −  ϕ  r β   ·  i  s α      )  −  T L  − f · Ω  ]  +  k 1  ·  e 1   )  −  k 1  ·  e 1 2         +  e 2   (    d  ϕ   r  r e f    2    d t   −   2 ·  L m     T r     (   ϕ  r α   ·  i  s α   +  ϕ  r β   ·  i  s β    )  +  2   T r    ·  ϕ r    2  +  k 2  ·  e 2   )  −  k 2  ·  e 2 2      



(35)




where    k 1    and    k 2    are positive closed loop constants that ensure the convergence of the speed and rotor flux errors to zero.



For a positive definite Lyapunov function, its derivative must be seminegative definite to ensure the asymptotic stability of the outer loops:


    d  V 1    d t   = −  k 1  ·  e 1 2  −  k 2  ·  e 2 2  < 0  



(36)







By equaling Equations (35) and (36), the outcome of the outer loops is deduced as:


   C   1  r e f     =  J η   (    d  Ω  r e f     d t   +    T L   J  +  f J  · Ω +  k 1  ·  e 1   )   



(37)






   C   2  r e f     =    T r    2 ·  L m     (    d  ϕ   r  r e f    2    d t   +  2   T r    ·  ϕ r    2  +  k 2  ·  e 2   )   



(38)







	
Step 2: Inner loops control






The inner loops use the outcome of the outer loops as a reference to calculate the control laws    V  s α     and    V  s β    . The tracking errors are defined as:


   e 3  =  C   1  r e f     −  C 1   



(39)






   e 4  =  C   2  r e f     −  C 2   



(40)







Thus, the gradients of these dynamic errors are:


    d  e 3    d t   =   d  C   1  r e f       d t   −   d  C 1    d t    



(41)






    d  e 4    d t   =   d  C   1  r e f       d t   −   d  C 2    d t    



(42)







By using the outcome of the speed and rotor flux outer loops beside the electrical and magnetic equations, the gradients of the inner loops errors become:


    d  e 3    d t   =   f −  k 1  · J   η · J    (  η ·  C 1  − f · ω −  T L   )  +  (   1   T r    +  γ  σ ·  L s     )   C 1  + ω ·  C 2  +    T  m r     σ ·  L s    · ω ·  ϕ r 2  +    ϕ  r β     σ ·  L s    ·  V  s α   −    ϕ  r α     σ ·  L s    ·  V  s β    



(43)






    d  e 4    d t   =   2 −  k 2  ·  T r     L m     (     L m     T r    ·  C 2  −  1   T r    ·  ϕ r 2   )  +  (   1   T r    +  γ  σ ·  L s     )   C 2  − ω ·  C 1  −    T  m r      T r  · σ ·  L s    ·  ϕ r 2  −    L m     T r     (   i  s α  2  +  i  s β  2   )  −    ϕ  r α     σ ·  L s    ·  V  s α   −    ϕ  r β     σ ·  L s    ·  V  s β    



(44)







For the stability of the inner loops, a second positive definite Lyapunov candidate    V 2    is defined as:


   V 2  =  1 2   e 3 2  +  1 2   e 4 2   



(45)







Its derivative is derived as follows:


    d  V 2    d t   =  e 3    d  e 3    d t   +  e 4    d  e 4    d t    



(46)







By using Equations (43) and (44), Equation (46) becomes:


        d  V 2    d t   =  e 3     (    f −  k 1  · J   η · J    (  η ·  C 1  − f · ω −  T L   )  +  (   1   T r    +  γ  σ ·  L s     )   C 1  + ω ·  C 2  +    T  m r     σ ·  L s    · ω ·  ϕ r 2  +    ϕ  r β     σ ·  L s    ·  V  s α   −    ϕ  r α     σ ·  L s    ·  V  s β   +  k 3   e 3   )   +       e 4   (    2 −  k 2  ·  T r     L m     (     L m     T r    ·  C 2  −  1   T r    ·  ϕ r 2   )  +  (   1   T r    +  γ  σ ·  L s     )   C 2      − ω ·  C 1  −    T  m r      T r  · σ ·  L s    ·  ϕ r 2  −    L m     T r     (   i  s α  2  +  i  s β  2   )  −    ϕ  r α     σ ·  L s    ·  V  s α   −    ϕ  r β     σ ·  L s    ·  V  s β      +      k 4   e 4  )  −  k 3  ·  e 3 2  −  k 4  ·  e 4 2       



(47)




where    k 3    and    k 4    are positive constants used to control the convergence rate of the inner loops. To ensure the asymptotic stability of the inner loops and, therefore, the whole system, the derivative of the second candidate Lyapunov function must be seminegative definite:


    d  V 2    d t   = −  k 3  ·  e 3 2  −  k 4  ·  e 4 2  < 0  



(48)







To satisfy Equation (48), the control law is deduced as follows:


      V  s α   =   σ ·  L s     ϕ r 2    [   ϕ  r α        (    2 −  k 2  ·  T r     L m     (     L m     T r    ·  C 2  −  1   T r    ·  ϕ r 2   )  +  (   1   T r    +  γ  σ ·  L s     )   C 2  − ω ·  C 1  −    T  m r      T r  · σ ·  L s    ·  ϕ r 2  −    L m     T r     (   i  s α  2  +  i  s β  2   )  +  k 4   e 4   )           −  ϕ  r β    (    f −  k 1  · J   η · J    (  η ·  C 1  − f · ω −  T L   )  +  (   1   T r    +  γ  σ ·  L s     )   C 1  + ω ·  C 2  +    T  m r     σ ·  L s    · ω ·  ϕ r 2  +  k 3   e 3   )   ]     



(49)






      V  s β   =   σ ·  L s     ϕ r 2     [   ϕ  r β         (    2 −  k 2  ·  T r     L m     (     L m     T r    ·  C 2  −  1   T r    ·  ϕ r 2   )  +  (   1   T r    +  γ  σ ·  L s     )   C 2  − ω ·  C 1  −    T  m r      T r  · σ ·  L s    ·  ϕ r 2  −    L m     T r     (   i  s α  2  +  i  s β  2   )  +  k 4   e 4   )           +  ϕ  r α    (    f −  k 1  · J   η · J    (  η ·  C 1  − f · ω −  T L   )  +  (   1   T r    +  γ  σ ·  L s     )   C 1  + ω ·  C 2  +    T  m r     σ ·  L s    · ω ·  ϕ r 2  +  k 3   e 3   )  ]      



(50)








4.3. Load Torque Estimation


The load torque was assumed to be an unknown variable during the design of the previous control loops. A torque sensor can be used directly to measure the load torque, which raises the system cost. Therefore, a back-stepping observer is proposed in this part for estimating the applied load torque and reducing system uncertainty.



From the mechanical equation of the IM, the load torque can be written as:


   T L  =  T e  − f · Ω − J ·   d Ω   d t    



(51)







The error of the estimated load torque is given as:


   e 5  =  T L  −    T ^   L   



(52)







The time derivative of the estimation error is derived as:


    d  e 5    d t   =   d  T L    d t   −   d    T ^   L    d t    



(53)







Assuming that the load torque only changes at particular instants, then it can be considered as a constant and Equation (53) becomes:


    d  e 5    d t   = −   d    T ^   L    d t    



(54)







For the stability of the estimated load torque error, a positive definite Lyapunov function    V 3    is defined as follows:


   V 3  =  1 2   e 5    2   



(55)







The derivative of Equation (55) can be expressed as:


    d  V 3    d t   =  e 5   (    d  e 5    d t   +  k 5  ·  e 5   )  −  k 5  ·  e 5    2   



(56)




where    k 5    is a positive constant.



To ensure the asymptotic stability, the derivative of the Lyapunov candidate must be seminegative definite:


    d  V 3    d t   = −  k 5  ·  e 5    2  < 0  



(57)







Therefore, the expression of the estimated load torque is deduced as follows:


     T ^   L  =  T e  − f · Ω − J ·   d Ω   d t   −  1   k 5    ·   d    T ^   L    d t    



(58)








4.4. SVM Strategy Control


Space vector modulation became an efficient technique for switching power inverters to control an AC drive. This technique works on minimizing current harmonic distortion by selecting suitable switching vectors. As a result, SVM can improve torque and flux ripple phenomena and accomplish an effective control loop.



The principle of the SVM strategy is to use a digital algorithm to obtain an inverter switch control sequence to generate an output voltage vector that approximates the reference voltage vector as closely as possible. The three desired sinusoidal voltages at the output are represented by a single vector called the reference voltage vector. This vector is best approximated at each sampling time from eight voltage vectors [47] by applying two adjacent vectors and zero vectors    V 0    and    V 7   . Simple projections are used to determine the times    T 1    and    T 2    of the two adjacent vectors in a stationary reference    (  α − β  )    frame:


   T 1  =    T s    2  V  d c      (   6  ·  V  s  β  r e f     −  2  ·  V  s α _ r e f    )   



(59)






   T 2  =  2  ·    T s     V  d c     ·  V  s α _ r e f    



(60)




where    V  s α _ r e f     and    V  s β _ r e f     denote the reference voltage vectors,    T 1    and    T 2    are the corresponding vectors’ durations,    V  d c     is the   D C   bus voltage, and    T s    is the sampling time. The space vector diagram for a two-level inverter is shown in Figure 6.



The scheme of the global back-stepping control technique with SVM strategy and load torque estimation is shown in Figure 7:





5. Results and Discussion


In this section, we present the results and discuss the proposed control algorithm applied to the AEV by using MATLAB/Simulink software and dSPACE 1104 real-time interface. The experiment was conducted in the laboratory of electrical engineering (LGEB). The analysis results are divided into three parts. The first part presents the speed profiles obtained from applying the proposed SPA to predetermined trajectories. The second part contains a comparative study of the proposed back-stepping technique with the SVM strategy and the switching table-based classical DTC. The third part demonstrates the performance of the back-stepping technique in an electric vehicle application by controlling the IM speed to follow the desired speed profiles.



5.1. Speed Planning Results


Two proposed trajectories with distinct profiles and curve features were studied in this research to ensure we applied our algorithm to different circumstances (Figure 8). The first trajectory has four sharp curves with a total distance of   592   m  , while the second has six sharp curves with a total distance of   557   m  . The figures are specified as (a) for the first trajectory speed profile and (b) for the speed profile of the second trajectory. The parameters used during vehicle navigation in both trajectories 1 and 2 are listed in Table 1. The vehicle starts its motion from a zero position with an initial velocity of    v i  = 0   Km / h  ; the maximum allowed speed is    v m  = 70   Km / h  . To eliminate jerking and ensure passenger comfort by providing a smooth transition between speeds, a longitudinal acceleration of   8   m /  s 2    is applied.



Figure 9 presents the results obtained from applying the proposed SPA to trajectories 1 and 2, respectively. These results explain the ideal speed that the vehicle should follow during its navigation through each trajectory. With four sharp curves included in the first trajectory and six in the second one, different ideal speeds were calculated based on the main characteristics of each curve. Then, by applying a suitable acceleration with respect to the required distance to reach each ideal speed, two speed profiles with soft transitions were generated. Applying such an algorithm on the AEV during its navigation through the predetermined trajectories guarantees a small path tracking error, vehicle energy optimization, passenger comfort against longitudinal acceleration/deceleration, and increases the vehicle’s running safety level.



To efficiently study the longitudinal behavior of an AEV, the extracted vehicle speed profiles are used to obtain speed profiles of the IM and then control its speed. This last can be calculated as a function of vehicle speed if the parameters of gear ratio and wheel radius are known. Therefore, by choosing values of gear ratio    g r  = 1.5   and wheel radius    r w  = 0.2   m  , the speed profiles of the motor in   rpm   can be presented as shown in Figure 10.




5.2. Back-Stepping SVM and Classical DTC Comparative Analysis


This part showcases the simulation outcomes of the back-stepping control algorithm applied to the IM via the use of MATLAB/Simulink software. In order to display the effectiveness of the designed back-stepping control technique, a comparative analysis was conducted with the classical DTC method. The control algorithm’s robustness was verified during startup and steady state with load application and are depicted in Figure 11, Figure 12, Figure 13, Figure 14 and Figure 15. The classical DTC figures are presented in (a), while the back-stepping SVM technique figures are presented in (b). The given parameters in Table 2 were utilized to obtain the simulation outcomes for a three-phase induction motor.



Figure 11, Figure 12, Figure 13, Figure 14 and Figure 15 demonstrate the response of rotor speed, electromagnetic torque, stator phase current, stator flux magnitude, and stator flux components for both classical DTC and back-stepping SVM techniques during startup and steady state at a reference speed of   1000    rpm   , with a load application of   10   N · m   at   0.5   s  . Figure 11 displays the speed response and shows that both techniques satisfactorily track the reference speed without overshoot. The back-stepping SVM technique (Figure 11b) responds quickly and compensates for speed error caused by applied load torque, unlike the classical DTC technique (Figure 11a). Figure 12 presents the electromagnetic torque response, indicating that both techniques exhibit fast dynamics and a good response. However, the classical DTC technique (Figure 12a) has high torque ripples while back-stepping has a lower level of ripples, as shown in Figure 12b. In Figure 13, the stator phase current shape has a good sinusoidal waveform, and the back-stepping SVM technique generates a smoother current shape with reduced harmonics, as shown in the zoom of Figure 13b, due to the optimal selection of the voltage reference. Finally, Figure 14 and Figure 15 demonstrate the stator flux magnitude and components. Both techniques produce good waveforms for the flux components and respond quickly to the flux magnitude. However, the back-stepping SVM has lower flux ripples than the classical DTC.




5.3. Vehicle Speed Control Results


In this part, the results of using the back-stepping technique to control the vehicle so that it follows the speed generated by the designed SPA are presented. The implementation part of the electric vehicle IM is shown in Figure 16; it is essentially composed of: 1—supervision desktop with MATLAB/Simulink software, 2—dSPACE 1104 card, 3—squirrel cage IM and DC machine, 4—resistive load, 5—incremental encoder, 6—current sensor, 7—power electronics Semikron converter, 8—voltage sensor, and 9—digital oscilloscope.



Figure 17, Figure 18, Figure 19, Figure 20, Figure 21, Figure 22, Figure 23 and Figure 24 present, respectively, rotor speed response, electromagnetic torque, stator phase current, rotor flux magnitude, rotor flux components, and estimation load torque. The figures are specified as (a) for the first trajectory speed profile and (b) for the speed profile of the second trajectory. During vehicle navigation, the acting resistive forces on the vehicle motion must be considered. The applied resistive forces are the rolling force, the aerodynamic drag force, the climbing force, and the acceleration force. Therefore, an electric vehicle with speed  v , mass  m , and an inclined plane with slope angle  δ  will be considered by selecting different scenarios of load torque to emulate real-life driving situations.



The results given in Figure 17 and Figure 18 show clearly that the rotor speed tracks the speed profiles perfectly through the whole trajectory with good dynamics, without overshoot, and with a fast manner of response of the electromagnetic torque that follows its reference depending on the speed variation.



Figure 19 and Figure 20 show zooms of Figure 18 with a focus on the periods that demonstrate an increase in the applied load. From these figures, it is remarkable that the speed error is almost negligible due to the use of the proposed back-stepping approach that works to compensate for the speed error caused by the applied load torque rapidly.



Figure 21 shows the stator phase current with zooms. The current shape has a smooth waveform and low harmonics. It is worth noting that integrating the SVM strategy with the back-stepping technique considerably reduces the chattering phenomenon.



The flux magnitude and components are shown in Figure 22 and Figure 23, respectively. The magnitude has a fast response, low ripples, and good tracking performance around the reference (0.8 Wb). The waveforms of the flux are very smooth with low harmonics.



Figure 24 shows the estimated load torque. It is clear that the designed back-stepping observer responds quickly to load variation. The estimated load torque has an accurate change without any fluctuation. The observed steps at the intervals (16.4 s to 17.7 s) and (32.3 s to 33.8 s) for trajectory 1 and the intervals (18.1 s to 19.3 s) and (31.1 s to 32 s) for trajectory 2 are estimated due to increases in the applied load during these intervals.



From the results of our study, it is evident that the implementation of our proposed speed planning algorithm and back-stepping approach can bring about a multitude of benefits and advantages. These benefits were carefully evaluated, and the results are summarized in Table 3.





6. Conclusions


This paper presents a novel approach to enhancing the performance of AEV navigation along a predetermined trajectory. To achieve this goal, the paper proposes the use of an SPA that generates an ideal speed profile based on the principal characteristics of the trajectory. The generated speed profile is then utilized as a reference to control the speed of the IM, which functions as the traction component of the electric vehicle. To accomplish this, a back-stepping approach with a space vector modulation strategy was proposed.



The results obtained from implementing the SPA highlight the significance of this technique in improving the safety and comfort of passengers during AEV navigation. The SPA enables the selection of an appropriate speed for the vehicle while ensuring a smooth transition between acceleration, deceleration, and steady-state operation. By doing so, the SPA effectively reduces the impact of abrupt speed changes, minimizing potential discomfort for passengers. These findings underscore the importance of the SPA as an essential tool for designing efficient and passenger-friendly AEV navigation systems. The experimental results obtained from the back-stepping approach application to the IM demonstrate the exceptional tracking performance of the reference speed and the system’s rapid response against external load disturbances, validating the robustness and effectiveness of the proposed control technique. Furthermore, incorporating the SVM strategy not only provides a smooth shape to the current waveform, but it also reduces the undesirable torque ripples that can occur during operation. These impressive results highlight the efficacy of the proposed control strategy, demonstrating its potential as a reliable and efficient solution for controlling the IM in AEVs. Combining these two methods yields a potent and dependable speed control approach that significantly improves the accuracy and robustness of AEV speed control and is anticipated to have a wide range of uses in the electric vehicle industry.




7. Future Work


In the field of intelligent vehicle navigation, the potential for advancements is boundless. As we look towards the future, one promising area of exploration involves the integration of path geometry with intelligent algorithms, utilizing data on the driver’s preferred speed. With this combination, vehicles can make more informed decisions, allowing for optimal performance and efficiency. Additionally, incorporating real-time traffic data can provide a previously unseen opportunity for autonomous electric vehicle navigation to reach new heights. By harnessing this data, self-driving cars can make informed decisions and adjust their routes in real-time, resulting in more efficient and timely transportation for all. Furthermore, by factoring in the position of other vehicles, these automobiles can effortlessly adapt their speed while traversing urban environments, thereby enhancing safety and creating a more seamless experience for all. The possibilities for advancing intelligent vehicle navigation are boundless, and the day when these technologies are widely available for all to benefit from is eagerly anticipated.
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Figure 1. Bearing angle identification. 






Figure 1. Bearing angle identification.
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Figure 2. Curve parameters. 






Figure 2. Curve parameters.
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Figure 3. Forces applied on the vehicle. 
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Figure 4. Speed planning algorithm. 






Figure 4. Speed planning algorithm.
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Figure 5. Overall diagram of vehicle speed control system. 
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Figure 6. Diagram of voltage space vector. 
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Figure 7. IM back-stepping control scheme. 
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Figure 8. Vehicle tracking trajectories. 
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Figure 9. Vehicle speed profiles. 






Figure 9. Vehicle speed profiles.
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Figure 10. IM speed profiles. 
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Figure 11. Response of speed under load during startup and steady state. 
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Figure 12. Electromagnetic torque under load during startup and steady state. 
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Figure 13. Stator phase current under load during startup and steady state. 
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Figure 14. Flux magnitude under load during startup and steady state. 
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Figure 15. Flux components under load during startup and steady state. 
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Figure 16. Experimental setup. 






Figure 16. Experimental setup.



[image: Energies 16 02459 g016]







[image: Energies 16 02459 g017 550] 





Figure 17. Speed response for speed profile 1 and 2. 
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Figure 18. Electromagnetic torque and speed response for speed profile 1 and 2. 
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Figure 19. Zoom 1 of electromagnetic torque and speed response for speed profile 1 and 2. 
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Figure 20. Zoom 2 of electromagnetic torque and speed response for speed profile 1 and 2. 
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Figure 21. Stator phase current for speed profile 1 and 2. 
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Figure 22. Rotor flux magnitude for speed profile 1 and 2. 
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Figure 23. Rotor flux components for speed profile 1 and 2. 
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Figure 24. Estimated load torque for speed profile 1 and 2. 
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Table 1. Parameters of navigation.
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	Parameter
	Value





	Initial position
	    s i  = 0   Km   



	Final position
	   s f  = 592   m   &    s f  = 557   m  



	Initial speed
	    v i  = 0   Km / h   



	Max. speed
	    v m  = 70   Km / h   



	Longitudinal acc.
	   a = 8   m /  s 2    
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Table 2. Parameters of the induction motor.
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	Parameters
	Value





	Power
	   P = 3   kW   



	Frequency
	   F = 50   Hz   



	Stator resistance
	    R s  = 1.8   Ω   



	Rotor resistance
	    R r  = 2.45   Ω   



	Stator inductance
	    L s  = 0.268   H   



	Rotor inductance
	    L r  = 0.268   H   



	Mutual inductance
	    L m  = 0.257   H   



	Friction coefficient
	   f = 0.00014   N · m · s / rad   



	Total inertia
	   J = 0.02   kg ·  m 2    



	Pole pairs
	   p = 2   
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Table 3. Benefits of speed planning algorithm and back-stepping approach.
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	Benefits
	Description





	Adaptability
	Ability to adapt speed to changing roads and curvature



	Safety
	Driving over straight and curving stretches at safe speeds



	Comfortability
	Ensuring smooth speed changes to respect passenger comfort



	Versatility
	Applicable to different types of vehicles



	Efficiency
	Fast tracking of the reference speed with high accuracy and low error



	Robustness
	The system’s ability to quickly respond to external load disturbances.
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