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Abstract: Solar-cell panels use sunlight as a source of energy to generate electricity. However, the
performances of solar panels decline when they degrade, owing to defects. Some common defects
in solar-cell panels include hot spots, cracking, and dust. Hence, it is important to efficiently detect
defects in solar-cell panels and repair them. In this study, we propose a lightweight inception
residual convolutional network (LIRNet) to detect defects in solar-cell panels. LIRNet is a neural
network model that utilizes deep learning techniques. To achieve high model performance on solar
panels, including high fault detection accuracy and processing speed, LIRNet draws on hierarchical
learning, which is a two-phase solar-panel-defect classification method. The first phase is the data-
preprocessing stage. We use the K-means clustering algorithm to refine the dataset. The second
phase is the training of the model. We designed a powerful and lightweight neural network model to
enhance accuracy and speed up the training time. In the experiment, LIRNet improved the accuracy
by approximately 8% and performed ten times faster than EfficientNet.

Keywords: solar panel defect detection; deep learning; neural network; hierarchical image classification

1. Introduction

Solar energy can be used widely in the world—e.g., for hot water, heating, and power
generation,. Solar energy is a clean alternative energy that causes no air or water emissions
and poses no threats to people’s health [1]. According to the International Energy Agency,
despite rising prices, solar energy still dominates renewable energy capacity additions.
Despite the surging commodity prices and increasing manufacturing costs for solar energy,
its capacity additions were forecast to grow by 17% in 2021. This set a new annual record
of almost 160 GW. Solar photovoltaic cells account for 60% of all renewable capacity
additions. Approximately 1100 GW will become operational over the forecast period in
our main case, which is double the rate of the previous five years [2]. This indicates that
solar energy will become increasingly important in the future. Currently, people value
utilizing solar-cell panels to obtain solar energy [3]. Hence, many researchers have recently
focused on solar panels. For example, take the solution—processed organic solar cells
(OSCs), tandem solar cells (TSCs), and the nonfullerene-blend solar cells system. Solution-
processed OSCs provide low cost and convenience, and impressive power conversion
efficiencies (PCEs) [4]. TSCs made of multiple junction devices have high open-circuit
voltages, tunable optical bandgaps, and low energy losses [5]. Nonfullerene-blend solar cell
systems have broad absorption and semitransparency features [6]. Additionally, to assess
the energy and environment impacts, lifecycle assessment studies related to these systems
are constantly increasing [7]. Moreover, the absorptivity of solar-cell panels has been a
critical issue recently because the lower absorption rate means the less energy created and
stored. However, many factors decrease the absorptivity of solar-cell panels. In this study,
we refer to these causes as solar-cell panel defects. Examples are cracking or dust on the
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solar panel, and hotspots on a solar panel’s diode. Hence, it necessary to design an efficient
technique for detecting defects in the solar-cell panels [8].

Various approaches for detecting defects in solar-cell panels have been proposed over
time. Some are classed as sensor-based defect detection methods, and others are classed as
image-based defect detection methods. Approaches such as solar panel shadow detection
and solar panel electrical diagnostics are sensor-based defect detection methods [9,10].
Deep learning image defect detection is a form of image-based defect detection [11]. In
this study, we used a deep learning image-based method to detect defects in solar-cell
panels. The biggest difference between sensor-based and image-based methods is that
sensor-based detection requires a lot of both time and money to detect defects in solar
panels. This is because the sensor hardware is more expensive than image-based software,
and the sensor hardware needs to be implemented for longer than the deep learning
software. Therefore, using deep learning techniques to recognize defects in solar-cell panels
is crucial. Several approaches for detecting defects in solar-cell panels using deep learning
have been proposed. The approaches include utilizing transfer learning techniques with
VGG16 [12], VGG19 [13], GoogLeNet [14], ResNet18 [15], Unet [16], FPN [17], LinkNet [18],
and EfficientNet [19] to detect the defects on solar-cell panels [20].

In this study, we used neural network models such as VGG16, VGG19, GoogLeNet,
ResNet, and EfficientNet to detect defects in solar-cell panels. To improve the accuracy
and speed performance, we designed a new neural network, the lightweight inception
residual network (LIRNet), to recognize defects in solar panels. LIRNet is a low-overload
convolutional neural network with a residual block and an inception module. It is a
robust model. It is based on using hierarchical classification concepts to detect defects in
solar panels. The main ideas have been divided into two parts, regarding the hierarchical
classification concepts. The first part is the data preprocessing stage. Here, we use the
clustering algorithm to combine similar clusters and guide the neural network model
for better classification. The second part involves training the LIRNet model. Here, we
designed a LIRNet to be trained on defects of solar-cell panels. Due to the properties of
solar-cell panels, the images of solar panels in datasets are usually thermal images, and
people use unmanned aerial vehicles (UAVs) to collect such datasets. As solar panels are
located on the tops of buildings, using a UAV to take pictures of them is reasonable and
convenient. In addition, solar panels need to be covered by sunlight to extract solar energy,
so there can be severe light reflection when attempting to find defects on solar panels in
normal pictures. Hence, using thermal images for solar panels is suitable for detecting
defects. For the experiment, the solar-cell-panel images were all thermal images, and we
used 20,000 pieces of pictures [8].

Herein, we used deep learning techniques to detect defects in solar-cell panels, such
as cracking and hot spots, and then returned the detected results to the solar panels’
maintenance engineers so that they could repair them. Therefore, maintenance engineers
need to directly and in real-time know the issues of solar panels through deep learning
techniques. In the experiment, we focused on designing a more efficient neural network
model and methods to enhance performance (i.e., accuracy and running speed). The
contributions of this study are summarized below.

1. We explain the detection of defects in solar panels in simple terms and focus on deep
learning techniques that can be used to detect the defects. Regarding deep learning
methods, we implemented the neural network models of STOA to recognize the faults
and compared them in a performance evaluation. In addition, we propose a new
effective neural network model, LIRNet. LIRNet’s accuracy was 89%, and its average
inference time was 1.39 ms. Its throughput was 27,841 input/s, which is higher than
those of other neural network models, such as EfficientNet, GoogLeNet, and ResNet.

2. The primary value of LIRNet is in the data preprocessing stage, where the K-means
clustering algorithm is used to improve the imbalance problem of the dataset. As
similar categories will have similar characteristics, the distances between similar
categories and the center of the group will be similar. After using K-means grouping,
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similar categories are merged. Finally, we can merge the unbalanced data of some
original categories with other categories to alleviate the problem of unbalanced data.
Hence, we adopted the unsupervised learning approach to modify our supervised
learning model.

This paper is organized as follows: The introduction and an overview of solar energy
and solar-cell panels are presented in Section 1. We have also described many approaches
for detecting defects and the core methods used herein. Section 2 presents the related works
on deep learning for the classification of defects and some techniques. The core methods we
propose are discussed in Section 3. Here, we introduce the method’s architecture and the
idea used. The experiments are presented in Section 4. We show many experiment results
for our proposed method and various comparison experiments. Finally, the conclusions of
the study are presented in Section 5.

2. Related Works
2.1. Deep Learning for the Classification of Defects in Solar-Cell Panels

In this study, we define a factor that reduces the absorptivity of a solar panel as a
defect of solar-cell panels [21]. Approximately ten years ago, several approaches were
proposed to detect defects in solar-cell panels. Some were manual detection methods,
and others, automatic detection approaches. In manual detection approaches, the solar
energy—electric power conversion device or the solar panel itself is observed (or both).
When the conversion rate drops or damage is visible, there is a problem. In addition, some
methods use optical inspection of charge-coupled devices, which are integrated circuits. A
charge-coupled device’s alternating voltage allows electric charges to be transferred on the
surface of the semiconductor to read or store signals and to generate electricity through the
photoelectric effect components, forming a digital image. The image can be transmitted
to the storage device to analyze its defects [22]. However, the above-mentioned approach
took a long time to detect defects in solar panels. Therefore, some people have proposed
automatic detection methods, including Bluetooth-based device detection methods [23]
and automatic deep learning detection methods that use solar panel images. Deep learning
methods are widely used in research. Owing to their non-contact nature and automatic
operation, the problem of finding defects in solar panel is simplified. The usage time of
the testing is relatively low, and the problem of the detection machine failing to detect is
relatively rare [24]. For a preliminary understanding of solar panel defects, some common
solar panel defects are described below [25].

1. Hot spots on solar panels accelerate battery aging: When there are defects in solar
panels, such as cracks and poor welding, they produce high resistance, and hot spots
are formed by long-term damage, which causes scorch marks, thereby reducing the
absorption efficiency of solar cells. They can eventually lead to fires [26].

2. Accumulation of dust on the panel blocks solar energy absorption: When solar panels
are installed on a roof at an inclined angle, the rainwater after rain accumulates on the
frame of the solar panel, and dust remains on the frame after the moisture evaporates.
The dust easily forms unnecessary shading that may decrease the absorption efficiency
of solar energy [27].

3. Cracks on solar panels reduce power output: Not all solar panel module production
lines are the same, and a bad production line may cause the solar panels to be
broken by any strong impact. The damaged solar panels do not conduct current,
which decreases the yield of electrical energy, and the cracks may generate hot spots,
resulting in defects in subsequent hot spots [28].

4. Poor connections of solar cells reduces performance: Solar panels are welded into
an interconnected structure when they are connected in series. Thus, their efficacy is
reduced [29].

5. Voltage-induced degradation (PID) damage to solar cells: PID is the problem of
declining battery power generation when there is a high voltage difference between
the solar cell and the ground. As solar inverters require a high voltage to start,
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installing a long string of solar-panel-module arrays is necessary. Each solar panel
needs to be grounded, which makes the panels have a high-intensity voltage difference
for a long time, causing leakage current of the battery panel, which declines power
generation [30].

2.2. Data Preprocessing

Deep learning data preprocessing methods include data cleaning, data integration,
and data transformation. In this study, we focused on data integration. We used the K-
means clustering algorithm to improve data classification. Data integration is also known
as merging data, and it combines data from different datasets or data sheets. Although
data have come from the same data sheets, they may become two different classes when
merged owing to the differences between the labeled data. When integrating data, we must
first check the two data sheets, the available attributes, and how the data are recorded,
and then discuss how to turn the differences into the same. Schema integration is the
merging of data attributes. Data conversion makes the numerical value of the data less
prone to misjudgment errors during analysis. The common methods of data conversion
include smoothing, generalization, and standardization. Smoothing is used when the
data are filled with considerable noise, making the data look cluttered. The smoothing
method reduces the interference caused by noise. Generalization makes data detailed
and normalized. Standardization reduces the value of the data to an interval to avoid
magnifying or reducing the influence of an attribute [31].

3. Proposed Methods
3.1. Architecture

LIRNet is a neural network model. Its architecture and the core method, “two-phase
deep learning classification”, are based on hierarchical classification concepts. We use a
hierarchical classifier that maps input data into defined output categories. The classification
happens first on a low level with highly specific pieces of input data. The classifications
of the individual pieces of data are combined and classified on a higher level iteratively
until an output is produced. Additionally, we separately run the first stage in two phases.
The first phase involves using the K-means clustering algorithm to cluster similar classes for
better accuracy. Subsequently, we use hand-crafted augmentation for data augmentation to
reduce the dataset-imbalance problems by under-sampling and over-sampling the data. We
use the unsupervised learning K-means method to modify supervised learning performance.
The second stage is the training. We designed LIRNet to train the model. It is a lightweight
convolutional neural network with an inception module and a residual block to enhance
its performance. We added the inception module to level two of neural network and the
residual block to the last layer of the neural network. The architecture is shown in Figure 1.

Figure 1. The proposed architecture.
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3.2. Two-Phase Deep Learning Classification

Two-phase deep learning classification is the core method in this study. In the first
phase, we focus on data preprocessing. We use the K-means clustering algorithm and
hand-crafted augmentation. In the second phase, we focus on training the neural network
model. The details of each phase are described below.

1. First phase—data preprocessing: In a typical convolutional neural network model
for supervised classification and identification, a feature extractor is trained through
multiple convolutional layers, and a fully connected layer is used to form a classifier.
The convolutional neural network model will be trained directly with the data and
cooperate with the classifier to do the classification task. K-means clustering can
merge the classification task’s categories with similar features, so it can merge some
original categories for the unbalanced data with other categories to alleviate the
problem of unbalanced data. A poor classification-task target can be combined with a
better-learned classification-task target to guide the classification success of the poor
classifier and improve the recognition accuracy of the overall model. In addition, the
classifiers that have done well before the merger are not affected by the poorly merged
categories because the features learned from the correctly classified data samples do
not change; thus, the original better classifiers are not affected. The classification will
still be correct. K-means is a type of unsupervised learning. It uses the concept of
clustering of objects for machines to perform grouping actions on the original data.
For the set number of groups, a set number of group centers are randomly given, and
the correlation between each datum pair is obtained. The distances among the data
classify the data into cluster centers with similar distances, and then, these data are
used to set up new cluster centers. The above steps are continued until convergence.
Similar categories will also have similar characteristics, and K-means means that the
distances between similar categories and the center of the group are similar; therefore,
similar categories are merged after using K-means grouping. Through K-means,
the number of learning categories can slightly alleviate the problem of unbalanced
original data. The architecture of K-means clustering used in this study is shown
Figure 2. Hand-crafted augmentation is a normal technique of data augmentation
focused on remedying the over-sampling or under-sampling of datasets. We observed
the number of each class and increased or decreased the datasets to balance the data.

2. Second phase—LIRNet: LIRNet is based on a lightweight convolutional neural net-
work with an inception module and a residual block. It is hybrid method to enhance
the neural network’s performance. The inception module in GoogLeNet was added
to the neural network to allow multiple convolution kernels to extract information in
different dimensions of the image together, and finally, perform fusion and an oper-
ation to obtain better image capture features. In the inception module, convolution
kernels of different scales are used for feature extraction. The 1 × 1 convolution, 3 × 3
convolution, 5 × 5 convolution, and 3× convolution kernels are used to obtain fea-
tures in different dimensions. The 1 × 1 convolution kernel can be used to reduce the
amount of computation because after each channel passes through a 1 × 1 convolution
kernel, its length and width do not change, but its depth will become 1. Therefore,
the number of operations can be reduced when all cross-sections are multiplied and
added to the values in the convolution kernel. The number of reductions is shown in
Figure 3. The input images are W × H in size and 256 in depth. The filter size in the
middle is 5 × 5 × 64. Therefore, the non-inception module’s convolutional compu-
tation requires 409,600 WH. When we use the inception module, the convolutional
computation becomes 33,792 WH—less complex computation.
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Figure 2. The architecture of K-means clustering.

Figure 3. The reduction in computation cost.

In the training of neural networks, a network architecture with more layers will more
easily cause the problem of degradation because when calculating the back-propagation,
the layers’ information is transmitted from the back-end to the front-end. Specifically, the
vanishing gradient problem makes the calculated gradient disappear, making the training
stagnant. More training has no significant effect on the later stage of training owing to
excessive accumulation of errors or information loss. Therefore, to reduce the occurrence of
the above situation, a residual block is used in LIRNet. A residual block can add a shortcut
to the original network layer to prevent degradation. The block with a shortcut connection,
we call the residual block. Through this shortcut, the input is directly superimposed on the
output layer, and simple addition does not add extra parameters or serious calculations to
the network model. The shortcut solves the network degradation issue because during the
reverse transfer, the gradient of the previous derivation is passed between the two layers,
which is equivalent to increasing the gradient transfer and can reduce the possibility of
gradient disappearance. The formula of the number of residual block learning rounds is
shown in Equation (1):

y = h(x) + F(x, W) (1)

where F is the function after passing through the convolutional layer, such as Y = W,
is a feature vector, W is the weight matrix, and h(x) is the shortcut identity transform.
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Therefore, based on the above formula, we know that the learning feature formula from
layer a to layer b is

xb = xa +
N−1

∑
i=1

F(xi, Wi) (2)

Therefore, the features of the next observable layer xb must contain the features learned
from the previous layer xa and will not be affected. If you look at it from the perspective of
backward transmission, the formula is:

∂Loss
∂xa

=
∂Loss
∂xb

· ∂xb
∂xa

=
∂Loss
∂xb

· (1 +
∂ ∑N−1

i=1 F(x, W))

∂xb
(3)

The nature of the calculation changes from multiplication to addition, and addition
is more stable than multiplication. The short-circuit mechanism can transfer gradients
relatively losslessly. That is, no matter the layer, the gradient of the higher layer can also be
passed through addition. Figure 4 is a schematic illustration of the residual block.

Figure 4. The residual block in LIRNet.

In LIRNet, a residual block is used in the sixteenth layer of the neural network because
at the end of training, the problem of network degradation easily occurs. There is no huge
error in the good feature direction learned ahead, and the training continues in the right
direction.

4. Experiment
4.1. Environment Setup and Dataset

In the experiment, we used a personal computing device to set up, as summarized in
Table 1. The dataset consists of 20,000 infrared images [8] that are 24 by 40 pixels each. There
are 12 classes of solar-cell panels: 11 anomaly classes and one no-anomaly class. Data were
collected using a UAV system equipped with midwave or longwave infrared (3–13.5 µm)
and visible spectrum imaging systems. The dataset’s description is summarized in Table 2.
The dataset of the experiment is a photo dataset of monolithic solar panels under infrared
light, which have been labeled. The ratio of the training dataset to the validation dataset
was 8:2. The data classification in the experiment was based on the problems encountered
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by solar panels in the real world under normal conditions. There are 12 categories. In
addition, the learning rate was set to 0.0002, and the kernel size of the CNN is 5 × 5. We
adopted ReLU as the activation function and used the Adam optimizer.

Table 1. Environment setup.

Item Personal Computing Devices

CPU AMD Ryzen 5 2600X
Memory 32 GB
Storage SSD 1T

GPU RTX 3080 GAMING OC 10 G
PSU Corsair RM750X 750 W 80+ Gold
OS Windows 10

Table 2. Dataset description.

Classification No. Images Description

Cell 1877 Hot-spot occurred in a single cell with square geometry.

Cell-Multi 1288 Hot spot occurred in multiple cells with a square geometry in
each cell.

Cracking 940 Cracking on the module surface.

Diode 1499 Activated bypass diode, typically 1/3 of module.

Diode-Multi 175 Multiple activated bypass diodes, typically 2/3 of module.

Hot-Spot 249 The hot spot on a thin-film module.

Hot-Spot-Multi 246 Multiple hot spots on a thin-film module.

No-Anomaly 10,000 Nominal solar module.

Offline-Module 827 The entire module is heated.

Shadowing 1056 Sunlight obstructed by vegetation, man-made structures, or
adjacent rows.

Soiling 204 Dirt, dust, or other debris on surface of module.

Vegetation 1639 Panels blocked by vegetation.

4.2. Evaluation of the Model Performance

Three main performance evaluations were used in this study (i.e., precision, recall,
and F1-score), and the data of its confusion matrix are attached. Before introducing the
content of the indicator, we define the terms used internally. A true positive (TP) is a
situation where the actual answer is positive and the prediction is successful, that is, a
correct positive prediction. A false negative (FN) is a situation where the actual answer is
negative and the prediction is wrong, that is, wrong negative prediction. A false positive
(FP) is a situation where the actual answer is positive and the prediction is wrong, that is, a
wrong positive prediction. A true negative (TN) is a situation where the actual answer is
negative and the prediction is correct, that is, a correct negative prediction.

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)
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F1 = 2 × Precision × Recall
Precision + Recall

(6)

The performance of the proposed architecture was evaluated as summarized in Table 3.
As we used K-means clustering to hand-modify some classes, the number of classes was
changed. The confusion matrix is shown in Figure 5. We compared it with those of other
state-of-the-art neural network models. The experimental results indicate that our proposed
method provides significantly improved accuracy and speed of inference, as summarized
in Table 4.

Figure 5. The confusion matrix of the proposed method based on K = 8.

Table 3. The performance of each class based on K-means combined when K = 8.

Class Accuracy Precision Recall F1-Score

Cell 0.73 0.96 0.73 0.82
Diode 0.91 0.95 0.92 0.93

Diode-Multi 0.88 0.75 0.8 0.77
Hot-Spot 0.52 0.35 0.52 0.42

Hot-Spot-Multi 0.44 0.36 0.44 0.4
No-Anomaly 0.78 0.93 0.97 0.95

Offline 0.58 0.88 0.58 0.7
Shadow 0.59 0.29 0.59 0.39

Table 4. The comparison of other models based on K-means combined when K = 8.

Model No.
Parameters

Inference
Time (ms) FLOPs (Mac) Throughput

(Images/s) Accuracy

VGG16 134.3 M 7.8 14.76 G 577 76.27
VGG19 139.6 M 11.2 18.67 G 402 76.25

GoogleNet 6.6 M 10.6 1.51 G 1368 75.17
ResNet18 11.6 M 3.9 1.82 G 3085 78.3

EfficientNet 4.0 M 15.2 0.01 G 950.1 81.75
LIRNet 0.9 M 1.3 0.01 G 2784 89.1
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4.3. Ablation Experiment

In this test dataset, using K-means, the analysis was mainly performed with 6, 7, 8,
9, and 10 clusters, as K < 6 and K > 10 are not suitable for the case. When the number of
clusters is 8, the data distribution is relatively average. Therefore, in the first phase, using
K = 8 effectively improves the classification accuracy. We performed the evaluation for
different K-means, such as non-K-means, K = 6, K = 7, K = 8, K = 9, and K = 10. K = 8
produced the best accuracy, as summarized in Table 5.

Table 5. Comparison of the accuracy before and after K-means.

Accuracy Precision Recall F1-Score

Non K-means 0.8 0.61 0.64 0.62
K-means (K = 6) 0.87 0.67 0.66 0.63
K-means (K = 7) 0.85 0.65 0.64 0.65
K-means (K = 8) 0.89 0.72 0.7 0.69
K-means (K = 9) 0.82 0.63 0.6 0.62

K-means (K = 10) 0.81 0.6 0.62 0.61

The second part mainly involved the ablation experiments related to LIRNet, for
which we show the performance evaluation indicators. Among them, the CNN is a general
convolutional neural network, as summarized in Table 6, and the results of the evaluation
are presented in Table 7.

Table 6. The architecture of the CNN used in the comparison.

Layer (Type) Output Shape Parameters Number

DilatedConv2d-1 [−1, 20, 32, 16] 1500
GaborConv2d-2 [−1, 20, 32, 16] 1500

Conv2d-3 [−1, 40, 12, 4] 7200
Dropout2d-4 [−1, 40, 12, 4] 0

Linear-5 [−1, 1024] 492,544
Linear-6 [−1, 12] 12,300

Table 7. The ablation experiments of with/without the inception module and residual block.

Accuracy Precision Recall F1-Score

CNN 0.8 0.61 0.64 0.62

CNN + Inception Module 0.83 0.65 0.6 0.63

CNN + Residual Block 0.84 0.69 0.65 0.66

CNN + Inception + Residual (LIRNet) 0.89 0.72 0.7 0.69

5. Conclusions

The use of deep learning methods to identify the defects in solar panels is relatively
common. This study discussed the problem of the identification of defects in solar panels.
A neural network model was proposed in this study, LIRNet, and it was compared with the
current common neural network models, such as VGG-16, VGG-19, GoogLeNet, ResNet,
and EfficientNet, through identification accuracy and general performance evaluation.
The experimental results indicate that LIRNet is better than most. In LIRNet, it is crucial
to use the two-phase deep learning classification. It increased the training stability and
slightly improved the recognition accuracy. The LIRNet model also makes some progress
in the learning curve of training; that is, it is balanced compared to other common neural
network models. LIRNet has better recognition accuracy than other neural network models;
however, it needs higher recognition accuracy to be practically applied in real scenarios.
The accuracy rate should be significantly improved to 95%. The learning curve of the
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model will not be severely overfitted, which is one of the research directions for the future.
The K-means clustering of LIRNet can be proved from the experimental results to have
specific utility for the identification problem of solar panels, but it may only be effective on
some datasets. For example, this method of reducing the number of learning categories to
improve the recognition accuracy could also be useful if applied to the recognition of a fruit.
Therefore, a future task to do the method proposed in this study for different situations to
verify the broad practicability of the experimental method.
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