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Abstract: The paper deals with the self-ignition and combustion of hydrogen jets in a high-speed
transverse flow of hot vitiated air in a duct. The Improved Delayed Detached Eddy Simulation
(IDDES) approach based on the Shear Stress Transport (SST) model is used, which in this paper is
applied to a turbulent reacting flow with finite rate chemical reactions. An original Adaptive Implicit
Scheme for unsteady simulations of turbulent flows with combustion, which was successfully used in
IDDES simulation, is described. The simulation results are compared with the experimental database
obtained at the LAERTE experimental workbench of the ONERA—The French Aerospace Laboratory.
Comparison of IDDES with experimental results shows a strong sensitivity of the simulation results
to the surface roughness and temperature of the duct walls. The results of IDDES modeling are
in good agreement with experimental pressure distributions along the wall and with the results of
videoregistration of the excited radical chemiluminescence.

Keywords: combustion; turbulence; heat exchange; transverse jet; hybrid RANS-LES method;
IDDES; validation

1. Introduction

The capabilities of experimental studies of hot high-speed flows in ducts are very
limited, and, in the field of numerical simulation, the level of accuracy and reliability of
the results required for practice has not yet been achieved. In this regard, the task of
further development, validation and tuning of numerical models is particularly relevant.
However, such model development is very difficult without access to experimental data
sets specifically designed for validation of mathematical models and computer codes based
on them.

The amount of experimental data on combustion in high-speed free and confined
flows in open sources is extremely limited. The classical experiments, often used for the
assessment of physical and mathematical models, deal with the combustion in free jets
and boundary layers [1–6]. Combustion in high-speed confined flows, i.e., in the ducts of
different geometrical complexity (with pylons, steps, caverns, etc. used for fuel injection
and combustion stabilization), was studied experimentally in numerous works (see, for
example, [7–14]).

A recent experiment on high-speed combustion performed at ONERA, the French
Aerospace Laboratory, at LAERTE test facility [15] was designed specially to create a
database for assessment and validation of physical and mathematical models of high-speed
reacting flows by means of numerical simulations. In this experiment, combustion of
hydrogen jets in a high-speed hot air cross flow in a model duct of rectangular cross-section
with a constant lateral width was explored. The geometry of the model duct was chosen in
such a way that, with the flow parameters considered in the experiments at the entrance
to the model duct (Min = 2, Ttot,in = 1400 . . . 1700 K, ϕ = 0.15), self-ignition of fuel in a
high-speed flow was obtained and a stationary thermal choking of the duct did not occur.
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To achieve a high stagnation temperature of the flow, the air was preheated by a fire heater
with hydrogen combustion and oxygen enrichment of combustion products. Vitiated “air”
was formed in the heater, containing hydrogen combustion products–water vapor and
radicals. This “air” was supplied under pressure to the Laval nozzle, accelerating the
flow to Mach number M ≈ 2. A model duct 1.192 m long with a side width of 0.04 m
was installed at the outlet of the Laval nozzle (Figure 1). The half-height of the entrance
section was 0.0177 m. Fuel (hydrogen) was blown perpendicular to the flow from the
upper and lower walls. The model was equipped with optical windows located along
the entire length of the duct, which made it possible to visualize the flow structure using
high-speed Schlieren videography and to register the chemiluminescence of excited OH*
radicals. The distributions of the average static pressure over time were measured, as well
as the profiles of the stagnation temperature at the entrance to the model duct. The analysis
of experimental data has shown the presence of a number of flow modes fundamentally
different in the structure of the flow in the model [15].
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The researchers at ONERA have performed a number of works on numerical modeling
of these experiments, both within the framework of the Reynolds equations (RANS) [15–17]
and on the basis of hybrid RANS/LES approaches combining RANS in the wall region
with eddy-resolving simulation in the rest of the flow region [18,19]. The computational
work has shown the complexity of modeling high-speed combustion in the duct, even
in such a simplified experiment. Some results of the experiment could not be replicated
in simulations.

At TsAGI, work on numerical modeling of ONERA experiments was started in 2019.
For simulations, the in-house zFlare code [20] was used, developed at the Laboratory of
physical and numerical simulation of flows with turbulence and combustion (TsAGI) [21].
The first results were published in the article [22].

In [22], RANS simulations of the flow in the heater and the nozzle are described,
which provided the distribution of parameters at the entrance to the model duct. The
preliminary RANS simulations of the flow in the model duct are also presented. It was
found that reactions involving peroxides are important for the simulation of the flow in
the heater and the nozzle, but have insignificant impact on the pressure distribution along
the duct walls. At the same time, a strong influence of the wall temperature was found.
The results of TsAGI simulations showed good agreement with ONERA simulations in a
similar formulation [17]. However, both simulations differ greatly from the experimental
data [15] in pressure distributions.

In the simulations of TsAGI, conducted in 2019 [22], as well as in similar simulations
of ONERA [17], the duct walls were considered smooth. However, in the experiment, the
walls were covered with a heat-protective coating of zirconium and yttrium oxides (YSZ,
Yttria Stabilized Zirconia), and this led to the fact that the inner surface of the duct was
rough. In experiments [15] it was found that the characteristic roughness height was about
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65 µm. Taking into account the roughness in the ONERA simulations, also presented in [17],
allowed a pressure distribution significantly closer to the experiment to be obtained.

The paper [23] presents the results obtained on this subject in TsAGI in 2020–2021. All
these simulations were carried out taking into account the roughness of the duct walls.

In one experiment [15], longitudinal oscillations of the combustion zone and shock-
wave structures located above the heat release zone in the inviscid core of the flow were
observed. The experience of flow simulations in a model duct based on the Reynolds
equations, described by Pelletier et al. [17], gave a stationary picture of the flow. In order
to obtain longitudinal oscillations, it seems necessary to take into account non-stationary
turbulent effects in the combustion zone. As the experience described in [18,19] shows, this
can be achieved within the framework of a hybrid RANS/LES approach.

One study [23] describes the first attempt to perform simulations of the ONERA model
using zFlare code on the basis of the SST-IDDES approach [24]. The significant influence
of wall roughness was confirmed. However, the IDDES simulation predicted the flame
shifted downstream compared with the experiment. This result was obtained both with the
use of the wall function for rough walls [25] and with the no-slip boundary condition for
rough walls, proposed in [26] and used in ONERA simulations [17].

That is why a series of studies was carried out in the RANS formulation, in which
the influence of chemical kinetics, variable Prandtl number, roughness height, and heat
exchange conditions on the duct walls was investigated. This series of simulations is
also described in [23]. It transpires that the pressure distribution along the duct is most
strongly influenced by the roughness height and by the temperature of the duct walls.
However, there is an estimate of 65 µm for the roughness height, recommended in [17]
based on experimental results. However, the temperature of the walls can be considered
as an indefinite parameter in this problem. During one experiment [15], the attempt to
determine the wall temperature failed, so the RANS simulations were performed with
different values of the wall temperature TW. The best agreement with the experimental
pressure distribution was achieved at TW = 1413 K [23].

The present article describes the mathematical formulation and the results of the main
series of IDDES simulations. This series was performed with the use of the task parameters
chosen in the above-mentioned RANS simulations. Calculations were carried out on the
RFNC VNIIEF supercomputer [27], and 3000 CPU cores were used. The total amount of
memory for the simulation was 830 GB. The simulation required 2.2 million core hours of
CPU time. In comparison with preliminary IDDES simulations described in [23], the mesh
with near-wall refinement was used, and a much longer interval of physical time (11 ms)
was simulated. Longitudinal oscillations of flame were obtained. Comparison of the IDDES
results with the experiment and with the RANS simulation [23], performed on the same
mesh with the same parameters of the task, brings some light to the flow physics in the
ONERA experimental model and also raises new questions, which should be analyzed in
the future.

Section 2 describes a mathematical flow model used in simulations, and Section 3
presents an original numerical method that has been successfully used in IDDES simula-
tions. Section 4 describes the organization of simulations and their main results. Section 5 is
devoted to the analysis of the obtained physical flow pattern. Finally, Section 6 summarizes
the results obtained and analyzes possible ways to improve the flow model.

2. Mathematical Model of the Flow

In this paper, SST-IDDES [24] is used as an eddy-resolving approach, which is applied
to high-speed turbulent flow with finite-rate combustion. The chosen approach belongs
to the DES family. DES is a hybrid approach that combines URANS at solid walls with
LES in the rest of the flow region. Two modifications of DES based on the SST turbulence
model were proposed in [24]: DDES, which is designed to simulate attached boundary
layers over the entire thickness in the URANS mode, and IDDES, which allows the model
to operate in the boundary layer either in the URANS mode over the entire thickness (if no
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perturbations are introduced into the solution), or in the LES mode in the outer part of the
boundary layer, if the boundary layer in some section is perturbed by an external action. In
this case, the basic system of equations can be represented as follows:

∂u
∂t

+
∂fEu

j

∂xj
+

∂fNS
j

∂xj
= s (1)

u =



ρ
ρui
ρE
ρk
ρω
ρYl

 , fEu
j =



ρuj
ρuiuj + pδij
(ρE + p)uj

ρkuj
ρωuj
ρYluj


, fNS

j =



0
τij

τijui + Θj + ∑l Jj(Yl)hl
Jj(k)
Jj(ω)
Jj(Yl)


, s =



0
0
0

S(k)
S(ω)
S(Yl)

 .

Here u is a vector of conservative variables, fEu
j is a flux of the u vector in the Cartesian

axis direction xj, associated with convection (the gas movement as a continuous medium)
and with pressure forces, fNS

j is a flux of the u vector in the Cartesian axis direction
xj, associated with molecular diffusion and turbulent fluctuations, s is a source term
vector. In addition to the vector of conservative variables, the vector of primitive variables
p = [T, ui, p, k, ω, Yl ]

T will also be used. Vectors u, fj, s, p have a dimension 7 + Nsp,
where Nsp is the total number of the mixture components. The gas is considered as a
reacting mixture of gaseous components, each of which satisfies the Mendeleev–Clapeyron
state equation.

The summation by repeated spatial indices (i, j or n) is assumed. All parameters are
averaged (RANS) or filtered (LES) according to the Favre rules. Averaging/filtering signs
are omitted, except where they are needed.

In the system (1), E = unun/2 + k + h − p/ρ is the total energy per unit mass of
the gases mixture, where h = ∑l Ylhl(T) is the mixture enthalpy that includes chemical

energy. τij =
2
3 ρkδij − (µ + µT)

[
∂ui
∂xj

+
∂uj
∂xi
− 2

3
∂un
∂xn

δij

]
is the total (molecular and turbulent)

flux of the i-th momentum component along the xj axis. Θj = −
(

µ
Pr(h) +

µT
PrT(h)

)
cp

∂T
∂xj

is
the total heat flux along the xj axis associated with temperature gradients (the molecular
and turbulent Prandtl numbers are assumed to be equal to Pr(h) = 0.72, PrT(h) = 0.9 by
default). Jj(k) = −

(
µ

Pr(k) +
µT

PrT(k)

)
∂k
∂xj

, Jj(ω) = −
(

µ
Pr(ω)

+ µT
PrT(ω)

)
∂ω
∂xj

are the total fluxes

along the xj axis of the turbulence parameters k and ω. S(k) and S(ω) are the source terms

in the equations for k and ω. Jj(Yl) = −
(

µ
Sc +

µT
ScT

)
∂Yl
∂xj

is the total flux of Yl along the xj

axis (Sc = 0.9,ScT = 1.0).
The source term in the equation for Yl reads: S(Yl) = −ml∑r νlr

.
ωr. In this paper, the

effect of the turbulence on the average chemical reaction rates is not taken into account. LES
simulations of high-speed confined reacting flow with the use of turbulence-combustion
interaction (TCI) models requires significant additional work. This is a reason why the
inclusion of the TCI model goes beyond the scope of the present study. In any way, study of
the role of TCI on the flow structure assumes a preliminary simulation neglecting this effect.

The system (1) is closed by the state equation p = ρR0T∑l Ylm−1
l , the Sutherland

formula for molecular viscosity µ = 1.72 · 10−5
(

T
273

)3/2 273+122
T+122 [N·m−2s−1] and approxi-

mations of the hl(T) dependencies from the database [8]. The heat capacity of the mixture
is calculated as cp = ∑l Yldhl/dT. The values of empirical coefficients (including Pr(k),
PrT(k), Pr(ω) and PrT(ω))) and expressions for turbulent viscosity and source terms of the
SST model are taken from [28].

In the SST turbulence model the source terms in the equation for k can be writ-
ten in the form ρ(Pk − ε), where Pk is the production of the turbulence kinetic energy,
and ε is its dissipation rate: ε = ρk3/2/L. The length scale is calculated by the formula
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L = LRANS =
√

k/(Cµω), where Cµ = 0.09. As part of the DES approach, the length scale

is replaced by a hybrid formula: L = LDES = f̃dLRANS +
(

1− f̃d

)
LLES, where f̃d is the

transition function equal to 1 in the RANS region and 0 in the LES region, and LLES is the
subgrid length scale. The expression for LLES and for the f̃d function can be found in [24].
It should be noted that the values of the constants CDES1 and CDES2, which are used in
determining the LLES length scale, must be calibrated depending on the chosen numer-
ical method [29]. In the current work, the value of CDES1 = CDES2 = 0.56 was employed,
established in [30] using the simulations of the homogeneous isotropic turbulence decay.
The shear layer adapted length scale, also described in [24], is used for accelerating the
disturbance development in the mixing layers.

3. Numerical Method

All simulations are carried out on a fixed multi-block structured mesh with hexagonal
cells. For spatial approximation, the 2nd order finite-volume method (which in the one-
dimensional case has the 5th order) is used with one Gaussian point on each cell face. In
the three-dimensional case, the extended stencil allows the reduction of the magnitude
of the approximation error. The simulation is carried out by marching in time, when the
initial flow field (at a time t0) is known, and the solution for t > t0 is obtained by successive
transitions from a known time layer tn, n = 0, 1, 2, . . ., to the next layer, tn+1 = tn + τn.

Integrating the system (1) by the mesh cell volume and applying the Gauss–Ostrogradsky
theorem, we represent it in the form

∂U
∂t

+
1
V

6

∑
g=1

(Fjσj)g = S, (2)

where Fj = FEu
j + FNS

j , σg =
(
σx, σy, σz

)T is the normal vector to the g-th cell face, the length

of which is equal to the area of this face (
∣∣σg
∣∣= Ag ), U = 1

V
∫
V

udV and S = 1
V
∫
V

sdV are the

average over cell volume values of the conservative variable vector [ρ, ρui, ρE, ρk, ρω, ρYl ]
T

and of the source term vector, (FEu
j )

g
= 1

Ag

∫
Ag

fEu
j dA and (FNS

j )
g
= 1

Ag

∫
Ag

fNS
j dA are the flux

vector (fEu
j and fNS

j ) values, averaged over the g-th cell face area. A vector of primitive

variables P(U) = [T, ui, p, k, ω, Yl ]
T will also be used.

Convective fluxes are calculated using a hybrid scheme that combines an upwind
approximation (FEu

j )
upwind

based on a five-point WENO reconstruction and a central

difference approximation (FEu
j )

central
using a formula of the form

FEu
j = σ(FEu

j )
upwind

+ (1− σ)(FEu
j )

central
.

The formulation of the weight function σ proposed in [31] is used. This function
depends on the local solution properties. It switches the scheme to an upwind mode in the
RANS flow areas and in non-turbulent regions of almost undisturbed flow away from the
study area. In the LES regions of the flow, the scheme approaches the central difference
one, which makes its dissipativity significantly lower than that of a pure WENO scheme.

The FNS
j fluxes are calculated using formulas for fNS

j (see (1)), which contain gradients
of flow parameters and also contain coefficients of molecular and turbulent diffusion that
depend on local values of primitive variables. To approximate gradients in fluxes FNS

j ,
a 2nd accuracy order modification of the central difference approximation is used [32].
The local values of the primitive variables vector P, used in FNS

j , are calculated by linear
interpolation between the neighboring cell centers.

In general, the fluxes are approximated on an unknown time layer t = t∗, i.e., time
integration is carried out according to an implicit scheme. In the implicit part of the
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numerical method, the temporal linearization of fluxes is used. Fluxes through the face g
on an unknown time layer are expressed in terms of fluxes on a known layer n:(

Fj(U∗)
)

g ≈
(
Fj(Un)

)
g +

(
AEu

0,g(U
n) + ANS

0,g (U
n)
)
· (U∗ −Un)+(

AEu
g (Un) + ANS

g (Un)
)
·
(

U∗g −Un
g

)
.

(3)

Here Ug is the conservative variables vector in the cell, which is located on the opposite
side from the g-th face of the current cell. AEu

0,g(U), ANS
0,g (U), AEu

g (U) and ANS
g (U) are

matrices that are calculated based on the flow parameters on a known layer n. The form of
these matrices is given in [33].

The original Adaptive Implicit Scheme (AIS) is used for simulations. It is based on the
following considerations:

1. Since convective processes, as a rule, play a decisive role in the flow structure for-
mation, it is important to describe them accurately. This means that in areas where
non-stationary processes are of interest, the “convective” (classical) Courant number
CFLEu ≡ τ/τEu ∼ 0.5− 1 should be maintained. An explicit scheme can be used for
this purpose. The implicit scheme should be activated only at the bottom of the bound-
ary layer, where the sufficient time step value for describing non-stationary processes
in the flow core will lead to CFLEu > 1. As a result, errors in the approximation of con-
vective fluxes may increase there. However, the convective processes in the immediate
vicinity of the wall are suppressed by viscosity and play a secondary role compared
with diffusion. This statement is supported by the results of test simulations described
below (see the end of this Section). In these tests, essentially viscous, quickly-changing
unsteady flow was simulated using several approaches, and the AIS gave the same
result as three other approaches, but appeared to be less time-consuming.

2. Under the condition CFLEu ∼ 0.5− 1 in the flow core, diffusion processes are modeled
in many areas with the explicit stability condition violation: CFLNS ≡ τ/τNS > 1.
Fortunately, there is evidence [34] that implicit schemes have an acceptably low error
up to CFLNS ≈ 120 for the diffusion equation. Therefore, it is sufficient to switch
smoothly to the implicit approximation of diffusion fluxes when exceeding CFLNS = 1
to ensure the scheme stability.

In AIS, to simulate reacting flows, the time step is performed using a two-stage
Runge–Kutta (RK) procedure:

U(1) = Un + 1
2 τn

[
− 1

V

6
∑

g=1

(
Fj(Un)σj

)
g + S1

]
+

wEu
1
2 τn ·

[
AEu

0,g(U
n) ·

(
U(1) −Un

)
+ AEu

g (Un) ·
(

U(1)
g −Un

g

)]
+

wNS
1
2 τn ·

[
ANS

0,g (U
n) ·

(
U(1) −Un

)
+ ANS

g (Un) ·
(

U(1)
g −Un

g

)]
,

Un+1 = U(2) = Un + τn

[
− 1

V

6
∑

g=1

(
Fj(U(1))σj

)
g
+ S2

]
+

wEuτn ·
[
AEu

0,g(U
(1)) ·

(
Un+1 −U(1)

)
+ AEu

g (U(1)) ·
(

Un+1
g −U(1)

g

)]
+

wNSτn ·
[
ANS

0,g (U
(1)) ·

(
Un+1 −U(1)

)
+ ANS

g (U(1)) ·
(

Un+1
g −U(1)

g

)]
.

(4)

In formula (4), the indices in parentheses indicate the stage number of the RK pro-
cedure, U is the vector of conservative variables, Fj(U(m)) are the fluxes calculated in
the way described above by the known flow field obtained at the m-th stage of the RK
procedure, and Sm+1 is the source terms approximation of this subsystem at the current
(m + 1)-th stage. The implicit increments of the convective and diffusion fluxes with weights
wEu(CFLEu), wNS(CFLNS, CFLEu, wEu), respectively, are also included in (4). The formulas
for the weights are given below.
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We divide the equations system (2) into three subsystems:

(1) the basic (gas-dynamic) subsystem associated with the equations of mass, momentum
and energy (the first five equations of the system);

(2) the turbulent subsystem associated with the equations of the turbulence model (the
following two equations);

(3) the chemical subsystem associated with the equations for the reacting mixture compo-
nents (the last Nsp equations).

Respectively, various terms of the system (2) can be represented as follows:

U =

 Ubase
Uturb
Uchem

 , Fj = FEu
j + FNS

j =

 (Fj)
Eu
base

(Fj)
Eu
turb

(Fj)
Eu
chem

+

 (Fj)
NS
base

(Fj)
NS
turb

(Fj)
NS
chem

 ,

S =

 0
Sturb
Schem

 = ST + SC, ST =

 0
Sturb

0

 , SC =

 0
0

Schem

 .

(5)

For the basic subsystem, S = 0.
A special interpretation of the source terms is used for the turbulent subsystem. Experi-

ence shows that the Jacobi matrix of the SST turbulence model source terms, ∂Sturb/∂Uturb,
is diagonally predominant. Of its two non-diagonal terms, one is zero and the other is
much smaller in absolute value than the diagonal terms. Respectively, at the (m + 1)-th
stage of the RK procedure, a linearized dependence Sturb(Uturb) can be approximately
represented as

S(k) ≈ S(k)(m) + λ1 ·
(

ρk− ρ(m)k(m)
)

,

S(ω) ≈ S(ω)(m) + λ2 ·
(

ρω− ρ(m)ω(m)
)

,
(6)

where λ1 = ∂S(k)/∂(ρk), λ2 = ∂S(ω)/∂(ρω). A simple stability analysis of the source
term approximations (see, for example, [32,34]) shows that, when solving an equation
of the form dp

dt = S0 + λ(p − p0), S0 = const, λ = const, an explicit approximation
pn+1−pn

τ = S0 + λ(pn − p0) at any time step gives a correct solution (positive and growing)
if λ ≥ 0, and for λ < 0 it is stable only under the condition τ ≤ 1/ |λ|. On the contrary, an

implicit approximation pn+1−pn

τ = S0 + λ(pn+1 − p0) = [S0 + λ(pn − p0)] + λ(pn+1 − pn)
at any time step gives a correct solution (positive and decreasing) if λ ≤ 0, and for λ > 0 it
is stable only under the condition τ ≤ 1/ λ. We introduce a conditional “Courant number”
(stability coefficient) for the source terms: CFLsource = τ/τsource(λ), where τ is the current
time step value and τsource(λ) =

(
−min

(
λ, 10−20))−1 is the time step limit for explicit

approximation. It can be verified that a weighted combination of explicit and implicit

approximations pn+1−pn

τ = [S0 + λ(pn − p0)] + w · λ(pn+1 − pn) gives the correct solution
at any sign of λ and at any time step, if the weight w is chosen to be equal

wsource(CFLsource) = max
(

0,
2CFLsource − 1

2CFLsource

)
. (7)

Therefore, the following linear locally implicit approximation is used for the source
terms of the turbulent subsystem:

Sm+1 =

 S(k)(m) + wsource
(
CFLsource

1
)
· λ1 ·

(
ρ(m+1)k(m+1) − ρ(m)k(m)

)
S(ω)(m) + wsource(CFLsource

2 ) · λ2 ·
(

ρ(m+1)ω(m+1) − ρ(m)ω(m)
) , (8)

where CFLsource
k = τ/τsource(λk).

In the equations of the chemical subsystem, the source terms are interpreted differently.
These terms contain highly nonlinear functions (reaction rates) that lead to a stiffness of
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the chemical subsystem [32]. Based on the experience described in [34], a nonlinear locally
implicit approximation of the 2nd accuracy order in time is used for Schem. To obtain this
approximation, the first stage of the RK procedure is performed according to the formula

U(1) = Un + 1
2 τ ·

[
− 1

V

6
∑

g=1

(
Fj(Un)σj

)
g + ST + SC

(
U(1)

)]
+

wEu
1
2 τ ·

[
AEu

0,g(U
n) ·

(
U(1) −Un

)
+ AEu

g (Un) ·
(

U(1)
g −Un

g

)]
+,

wNS
1
2 τ ·

[
ANS

0,g (U
n) ·

(
U(1) −Un

)
+ ANS

g (Un) ·
(

U(1)
g −Un

g

)]
.

(9)

In (9), ST is calculated by the formula (6) with m = 0. The value SC corresponds
to the time moment t = tn + τn/2. After solving this system, the resulting value of the
source term is stored and used unchanged at the second stage of the RK procedure (4):
S2 = S1 = SC

(
U(1)

)
.

When performing step (9), the τ parameter is initially set to τ = τn. In the cases of the
Newton’s iterations divergence or an unphysical solution, the procedure of locally fractional
steps [32] is performed: the time step is divided by two, and two equal steps (9) are taken
with τ = τn/2 without recalculation of fluxes. If this does not help, the time step is further
divided, and four steps (9) are taken with τ = τn/4, etc. When it is possible to perform this
procedure without a divergence of the Newton’s method and without the appearance of
non-physical values, the full time step τn is repeated using the RK procedure (4). In this
case, at all RK steps, the same value SC is used that is equal to the sum of the chemical
sources values obtained at all locally fractional steps.

In AIS, in the areas where the explicit scheme is unstable at a given time step,
implicit increments of convective and diffusion fluxes with the weights wEu(CFLEu),
wNS(CFLNS, CFLEu, wEu), respectively, are added to the explicit scheme (see (4)). Adding
these terms leads to the fact that, in the equation system (4), an unknown value U(m+1) in
this cell is associated with unknown values in neighboring cells. Such a system is solved
using the Gauss–Seidel block method [35].

The weights wEu and wNS are determined using the following considerations. If we write
down a one-step analog of the scheme (4) for the linear scalar advection equation ∂u

∂t + a ∂u
∂x = 0,

then the spectral stability analysis leads to the requirement wEu ≥ CFLEu−1
2CFLEu . If we write down

such a one-step scheme for the model advection–diffusion equation ∂u
∂t + a ∂u

∂x = D ∂2u
∂x2 , then

the scheme will be stable under the condition wNS ≥ CFLNS−1+CFLEu ·(1−2wEu)
2CFLNS . Based on these

conditions, the weights of implicit increments in AIS for a nonlinear system of equations
(2) are calculated using formulae that provide a transition to an explicit scheme under the
conditions CFLEu ≤ 1, CFLEu + CFLNS ≤ 1, and in other cases include some safety margin
(overestimate the implicit scheme weight):

wEu = max
{

0,
CFLEu − 1

CFLEu

}
, wNS = max

{
0,

CFLNS − 1 + max
(
0, CFLEu · (1− 2wEu)

)
CFLNS

}
. (10)

Thus, at a user-defined time step τ, an explicit scheme with a multistep RK procedure
is used in the cells where it is stable. In the remaining cells (usually these are cells in
the near-wall regions of the boundary layers, where the flow becomes quasi-stationary,
quickly rearranging under the action of non-stationary processes in the rest of the flow), a
smooth transition to an implicit scheme of the 1st accuracy order based on linearization (3)
is performed.

The authors of this paper compared the quality and efficiency of AIS with other
methods of modeling unsteady flows. For this purpose, the problem with non-stationary
combustion in the duct described in [36] was solved. Combustion simulations were carried
out using the no-slip condition on the duct walls; the ratio of the mesh cell sizes was about
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400. In addition, two explicit methods for simulating unsteady flows were considered—the
global time stepping method and the fractional time stepping method [32], as well as the
currently most popular implicit dual time stepping method. All four methods gave the
same quality of the numerical solution. At the same time, the simulation according to the
implicit scheme with a dual time stepping required 43 times less time than the simulation
with a global time stepping, and the explicit scheme with a fractional time stepping gave
an acceleration of 31 times, and AIS 85 times.

It should be noted that the efficiency ratio of the schemes decreases when the cell
size difference decreases. On meshes with a 10–100 cell size ratio, an explicit scheme with
a fractional time stepping usually works well (using wall functions) provided that the
simulation can be parallelized effectively; AIS is comparable in cost, but is parallelized
much easier. As for quasi-uniform grids, it is natural to choose the most reliable procedure—
an explicit scheme with a global time stepping.

4. IDDES-Simulation of the Flow with Combustion in the ONERA Model

The mathematical model of the flow described above and the numerical method were
applied to the simulation of the flow with combustion in the experimental model ONERA.
The flow mode corresponding to “Case B” from [17] was considered. The geometry of the
computational domain is shown in Figure 2. As in [17], only the lower half of the ONERA
experimental model was considered in the simulations, since the flow in the experiment
under the selected conditions can be considered symmetrical.
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Figure 2. Computational domain and structure of grid blocks for IDDES simulations of the ON-
ERA experimental model. Arrow—fuel supply. C1—compartment of constant cross-section; C2,
C4—compartments with expansion 2◦; C3—compartment with expansion 6◦; C5—expanding buffer
block with slip walls.

Initially, the RANS method was used to simulate the flow in the heater of the ONERA
LAERTE aerodynamic stand. The heater simulation technology is described in [22]. The
stagnation parameters on the axis of symmetry of the heater were assumed to be equal to
ptot = 4.07 bar and Ttot = 1705 K, and the temperature of the heater walls was set to 1490 K,
in accordance with the data [15]. The combustion of a hydrogen–air mixture enriched
with oxygen was simulated in the heater so that after the combustion the mass fraction of
oxygen was close to the oxygen content in the air. Simulations were carried out taking into
account HO2 and H2O2 peroxides, because, according to the results from [22], this leads to
a better prediction of the radical formation at the entrance to the duct of the experimental
model. The distribution of parameters at the entrance to the experimental model obtained
in the simulations of the heater was used as an inlet boundary condition for the IDDES
simulation of the flow with combustion in the duct of the ONERA experimental model.

Fuel (hydrogen) was injected perpendicular to the flow through a hole with a diameter
of 2 mm in the wall, on the vertical plane of symmetry of the duct, in the section x = 0.2 m
(the injection site is shown by an arrow in Figure 2). The fuel consumption and the vitiated
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air entering the duct corresponded to the excess fuel ratio ϕ = 0.153. In accordance with
the conclusions made in [22,23], the Jachimowski kinetics [37] without peroxides with
seven reactions for seven components (H2, O2, H, O, OH, H2O, N2) were used to simulate
the flow in the experimental model. Reactions and coefficients of this kinetic scheme are
listed in Table 1. Modifications of coefficients and third-body efficiencies (in comparison
with [37]) are based on the paper [38].

Table 1. Coefficients of forward reaction constants 1 for the used kinetic scheme.

No. Reaction A n E

1 H2 + O2 = OH + OH 1.70 × 1013 0 48000
2 H + O2 = OH + O 2.60 × 1014 0 16800
3 OH + H2 = H2O + H 2.20 × 1013 0 5150
4 O + H2 = OH + H 1.80 × 1010 1 8900
5 OH + OH = H2O + O 6.30 × 1013 0 1090
6 H + H + M = H2 + M 6.40 × 1017 −1 0
7 H + OH + M=H2O + M 2.20 × 1022 −2 0

1 “Constants” of the reaction rates are described by formula: k = ATn exp(−E/R0T). Measurement units are
seconds, moles, cubic centimeters, calories and Kelvin degrees. For reactions 6, 7 the third-body efficiencies are
the following: 2.5 for M = H2, 16.0 for M = H2O and 1.0 for all other M.

The resolved turbulence was generated naturally as a result of the Kelvin–Helmholtz
instability development in the mixing layer formed by the injected jet. Thus, upstream
from the injection section the flow was modeled in the RANS mode.

The mesh used in the simulations was uniform in the LES region in the flow core,
with almost cubic cells with edge length close to 1.5 · 10−4 m. However, in the near-wall
layer with a thickness of about 1.5 mm, this mesh was condensed to the wall (about 30 cells
across the boundary layer). The total number of grid points was close to 92 million (2100 in
the longitudinal, 140 in the transverse and 312 in the lateral direction, respectively). The
height of the first near-wall cell was equal to 2 · 10−5 m ( y+ ∼ 1). Preliminary simulations
of the flow around the flat plate with rough surface (with parameters taken from the
entrance to the ONERA model) have shown that the mesh refinement does not change
the boundary layer description. The scale-resolving region spans 0.18 m ≤ x ≤ 0.8 m in
the longitudinal direction. There were 15 cells located across the injector opening. Within
the scale-resolving region, the mesh was comparable to one used in DDES simulations
by ONERA [19]. However, ONERA simulations used unstructured non-uniform mesh
with adaptation to zones of high vorticity. To the contrary, TsAGI IDDES simulation was
performed on structured, nearly uniform mesh (except the near-wall layers). It was less
dense in the hydrogen jet mixing zone, but in the jet wake the resolution was higher than
in ONERA simulations.

The no-slip boundary condition, taking into account the roughness of the walls, was
imposed on the side and bottom walls. The roughness model based on study [26] was
used. The characteristic roughness value was chosen to be 65 µm (in accordance with
ONERA recommendations [17]). Based on the RANS simulations described in [23], the
wall temperature was chosen to be 1413 K.

A boundary condition for supersonic outflow was imposed on the right boundary,
and a symmetry condition was imposed on the upper boundary (according to ONERA
experiments, the flow in the duct in this mode is almost symmetrical on average).

The final state of the preliminary IDDES simulation with the wall temperature
TW = 716 K was chosen as the initial field. This value of the wall temperature was used
in ONERA simulations [17]. In TsAGI simulation with this wall temperature, combustion
developed too far downstream from experimental location; the corresponding pressure
distribution is shown in Figure 3 as a blue dotted curve).
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Therefore, at the beginning of the simulation, the flow structure was rearranged, after
which the flow entered a quasi-stationary mode. The typical time required for an inviscid
flow to pass through the duct is about 1 ms. Figure 4 shows the dependence of the integral
coefficient of the longitudinal wall friction force upon the physical time obtained in the
IDDES simulation. The rearrangement of the flow structure took about 3 ms, after which
two apparent “periods” of 3.5 ms each can be distinguished. By the end of the simulation,
the full establishment of the stationary-on-the-average flow had not yet been achieved.

Energies 2023, 16, x FOR PEER REVIEW 13 of 24 
 

 

 
Figure 4. Time dependence of the integral friction coefficient in the IDDES simulation of TsAGI. 

Figure 5 shows the time variation of the Mach number field in the vertical symmetry 
plane of the duct. It can be seen that at a time of 0.01 ms (shortly after the start of the 
simulation) in the vicinity of the plane of symmetry, the flow is supersonic everywhere. 
However, due to the increase in TW, the growth of subsonic flow zones begins at the duct 
wall. In the next frame (0.5 ms), the flow core is almost completely displaced by the 
boundary layer. Disturbances propagate upstream along the duct. Then (1 ms) a shock 
wave is formed, moving upstream and causing the separation of the boundary layer. By 
the time of 2.5 ms, the separation zone is fixed in the wake of the injected jet and interacts 
with the gas-dynamic structure generated by the hydrogen jet. As a result of this interac-
tion, locally favorable conditions for combustion arise. Large-scale movements of the 
boundary layer boundary lead to the fact that strong shock waves periodically arise in 
the core of the flow, forming local subsonic flow regions. Figure 5 also shows the mo-
ments close to the ends of the first and second apparent “periods” (see Figure 4), 6.5 ms 
and 9.5 ms. 

It can be seen that, during the first apparent “period” (between moments d and e), 
there is a significant rearrangement of the shock-wave structure of the flow in the fuel 
injection area. At moment d (2.5 ms), a three-dimensional shock wave caused by the duct 
choking is located at 0.215x ≈  m. In the area of its intersection with the horizontal 
symmetry plane of the duct, a small region of subsonic flow is visible. By the end of the 
first “period” (6.5 ms) it shifts forward and stops upstream from the injected hydrogen 
jet. Due to the back pressure created by this shock wave, the separation upstream from 
the fuel jet increases in length and height. Due to the three-dimensional shape of the 
shock wave, the subsonic flow region near the symmetry plane of the duct in the jet vi-
cinity disappears. During the second apparent “period”, the shock-wave structure in the 
vicinity of the injection almost does not change. Another subsonic region in the core of 
the flow continues to change shape and fluctuate between the coordinates 0.238 m and 
0.242 m, sometimes increasing in size, sometimes decreasing (cf. moments d and f). Note 
that in RANS simulations by ONERA [17] the subsonic region turns out to be located in 
the flow core near the section of 0.236 m and occupies about 1 mm in each lateral direc-
tion from the symmetry plane. 
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Figure 5 shows the time variation of the Mach number field in the vertical symmetry
plane of the duct. It can be seen that at a time of 0.01 ms (shortly after the start of the
simulation) in the vicinity of the plane of symmetry, the flow is supersonic everywhere.
However, due to the increase in TW, the growth of subsonic flow zones begins at the
duct wall. In the next frame (0.5 ms), the flow core is almost completely displaced by the
boundary layer. Disturbances propagate upstream along the duct. Then (1 ms) a shock
wave is formed, moving upstream and causing the separation of the boundary layer. By the
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time of 2.5 ms, the separation zone is fixed in the wake of the injected jet and interacts with
the gas-dynamic structure generated by the hydrogen jet. As a result of this interaction,
locally favorable conditions for combustion arise. Large-scale movements of the boundary
layer boundary lead to the fact that strong shock waves periodically arise in the core of the
flow, forming local subsonic flow regions. Figure 5 also shows the moments close to the
ends of the first and second apparent “periods” (see Figure 4), 6.5 ms and 9.5 ms.
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It can be seen that, during the first apparent “period” (between moments d and e), there
is a significant rearrangement of the shock-wave structure of the flow in the fuel injection
area. At moment d (2.5 ms), a three-dimensional shock wave caused by the duct choking is
located at x ≈ 0.215 m. In the area of its intersection with the horizontal symmetry plane of
the duct, a small region of subsonic flow is visible. By the end of the first “period” (6.5 ms)
it shifts forward and stops upstream from the injected hydrogen jet. Due to the back
pressure created by this shock wave, the separation upstream from the fuel jet increases
in length and height. Due to the three-dimensional shape of the shock wave, the subsonic
flow region near the symmetry plane of the duct in the jet vicinity disappears. During the
second apparent “period”, the shock-wave structure in the vicinity of the injection almost
does not change. Another subsonic region in the core of the flow continues to change
shape and fluctuate between the coordinates 0.238 m and 0.242 m, sometimes increasing
in size, sometimes decreasing (cf. moments d and f ). Note that in RANS simulations by
ONERA [17] the subsonic region turns out to be located in the flow core near the section of
0.236 m and occupies about 1 mm in each lateral direction from the symmetry plane.

5. Analysis of the Physical Flow Pattern

Here we compare the instantaneous flow field reached at the end of the IDDES
simulation (11.13 ms) with the ONERA experiment and with the final (fully steady) state of
RANS simulation of TsAGI with the same flow parameters published elsewhere [23].

The pressure distributions corresponding to these data sets are shown in Figure 3
(experiment—markers, RANS-simulation—red curve, IDDES-simulation—solid blue curve).
It can be seen that in the eddy-resolving simulation, a larger pressure peak is obtained; it is
shifted upstream relative to the solution obtained using the RANS simulation and relative
to experimental data.

It is also worth noting that, in addition to the main peak, the pressure distribution is
overestimated in the range from 0.3 m to 0.7 m in comparison with the experiment.

Figure 6 shows the experimental video recording of the excited OH radical chemilu-
minescence (showing the position of the main heat release region) superimposed on the
shadow flow pattern.
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Figure 6. Shadow photo with superimposed chemiluminescence of OH radicals obtained in the
ONERA experiment. Image courtesy of Dr. A. Vincent-Randonnier.

Figure 7 compares the fields of Mach number, temperature and OH mass fraction in
the vertical symmetry plane of the duct, obtained in the IDDES and RANS simulations
of TsAGI.

There is no local choking in the RANS simulation of TsAGI (unlike the RANS simula-
tion by ONERA [17]). The gas-dynamic structure of the shocks turns out to be significantly
less intense than in the IDDES simulation. Therefore, in the RANS simulation, the separa-
tion zone is shifted downstream, which is closer to the experimental flow pattern.
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Figure 7. The final state of the flow field in the IDDES simulation (11.13 ms) and in the steady-state
RANS simulation: (a,c,e)—IDDES, (b,d,f)—RANS; (a,b)—Mach number, (c,d)—temperature [K],
(e,f) —OH mass fraction. Black line—M = 1.
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In the fields of temperature and of OH mass fraction, it can be seen that, in IDDES and
RANS simulations, both parameters increase near the hot wall in the wake of the injected
jet. Then the heat release zone (which is characterized by large values of the OH mass
fraction) shifts to the upper boundary of the boundary layer—to the area of the shock-wave
interaction with the boundary layer.

Figure 8 demonstrates fields of the fuel excess ratio ϕ, corresponding to Figure 7. This
parameter was calculated employing the local mass ratio of unburnt fuel and air that lead
to the local composition of reacting mixture. It was obtained using the local mass fraction
of inert species—nitrogen. Taking into account that the composition of vitiated air at the
duct entrance may be described approximately as O2:H2O:N2 = 0.248:0.167:0.585 , one may
obtain the following formula for the fuel excess ratio:

ϕ =
8z

0.248(1− z)
, z = 1− Y(N2)

0.585

where z is the mixture fraction equal to 1 in pure fuel and 0 in pure air.
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Figure 7: (a)—final state of the IDDES simulation, (b)—steady-state RANS simulation.

It is interesting that in the IDDES simulation the large part of the near wake past the
hydrogen jet is filled by air, while in the RANS simulation the fuel penetrates into this area
and participates in reactions. It may be explained by incorrect description of turbulent
diffusion in the SST turbulence model used in the RANS simulation. This effect can explain
why in the RANS simulation the combustion proceeds not only in the mixing layers of
hydrogen jet but also in the near-wall layer.

Figure 9 shows a typical instantaneous field of the Mach number in the vertical sym-
metry plane of the duct. The superimposed arrows also depict instantaneous streamlines
that start in the recirculation zones and come into the middle of the duct downstream.
Thus, we can conclude that these zones are not closed. At the bottom left in Figure 9, one
may see the injected hydrogen jet producing the recirculation zones both upstream and
downstream from the injection (directly at the wall), as well as a shock wave (in the flow



Energies 2023, 16, 1736 16 of 22

core), which in turn interacts with the boundary layer (slightly downstream). It is in the
area of the shock wave interaction with the boundary layer where the chemical reaction is
initiated. Thick black lines highlight the areas of increased OH mass fraction, showing the
heat release zones. As a result of combustion near the wall, the boundary layer thickens
and the flow core narrows till the local choking (in this figure at x = 0.238 m). A shock wave
emerges. The gas that has passed through the heat release zone in the wake of the jet moves
from the wall to the center of the duct, blends with the fresh combustible mixture in the
flow core, heats it and adds radicals from the combustion zone to it. The interaction of this
mixture with the emerged shock wave leads to formation of the main region of self-ignition.
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The subsonic region that occurs during the choking is non-stationary. The shock-wave
structure containing a normal shock wave oscillates along the longitudinal axis together
with the combustion zone.

As can be seen from Figure 6, in the experiment, the main ignition region also occurs
as a result of the shock-wave interaction with the boundary layer. At the same time, the
combustion itself has an effect upstream due to the occurrence of local partial choking. The
shock-wave structure in the experiment also fluctuates together with the separation region
and with the combustion zone.

It is also worth noting that in the IDDES simulation the normal shock turns periodically
into the intersection of oblique shocks, and the choking disappears. The extreme positions
of local choking in the first “period” were 0.254 m and 0.236 m; qualitatively similar fields
can be seen in Figure 5 at 6.5 and 9.5 ms, respectively. The duration of time, when the
local choking was present in the first apparent “period”, was 3.2 ms (total duration of the
“period” was 3.5 ms). In the second apparent “period” the subsonic regions were present
all the time, although their vertical size varied from 2 mm to a complete overlap of the duct.
At that, the leading edge of the subsonic region fluctuated from 0.236 m to 0.24 m. Similar
phenomena were observed in the experiment.

In the case of the RANS simulation, local choking could not be replicated; combustion
was stabilized due to the high wall temperature. Supposedly, in the RANS simulation, the
gas-dynamic structure plays a secondary role in the self-ignition stabilization. In any case,
both in the experiment and in the IDDES simulation, the choking turns out to be local and
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significantly non-stationary. Therefore, after the time averaging (within the framework of
the RANS approach), subsonic regions in the flow core may disappear.

Figure 6 also shows that in the experiment the combustion intensity diminishes rather
quickly at the interval from 0.29 m to 0.33 m in the longitudinal direction. This effect is not
replicated by the simulations: in the fields of temperature and OH concentrations (Figure 7)
it is seen that the intensity of combustion increases in this region, and the maximum
temperature is reached at x = 0.37 m and x = 0.33 m in IDDES and RANS simulations,
respectively. Most likely, this effect, as well as the increased (in comparison with the
experiment) pressure in the area from 0.3 m to 0.7 m (Figure 3) are due to the fact that the
selected wall temperature (1413 K) is excessive.

The data presented in Figure 3 show that in the IDDES simulation the wall temper-
ature could be slightly lowered compared with the RANS simulation, so that the local
choking would be preserved and the position of the pressure peak would correspond to the
experiment. However, the wall temperature obtained in this way would still be significantly
higher than the value of 716 K used in ONERA simulations [17].

6. Conclusions and Discussion

The presented RANS and IDDES simulations of the flow with combustion in the
ONERA experimental model have given the longitudinal pressure distributions close to the
experimental one. As in the experiment, RANS and IDDES simulations show the presence
of the main ignition region near the interaction of the boundary layer with the shock wave
in the duct.

Pressure distribution obtained in the RANS simulation is slightly closer to experi-
mental data than the one obtained in the IDDES simulation. However, both approaches
demonstrate a discrepancy with the experiment downstream of the main peak of pressure.
In a recent work [39] it was demonstrated using RANS simulation with three different
kinetic mechanisms that it is possible to get close pressure distributions in the symmetry
plane of the ONERA experimental model, while having a different structure of separations
(and, accordingly, a different wave structure of the flow). Therefore, success in prediction
of the pressure distribution does not mean correct representation of the flow structure
in simulation.

From this viewpoint, the IDDES simulation, describing the large-scale turbulent
motions and unsteady gasdynamic processes, and also less dependent upon semi-empirical
closures, seems to be more promising for studying the flow physics in the ONERA model
than RANS simulations. For example, in the IDDES simulation, longitudinal fluctuations of
the combustion zone are observed, and during part of the time a transition to M < 1 in the
flow core is observed in the region of the maximum pressure; this effect is not present in the
RANS simulations. This phenomenon can play a key role in the stabilization of combustion
in the duct of this model.

The performed IDDES simulations confirmed the conclusion made in [23] that, in
addition to roughness, the wall temperature has the strongest influence on the pressure
distribution along the walls of the model. In ONERA experiments, the wall temperature
measurements failed, because the thermal barrier coating of the thermocouples was de-
stroyed during the “hot” runs [15]. The best agreement of the RANS simulation with
the experiment was obtained at a wall temperature of 1413 K. It is remarkable, however,
that in the ONERA RANS simulations [17] it was possible to achieve agreement with the
experiment at a significantly lower wall temperature 716 K. It can also be noted that both
the RANS and IDDES simulations of TsAGI overestimate (in contrast to [17]) the intensity
of heat release and the pressure values downstream from the main ignition source. This
may indicate that the temperature of the duct walls selected in the TsAGI simulations
is overestimated.

The question of choosing the wall temperature requires additional study. In particular,
it is necessary to find other physical factors that could ensure the correct location of the
pressure peak in the duct at a lower wall temperature.
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It was demonstrated in [40,41] that, in flows with a supersonic core in rectangular
ducts, there is a relation between the separation zones in the corners and near the symmetry
plane of the duct; namely, the larger the recirculation zone in the corners, the smaller the
recirculation zone near the symmetry plane and vice versa. This relation is confirmed by
both simulation and experimental data published in [40,41]. At the same time, the main
contribution to the error in the size of separations in the corners is made by the linear
relationship imposed by the turbulence model between the turbulent stresses and the
gradients of the average velocity field (which is generally accepted for basic differential
models). However, this linear relationship does not allow the arising of a secondary flow in
the corners, which, as shown in [41], significantly affects the size of separation in the corners.
At the moment, there are several modifications of the basic SST model (for example, [41–43])
that allow taking into account the contribution of higher-order terms. Therefore, in the
course of further research, the authors will include a model that takes into account the
secondary flow in the corners in the simulation, at least at the stage of preliminary RANS
simulation to obtain the initial field. Note that a correct eddy-resolving approach must
itself maintain the secondary flow provided to it as an initial condition.

The second important physical factor that was not taken into account in the IDDES
simulation may be resolved turbulence in the part of the flow that is not disturbed by the
injected hydrogen jet. In the performed simulation, it was assumed that the transverse
injection itself introduces sufficient disturbances into the flow to switch the flow to the
LES mode. However, with this approach, the flow upstream of the injection section was
simulated in the RANS mode, as well as the flow on the side walls of the duct, to which
the disturbances from the jet do not reach. This can lead to an incorrect description of the
separation of the boundary layer upstream to the hydrogen jet and in the corners of the
duct, which, in turn, affects both the heat release in the duct and the pressure distribution.

The third factor affecting the separation structure is the kinetics model. As mentioned
above, in a recent work [39] it was shown that the Jachimowski model with 19 reactions
(with the addition of peroxides) results in a different separation structure (with a small
change in the pressure distribution).

The fourth possible reason is that the influence of optical windows, occupying a
significant part of the lateral area of the model walls in the experiment, was not taken into
account. The glass surface can be considered heat-insulated and hydraulically smooth, so
the conditions for the development of boundary layers near the windows differ significantly
from the rest of the model duct.

The fifth factor neglected in the mathematical model used in the present study is the
turbulence–combustion interaction (TCI). This may influence the heat release distribution
along the duct and, consequently, the wall pressure distribution and the flow structure.
This influence is planned to be studied in the future.

The last point in doubt is the selected roughness height used in the simulation. The
fact is that the roughness model uses an artificial parameter hs—the equivalent sand grain
size, which in general should not coincide with the average roughness measured in the
experiment. The hs parameter uniquely determines the shift of the velocity profile in the
logarithmic section of the boundary layer and, in general, should depend on the parameters
of the incoming flow, and not only on the average height of the roughness. In [39], it
was shown for the flow in the ONERA model that an increase in hs to 200 µm makes it
possible to approach the experiment. According to [44], roughness models based on the
assumption of a velocity profile shift should correctly replicate only the increase in friction
and heat flux caused by the real roughness. In this sense, in [44] it is proposed to treat hs
as a free parameter, the value of which must be chosen to ensure the correct distribution
of friction on the surface. Therefore, in the future, hs can be used as a way to make a final
improvement in the pressure distribution after the capabilities of using other physical
factors have been exhausted. The question of choosing a constant or variable hs value along
the duct remains open.



Energies 2023, 16, 1736 19 of 22

Author Contributions: Conceptualization, V.S. and V.V.; methodology, A.T.; software, A.T. and
S.B.; validation, S.B.; formal analysis, S.B.; investigation, S.B.; resources, V.V.; data curation, S.B.;
writing—original draft preparation, S.B. and V.V.; writing—review and editing, S.B., A.T., V.V. and
V.S.; visualization, S.B.; supervision, V.S.; project administration, V.S. and V.V.; funding acquisition,
V.S. and V.V. All authors have read and agreed to the published version of the manuscript.

Funding: The numerical studies described in the article were funded by the Ministry of Education
and Science of the Russian Federation (Contract No. 14.G39.31.0001 dated 13 February 2017).

Data Availability Statement: The data presented in this study are available on request from the
corresponding authors.

Acknowledgments: Many thanks to Axel Vincent-Randonnier and Guillaume Pelletier (ONERA) for
extensively discussing the results of experiments and simulations, as well as for providing additional
information on the experimental conditions [16] and on the formulation of simulation conditions [18].

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

cp specific heat per unit mass at constant pressure
cv specific heat per unit mass at constant volume
dW distance from the nearest wall
E total energy per unit mass of gas
h enthalpy of the mixture, including chemical energy
k kinetic energy of modeled part of turbulent fluctuations
ml molecular weight of l-th component of mixture
M Mach number
p pressure
Pr(f ) Prandtl number for the parameter f
R0 universal gas constant
Re Reynolds number
Sc Schmidt number
t time
T temperature
ui (i = 1,2,3), u, v, w components of the velocity vector u
xi (i = 1,2,3), x, y, z Cartesian coordinates
x longitudinal coordinate
y vertical coordinate
Yl (l = 1, . . . ,Nsp), mass fractions of the mixture components
z lateral coordinate
Γ = cp/cv specific heat ratio
δij Kronecker delta
µ dynamic molecular viscosity
νlr the coefficient for the l-th substance in the equation of the r-th reaction
ρ density
ϕ fuel excess ratio
ω characteristic frequency of the modeled part of turbulent fluctuations
.

ωr rate of the r-th chemical reaction
Subscripts
in parameters at the model duct inlet
i, j, n spatial indices
l number of the mixture component
g number of the cell face
r number of the reaction
tot stagnation parameters
T turbulence parameters
τ tangent to the wall
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Acronyms
AIS adaptive-implicit scheme
DES detached eddy simulation
DDES delayed DES
IDDES improved DDES
LES large eddy simulation
RANS time-averaged Navier–Stokes equations
RK Runge–Kutta procedure
TCI turbulence–combustion interaction
URANS unsteady RANS
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