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Abstract: The purpose of this work is to develop a model for balancing the processes of the generation
and consumption of electricity, taking into account the random nature of these processes. The subject
of the study is hybrid power systems that use traditional and renewable energy sources and have
the properties of a local network. Such systems are sensitive to variable generation modes, and
the presence of rapid changes in power requires short time intervals. The presence of wind and
solar power plants makes it difficult to ensure a balance of power, which increases the need for
intermediate energy storage. The research method is a mathematical modeling of random processes
of energy consumption and generation, which allows for the analysis of the current power balancing
and the obtaining of the integrated characteristics of the state of energy storage and reuse. The unique
goal of the study is to take into account the power gradients and the state of charge of the batteries.
The results of the study allow for the comparison of the different configurations of the power system
in terms of balance, storage needs, and energy loss. It has been shown that the increase in battery
capacity and speed limitations are nonlinearly related to the possibilities of energy conservation and
the probability of the incomplete use of the capabilities of the energy storage system.

Keywords: local power system; renewable energy sources; power balance; hybrid power systems

1. Introduction

The use of renewable energy sources is one of the main criteria for energy security
around the world. This is due to the depletion of fossil fuel reserves, the rapid rise in
energy prices, as well as uncertainty about the stability of the supply and the reliability
of purchases. Moreover, the negative impact on the environment leads to severe conse-
quences that concern society in a more obvious way. The use of renewable energy sources
significantly increases the existing energy capacity, which ensures security and improves
the socioeconomic situation [1].
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The introduction of renewable energy sources (RES) is limited by the problems associ-
ated with the uneven mode of their generation. For wind and solar power plants integrated
into a large grid, their impact is mitigated by other energy sources. The peculiarity of
RES is the dispersal on the area and proximity to the final consumer. Small consumers,
such as settlements and small enterprises, can benefit from the independent use of RES,
possibly, its combination with traditional sources. In this case, the combination of wind
and solar plants, together with the consumer, can be considered as a local combined power
system. Such systems are especially interesting in remote settlements, as well as small
agricultural enterprises.

Energy storage can be used to solve the problems of balancing power in combined
power systems. Modes of wind generation, and especially solar power plants, are char-
acterized by significant current power gradients, in which changes can happen within a
few minutes. The same kind of changes occurs with the load. The amplitude of changes
depends on the number of individual consumers included in the local power system and
their modes of operation. Therefore, when choosing energy storage systems, it is necessary
to take into account such factors as uneven generation and consumption, the amount of
possible excess energy, the rate of capacity change, and the corresponding speed of the
batteries. Actual indicators of balance variability depend on the composition of capacity
and weather conditions (this applies to wind and solar energy; these sources are often
combined as VRE—variable renewable energy).

2. Literature Review

The organization of limited power systems with a significant share of RES is quite
widely reflected in the scientific literature. The number of works has increased, especially
in the last decade, when significant cost reductions in RES-based technologies (especially
photovoltaics) and traditional energy problems have aroused interest in the construction of
autonomous and hybrid energy systems on the basis of renewable energy (HRES). In the
work described in [2], an overview of research on the sustainability of autonomous power
systems using RES is provided. Hybrid power systems, such as micro-networks using
wind, solar energy, and fuel cells, are considered in the work [3]. It presents an overview
of different technologies of distributed generation and the integration of different RES, as
well as the possibility of regulating the output power.

The optimal combination of renewable energy sources and storage facilities aims
to reduce the degree of uncertainty and make the mode of electricity generation more
predictable [4–6]. The proposed optimization methods are focused mainly on minimizing
the total cost [7–9]. However, there is also a growing focus on the reliability of meeting the
demand for electricity. The formulation of such problems requires a proper description
within the mathematical model.

An overview of publications regarding the optimal construction of such hybrid sys-
tems is contained in [10]. Some of the items included in the research are the characteristics
of renewable energy systems and their influencing factors, including low wind generation
in critical seasons and issues related to local people [11–16]. Another area of focus in the
research is solar energy and the effect of lower power generation during the rainy and win-
ter seasons [17–20]. The integration of renewable energy systems has various applications,
especially for PV-WIND-powering ventilation devices, hydrogen production, household
applications, and mobile stations [21–26].

Ref. [27] provides an overview of publications regarding optimization methods suit-
able for small and isolated systems. Several typical examples of hybrid systems, as well
as the reliability and cost-effectiveness of HRES, are considered. An overview of possible
HRES configurations, mathematical modeling methods, and control strategies is given
in [28]. Among the works of recent years, ref. [29] is notable, as it examines the technical
problems of hybrid systems. Possibilities for minimizing risks and energy losses are also
considered. Some problems concerning the building of an autonomous system including
RES and energy storage are considered in [30]. As an intermediate energy source, the use of
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hydrogen is proposed as a means of energy storage; optimal solutions for the electrification
of a remote community are also offered.

A review of publications concerning the optimal construction of such hybrid systems
is contained in the work of [31]. Several typical examples of hybrid systems are considered
in this work, as well as the reliability and cost-effectiveness of HRES. The study in [32]
considers various configurations of wind–solar systems, management strategies, technical
and economic analyses, and social effects. A feasibility study has been performed, with
the application of special calculation methods and tools (HOMER, PSO). Energy system
flexibility as a strategy to integrate a higher renewable share and reduce adverse events
in the power grid was studied in [33], in which a HOMER software simulation was used
to simulate the economic and technical aspects. Refs. [34,35] have demonstrated the
possibilities of increasing the integration of locally available renewable energy sources and
ways to achieve this by using the PRISMI PLUS toolkit.

Other constructions of the calculation algorithm that meet the needs of estimating
certain parameters are also possible [36–38].

It has been shown that hybrid systems can be a viable alternative to electric grids or
traditional fuels for remote and rural areas around the world. The best results have been
demonstrated by the systems using several energy sources (sun, wind, centralized grid),
but it is important to take into account both local climatic conditions and the peculiarities
of energy consumption.

In general, in HRES, we can use a variety of energy sources, but wind and solar sources
are the most popular. These sources are the most attractive to researchers because such
energy is readily available. This is especially important for autonomous power systems,
an essential element of which is the energy storage device. Accumulation systems must
comply with the mode of the power system’s operation. Requirements for the amount
and time of energy storage are the most common [39]. Rapid changes in the levels of
generated and consumed power can cause disruption of the batteries’ modes of charging
or discharging, which leads to their damage [40–42]. Since financial costs of the energy
storage system account for a significant share of the total cost of the power system, there
is a relevant need for a preliminary study of possible modes of operation [43]. One of the
promising ways to increase the efficiency of HRES is the use of combined energy storage
systems with different technical characteristics [44].

Here, the optimal distribution of renewable sources and auxiliary battery storage
systems (BESS) is desirable [5,6,45]. Many researchers offer optimization methods focused
on total investment and reduction of operating costs [7–9,46,47]. However, as BESS and RES
become more cost-effective, more attention needs to be paid to the reliability of meeting
electricity demand, in addition to cost optimization.

The obtained results and conclusions relate to specific geographical, climatic, and
economic conditions. Each large region has its own characteristics of wind and solar
power. Conditions of consumption can also vary, as well as requirements for the quality
of electricity. Therefore, the results of these studies have a local application, and the
calculations of hybrid systems of this type should be performed by taking local conditions
into account. Of course, in addition to climatic factors, many circumstances affect the state
of the energy system. Different methods of controlling consumption are often mentioned,
including dispatcher restrictions and the stimulation of a daily load balancing through
a tariff policy and marketing methods. It is also important to consider the structure of
consumption and its features. This paper proposes to evaluate the influence of one of these
factors—the variability of renewable energy, such as solar and wind—and the possibility
of mitigating it with the help of intermediate energy storage. The description of random
processes of this kind can be unified with normalized variables. However, the proposed
research methods including the simulation of stochastic processes are similar and can be
adapted to specific tasks by the substitution of numerical parameters in the formulas.
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3. Materials and Methods

A feature of the study of load modes is the pre-processing of historical data; as a
result, the characteristic graph of the consumer’s electrical load appears as an average
hourly schedule. Figure 1 shows a typical load schedule for different seasons, listed as a
percentage of the rated power or capacity of the consumer. For greater generality, we have
chosen the electrical load of a number of consumers who are similar in regards to the type
of economic activity in which they engage, their mode of operation, and the setup of their
electrical equipment. The study considers small agricultural enterprises engaged in the
processing and canning of fruits and vegetables, the production of oil and animal fats, the
manufacturing of ready meals, the production of fodder for livestock farms, etc. This kind
of consumer usually has some access to localized power, or power within 1 MW, and is
interested in using renewable energy sources. If the characteristic power (for example, the
maximum source) is considered as a combination, it will be convenient to model the energy
exchange processes in normalized (relative) variables.
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The main criterion for determining the suitability of actual load schedules for further
use is the continuity of measurements for at least one year. Examples of several dozens
of consumers used in the study contain not only average load indicators, but also their
variability over time. The authors have published some of these results in previous pa-
pers [48–51]. Based on the results of static processing for each hour of the month, the
mathematical expectation and the standard deviation of the loads are calculated. The
parametric description of the electrical load allows us to build a simulation model with
a high level of uncertainty. This model allows significant deviations from the trend line
(average daily course), which are characteristic of the monthly set of values. The traditional
method of representing random processes of this kind is to represent the current value as
the mean value and the random fluctuation for which an adequate mathematical model
is chosen:

P(t) = Pc(ti) + X(t) = 1/∆t

ti+∆t∫
ti

P(τ)dτ + X(t) t ∈ [ti, ti + ∆t) (1)

where P(t), Pc (ti) stand for instantaneous and average power values in the averaging
interval, and X(t) represents the fluctuations of the load relative to the average value. By
definition, the mathematical expectation of fluctuations is zero: M{X(t)} = 0. The choice
of the averaging interval ∆t and the total duration of the simulated process allows for the
setting of the time frame—short, medium, and long-term, depending on the task.

The nature of the RES capacity varies throughout the year and can be assessed both
by retrospective weather data and by the appropriate analytical model [48]. Synchronous
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data on weather and consumption are not always available in the correct format, with
proper time discreteness. In this case, instead of a real history of electricity consumption,
the mathematical model of type (1) is used in order to simulate a random process of
consumption. At the same time, the capacity of wind and solar power plants is simulated
with the same time step and on the desired scale. Since the models of wind speed and
insolation are based on real meteorological data, they make it possible to distinguish a
typical daily course (trend) and a random component.

The representation of wind speed, typical for a certain region and a specific month,
is performed as a characteristic daily course (trend line) and random deviations from
the trend:

V(t) = w(t) + σad · ε + v(t) (2)

where w(t) simulates the typical behavior of the wind during the day (trend). The second
component reflects the normally distributed random deviations of the daily average speed
from the monthly average with the standard deviation σad. The last component v(t) signifies
the random pulsations of the current speed. This representation makes it possible to
take into account processes of different duration—months, days (hours), and minutes,
respectively, which is important for the correct use and statistical processing of historical
data. These pulsations are described by a process of the Ornstein–Uhlenbeck type:

v(t) = α ∗ ·v(t− ∆t) + σ ∗ ·ϕ (3)

where the parameters of wear α* = α*(∆t) and volatility σ* = σ*(∆t) are calculated by
different methods [48] using statistics on wind behavior, and the random variable ϕ has a
Weibull distribution.

To simulate solar radiation, one can use a representation of the same type as that
used for wind [52], but the trend line is typical for the specific time of year, the average
daily values have a normal distribution, and the random pulsations are better described as
white noise.

The transition from wind speed and solar radiation to the corresponding power of
wind farms and power plants is performed for the specific energy characteristics of wind
power plants and photomodules.

The traditional model of the photomodule’s power is described by the formula:

PPV = η · A · G(t) (4)

where η is the efficiency coefficient, dependent on the temperature of the module and air;
A is the area of photopanels (m2); and G(t) is solar radiation (W/m2).

The wind turbine model is given by the power curve PW(V), while the wind speed
V (m/s) is converted to the height of the rotor axis. As a rule, the following dependence
is used:

PW(V) =

{
p(V), V ∈ (V0, Vm)
0, V /∈ (V0, Vm)

(5)

Representations of forms (4) and (5) are generally accepted, and a feature of the
proposed model is the representation of the arguments of power functions (parameters G,
V) as the type of random processes in a formula (3).

After reducing all capacities to relative units, the equation of the current imbalance
can be obtained. The model of the current balance of generation power and electricity
consumption is the following:

pij = (aij − ai)− [(wij − wi) + (ssj − si)] (6)

where pij is the deviation from the load schedule; ax is the level of electricity consumption;
wx and sx indicate the capacity of the wind and solar power plants, respectively; i is the time
interval (time of day); and j is the day. Indicators with one index express the average daily
course; in particular, air should correspond to the planned schedule of consumption. This
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model takes into account the possibility of adjusting the data according to the availability of
current forecasting. If the forecast is fulfilled for each day, then pi = ai − wi − si corresponds
to the planned “net” load. In the absence of a forecast, the average monthly data are taken
as the planned load (see Figure 1).

Accumulation of excess energy is an effective way to reduce power imbalance. When
using RES, there are special requirements for energy storage systems that require con-
sideration of both long-term and fast-changing processes. The amplitude and frequency
of current power changes are of direct importance when choosing accumulating means
according to the criterion of speed, and the presence or absence of a daily forecast (a daily
or monthly accumulation cycle, respectively) refers to the peak power and total capacity of
these systems.

Next, it is necessary to compare the natural rate of change in RES power with the
available rate of energy conservation. The power gradients of wind farms and solar power
plants were studied in [50]. A feature of this study is the simulation of rapid changes, with
a time step of not more than 10 min.

The idealized model allows us to consider the charging power and storage capacity as
independent values. This is also due to the presence of several storage units, possibly of
different types, the charge level of which changes asynchronously. Thus, one can roughly
consider the speed as a certain average constant.

A common method used to estimate a battery’s performance is to represent the capacity
as a function of charging time. The time required to fully discharge the battery is determined.
In this case, the discharge rate is set by the battery capacity (in ampere-hours) divided by
the number of hours required to charge/discharge the battery. If the available battery’s
capacity is denoted as C, the speed is recorded as Cx, where x is the time in hours required to
discharge the battery. This can also be written as kC, where k = 1/x. Accordingly, the entry
6C means a charging/discharging time of 10 min, and 2C means a charging/discharging
time of 30 min. Small batteries are usually designed for 1C; lead-acid batteries are estimated
as 0.2C (5 h) or 0.05C (20 h). Therefore, C/x can be considered as the available discharge rate
(or charge). Then, the maximum charge capacity of the battery for a unit time interval ∆t (in
hours) can be defined as ∆t·C/x, where C is the full available capacity (C = Cmax − Cmin).
Then Ct = C(t) ∈ [0, C], and the restrictions on a single accumulation of energy can be
represented as:

δC = ∆t · k · C (7)

For ∆t = 10 min, provided that k ≥ 6, there will be no restrictions on the amount of
energy storage until the maximum capacity is reached. For slower batteries, one needs to
compare the unbalanced energy with the achievable charging power at each time step.

4. Results

We believe that the average generation capacity is equal to the average consumption
capacity, which corresponds to the economical formation of the energy system. Then the
power balance randomly oscillates around zero, and its cumulative sum reflects the energy
imbalance. Battery charge (SOC) depends on an energy imbalance, and may also randomly
increase or decrease over a period of time. We accept the hypothesis of stationarity, when the
average power balance and the battery charge remain constant for a long period of time. We
have a zero monthly balance when the planned load schedule corresponds to the average
monthly levels of consumption and generation of RES, but in some implementations, there
may be significant remainders. When it is possible to forecast average levels on a daily
basis, we obtain a daily cycle, while in the absence of a forecast, we achieve a monthly
cycle. Random fluctuations in the balance during the day are the same in both cases, but
the accumulated unbalanced energy is significantly different. To estimate imbalances, we
consider standard deviations, and the probability density function corresponds to the
hypothesis of normality.

An example of the simulation of two types of processes, based on the results of several
thousand implementations of the daily course, are shown in Table 1. The system under
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study is a consumer in Figure 1, and the power of the multiple of the rated load is the
generation of electricity using wind, solar, or combined stations. Energy characteristics (3)
and (4) are typical for a wind turbine of medium power (up to 1 MW) and typical silicone
PV modules. Standard deviations of power imbalance (pij) refer to the full dataset, and
deviations of unbalanced energy (E∆) are calculated for conditions of daily and monthly
cyclicity (arrays of releases of 24 or 720 h). The deviation of the load itself corresponds to
the option RES = 0. Other options obtain partial generation from wind farms, solar power
plants, and their combinations. The RES capacity is specified in relative units corresponding
to the nominal power consumption equal to 1 (or 100% in Figure 1). RES generation is
designed for winter and summer conditions.

Table 1. Standard deviations of normalized imbalance, r.u. (relative units).

Deviation 0

RES Capacity

Wind Farms Solar Power Plants Wind Farms + Solar Power Plants

0.5 1 0.5 1 0.5 + 0.5 1 + 1 1 + 0.5 0.5 + 1

pij
January

0.33
0.37 0.46 0.33 0.34 0.37 0.47 0.45 0.38

July 0.35 0.39 0.33 0.33 0.35 0.40 0.39 0.35

Е∆ (day) January
1.17

2.31 4.20 1.26 1.42 2.36 4.22 4.16 2.46
July 1.78 3.03 1.24 1.31 1.83 3.10 3.10 1.91

Е∆
(month)

January
5.6

12.1 23.5 6.3 8.4 15.2 22.4 25.3 15.9
July 8.83 15.8 6.20 6.40 10.1 16.9 18.1 10.8

Table 1 does not present absolute indicators, but rather the level of variability in the
energy exchange processes, which is important for assessing the confidence intervals of the
assessment and understanding the risks of guaranteed supply. Current fluctuations are
typical for time intervals from a day to a month, as indicated above.

Taking into account the random nature of the simulated processes, statistical estimates
are rounded up.

The consumption deviation is considered to be approximately the same throughout
the year (see Figure 1), and the behavior of the RES depends on the season. Deviations in
solar energy are much smaller than those in wind energy, because the energy efficiency of
solar power plants is lower than that of the wind farms, relative to their rated power (0.35
for a wind turbine and 0.15 for a photomodule).

As shown in Table 1, the standard deviations with the hypotheses of normal distribu-
tion determine the probability of achieving certain values of power and energy imbalance.
Therefore, by setting the desired level of confidence probability with the appropriate
distribution quantile, one can determine the need for peak power and capacity for the
energy storage system. Examples of possible values of quantiles of normal distribution are:
|κ|0.8 = κ0.9 = 1.28; |κ|0.9 = κ0.95 = 1.65; |κ|0.95 = κ0.975 = 1.96; and |κ|0.99 = κ0.995 = 2.58.

When choosing a specific type of battery, the restrictions on the rate of charge/discharge,
self-discharge, the efficiency of energy conversion, the allowable number of charge cycles,
etc., should also be taken into account. However, the simulation results make it possible to
assess the overall accumulation needs and compare different generation schemes. Thus,
for the case W = S = 1 (r.u.), i.e., the nominal power of the wind farms and the solar power
plants is equal to the maximum expected load, with a confidence level of 0.9, the battery
power for January conditions should be 0.8 (r.u.) at a capacity of 7.0 (r.u.-hours); for July,
the corresponding battery power is 0.7 (r.u.), and the capacity is 5.0 (r.u.-hours), with
the availability of daily forecasting. When focusing only on long-term observations, the
capacity should reach 36 and 28 (r.u.-hours) respectively, i.e., have a reserve of energy
approximately equal to daily consumption. Taking into account the efficiency of wind and
solar stations, their total generation will exceed half of the total consumption (approximately
70%), which is a fairly high level of integration of RES.
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The rate of synchronicity regarding the direction of changes in the generated RES and
power consumption can be seen in the actual example [49]. Several consecutive days for the
settlement are considered; at equal capacities of wind and solar stations, the values of the
capacity changes for the unit of time (1 h) are specified; the results are shown in Figure 2.

Energies 2023, 16, x FOR PEER REVIEW  8  of  13 
 

 

and the solar power plants is equal to the maximum expected load, with a confidence level 

of 0.9, the battery power for January conditions should be 0.8 (r.u.) at a capacity of 7.0 

(r.u.‐hours); for July, the corresponding battery power is 0.7 (r.u.), and the capacity is 5.0 

(r.u.‐hours), with the availability of daily forecasting. When focusing only on long‐term 

observations,  the capacity should  reach 36 and 28  (r.u.‐hours)  respectively,  i.e., have a 

reserve of energy approximately equal to daily consumption. Taking into account the ef‐

ficiency of wind and solar stations, their total generation will exceed half of the total con‐

sumption (approximately 70%), which is a fairly high level of integration of RES. 

The rate of synchronicity regarding  the direction of changes  in  the generated RES 

and power consumption can be seen in the actual example [49]. Several consecutive days 

for the settlement are considered; at equal capacities of wind and solar stations, the values 

of the capacity changes for the unit of time (1 h) are specified; the results are shown in 

Figure 2. 

 

Figure 2. Examples of synchronous fluctuations of RES power and consumption. 

It can be seen  that  favorable cases  (simultaneous  increase  in generation and  load) 

have the same probability as unfavorable examples (changes in antiphase). In general, the 

distribution of random deviations from the mean value is well described by normal law, 

except for some extreme values (emissions). 

In particular, the obvious conclusion from the obtained results is the unequal influ‐

ence of wind farms and solar power plants. If the increase in the share of RES increases 

the  spread of  imbalance values,  then  at  low  solar power plants  capacities,  there  is  an 

equalization of the balance of consumption and generation, which is partly explained by 

the simultaneous increase in energy needs and insolation during the day. In general, the 

impact of wind farms is more noticeable than the same impact on solar stations with nom‐

inal power, which is explained by both the longer duration of action (photomodules are 

active only during the day) and differences in energy efficiency. In addition, when using 

wind farms, the simultaneous presence of solar generation slightly increases the variabil‐

ity of balancing, as expected, but a larger share of solar stations causes fewer changes. This 

phenomenon is observed in both the winter and summer months (Table 1, indicator EΔ), 

especially for the monthly cycle. An example of the approximation of the RES generation 

mode to the traditional consumption by the settlement when combining wind farms and 

solar power plants is shown in Figure 3. This example reflects the balance of capacities for 

a consumer (Figure 3) or a small settlement, and wind and solar conditions are typical for 

the southern regions of Ukraine in the spring season. 

Figure 2. Examples of synchronous fluctuations of RES power and consumption.

It can be seen that favorable cases (simultaneous increase in generation and load)
have the same probability as unfavorable examples (changes in antiphase). In general, the
distribution of random deviations from the mean value is well described by normal law,
except for some extreme values (emissions).

In particular, the obvious conclusion from the obtained results is the unequal influence
of wind farms and solar power plants. If the increase in the share of RES increases the spread
of imbalance values, then at low solar power plants capacities, there is an equalization of
the balance of consumption and generation, which is partly explained by the simultaneous
increase in energy needs and insolation during the day. In general, the impact of wind
farms is more noticeable than the same impact on solar stations with nominal power, which
is explained by both the longer duration of action (photomodules are active only during
the day) and differences in energy efficiency. In addition, when using wind farms, the
simultaneous presence of solar generation slightly increases the variability of balancing,
as expected, but a larger share of solar stations causes fewer changes. This phenomenon
is observed in both the winter and summer months (Table 1, indicator E∆), especially for
the monthly cycle. An example of the approximation of the RES generation mode to the
traditional consumption by the settlement when combining wind farms and solar power
plants is shown in Figure 3. This example reflects the balance of capacities for a consumer
(Figure 3) or a small settlement, and wind and solar conditions are typical for the southern
regions of Ukraine in the spring season.
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The results obtained indicate a high need for battery capacity. However, this applies
to a rather conditional situation, when the power imbalance is determined only by the
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deviations in wind–solar generation from a constant load, determined by the average
monthly level of consumption. However, the real situation will be determined by the
variable level of consumption, which also has a random component. In addition, the daily
forecasting determines, in advance, both the level of load and the averaged generation of
RES. This significantly reduces uncertainty and the corresponding need for energy storage.

When the charging rate is limited, the battery discharge also slows down; as a result,
the average charge level is maintained. However, the possibility of excess energy accumu-
lation is reduced. Since it is not possible to make an accurate analytical description of the
random accumulation process, it is more appropriate to determine such losses by simula-
tion. Let us consider the effect of restrictions on the rate (k) and capacity (C) of batteries on
the possible amount of stored energy, taking into account only positive imbalances. The
load is considered constant. The RES generation mode corresponds to the average annual
values, and the nominal capacities of wind farms and solar power plants are the same and
equal to 1 (see Table 1). Table 2 shows the energy loss, i.e., the part of the imbalance that
cannot be accumulated due to the limitations of the storage system. The maximum energy
imbalance in this example is 16 relative units (monthly cycle).

Table 2. Indicators of energy loss due to constraints (r.u.).

C
k

0.03 0.05 ≥0.08

≥16 0

13 0.22 0.02 0.003

10 0.37 0.1 0.03

8 0.55 0.24 0.1

6 0.75 0.45 0.26

4 0.95 0.72 0.52

2 1.10 0.95 0.80

1 1.25 1.16 1.07

In contrast to the total energy imbalance E∆ (in this example ± 16), the actually
accumulated energy is limited by the limit values [0, C] and the allowable increase in δC,
i.e., determined by the dependence:

Ci = Ci−1 + pij∆t, pij∆t ≤ δC, 0 ≤ Ci ≤ C. (8)

Energy losses due to speed limitations become noticeable at δC < 0.1 (r.u.); at δC = 0.03,
they make up half of the possible accumulation, and in the extreme case (at δC = 0), all
unbalanced energy is lost. The dependence of the lost energy on the battery capacity is
shown in Figure 4, in which the regression scale regarding capacity is chosen.
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5. Discussion

The effect of battery capacity on the amount of stored energy is noticeable, even at
values equal to the hour of RES operation with nominal power. Thus, the increase in battery
capacity is nonlinearly related to the possibility of energy conservation, and these effects
are specific to the conditions of repeated changes in the direction of energy flow to and
from the battery.

Another consequence of this mode of operation is the excess of the total stored energy
compared to a single full charge of the battery. Thus, when working nearly without
restrictions (C = 3 r.u., k = 1), the average battery charge would be 0.55, and the mathematical
expectation of stored energy is 1.76. Obviously, the capabilities of the battery are not fully
utilized here. We note that the deviation in the amount of stored energy is quite high, as the
coefficient of variation is 0.2–0.3. This means a high probability of overflow of the available
battery capacity with increasing restrictions. In this case, the stored energy may exceed the
full capacity of the battery, with the probability that can be determined by the quantile of
normal distribution.

6. Conclusions

The proposed mathematical model makes it possible to estimate the random compo-
nent in the generation of energy by the wind and solar power plants and to determine
the possibility of compensation for this variability through the use of batteries. The com-
putational algorithm allows for obtaining a set of implementations of a random process
that describes the balancing of electrical energy with random changes in generating and
consumed power, as well as the intermediate accumulation of energy by the storage system.
The practical use of the proposed model is the possibility of pre-selecting the battery param-
eters to ensure a given level of uncertainty or risk. A specific option for the construction of
the power system includes the installed capacity of RES, the energy characteristics of wind
or solar installations, typical weather conditions (average values and possible deviations),
storage parameters, and accepted restrictions. In this study, each calculation option is
represented by several thousand implementations. The result is dataset that describes the
possible states of the power system and is suitable for statistical evaluation and calculation
of the required values. It is established that the amount of stored energy increases with
increasing capacity of the energy storage system. This takes into account the speed, which
depends on the type of battery used. The variation of these parameters will allow for choos-
ing the composition of the power system that will best meet the needs of consumption. The
next step should be to take into account the cost of equipment (batteries, wind turbines,
photovoltaic modules) and electricity tariffs. The use of technical and economic criteria
will ensure the optimal choice of parameters that take into account the economic benefits
and technical reliability of the energy supply.
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