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Abstract

:

The classic Photovoltaic system maximum power point tracking technique cannot concurrently take into account the dynamic response speed and steady-state accuracy when the light intensity changes. To address this issue, a new composite variable step MPPT control algorithm is developed in this study. Based on the three-stage variable step incremental conductance method, the algorithm adds the Kalman filtering algorithm to pre-process the photovoltaic cells output signal, and uses a new calculation approach to adjust the variable step coefficient. As a result, the perturbation step can be automatically modified according to changes in the external environment, which resolves the issues with poor dynamic reaction speed when the classic variable step algorithm started and the light changed. Compared to conventional MPPT control algorithms, the improved MPPT strategy can be easily realized using a hardware control system since it has a simplified control logic and requires less data to be calculated. In this study, the hardware circuit of the enhanced MPPT control algorithm is built using the ESP32 as the primary control chip. This chip can be utilized in conjunction with the Internet of Things to enable remote monitoring of the solar power system’s operational state. According to test results, the algorithm can instantly detect the maximum power point in all lighting circumstances with tracking accuracy of up to 99.6% and a reduction in dynamic response time of the system to 0.12 s.
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1. Introduction


With its large reserves, lack of pollution, sustainable development, and other benefits, new energy is the subject of the majority of attention due to the rising importance of fossil energy pollution, limited reserves, and other challenges. Solar energy is green energy which is safer and more reliable than wind energy, and it has gradually become one of the hot spots of new energy development [1,2,3]. The link between light intensity and ambient temperature and the output power of solar cells is not linear, yet both factors have a significant impact. The maximum power point tracking algorithm has become a crucial component of photovoltaic power generation systems in order to increase their efficiency [4]. Photovoltaic power generation technology is a power generation technology that converts solar energy directly into electricity based on the photovoltaic effect of semiconductor materials. In 1839, the French scientist Becquerel was the first to discover the photovoltaic effect [5]. In 1954, Bell Laboratories in the United States used this principle to develop the first practical monocrystalline silicon solar cells [6,7]. Photovoltaic power generation technology has since entered the people’s vision.



The traditional MPPT control algorithms contain constant voltage method based on parameter selection, perturbation observation method based on sampling data and fixed-step conductance increment method. Among them, the control method of constant voltage method is easy to implement and the response speed is relatively fast, but it is not subjected to the influence of temperature and light intensity and cannot achieve global maximum power point tracking [8,9]. The perturbation observation method is a further improvement on the basis of the constant voltage method, but due to the characteristics of the algorithm itself, the output power of the photovoltaic cells cannot operate stably at the maximum power point, and is prone to misjudgment when the environmental conditions changed suddenly, thus falling into a local optimum [10,11]. In the traditional MPPT control algorithm, the conductance incremental method has the best control effect, but it cannot simultaneously take into account the tracking speed and steady-state accuracy, mainly because of the choice of the perturbation step. When a smaller perturbation step is chosen, the oscillation and energy loss near the maximum power point are weakened, but the number of perturbations needed to reach the maximum power point grow, which causes the problem of decreasing the response speed. On the other hand, when the bigger one is chosen, it can improve the tracking speed but the system will become extremely unstable [12,13].



To solve the above problems, Jiangguo Xu, Haixin Wang, and Karami proposed a variable step conductance increment method, which adjusts the perturbation step in real time according to the change in dP/dU so as to achieve improved tracking speed while reducing the oscillation loss [14]. However, the algorithm will have a very large change in dP/dU when the light intensity is suddenly changed, thus producing errors in the calculation of the perturbation step and aggravating the power oscillations [15]. Dong Mi, Thamer used a composite MPPT control algorithm based on conductivity increment and improved particle swarm algorithm [16,17], which improved the tracking accuracy of the system but when the environmental conditions changed, the particle swarm algorithm required a global search and the system was computationally intensive, thus reducing the response speed. In 2018, Chunjuan Liu proposed a photovoltaic multi-peak MPPT control algorithm based on the slime bacterium optimization algorithm [18], which calculated the search space generated by each weight and stochastic function by simulating the diffusion and foraging behavior of slime bacterium, so that the slime bacterium can perform the optimization search in any direction and in any step; although this algorithm can effectively avoid the effect brought on by the sudden change in light intensity, the data computation is large, which leads to the decrease in operation efficiency. In 2020, Zongyang Cui proposed a photovoltaic MPPT control method based on hybrid improved bat algorithm and fuzzy system [19]. When compared to the behaviors and traits of real creatures, it had a significant capacity for adaptation, but its execution was challenging because it called for the cooperative adjustment of multiple factors. Sabaripandiyan, D. added the control of the tracking scale factor to the variable step conductance increment method [20]. The algorithm can solve the contradiction between the response speed and steady-state accuracy, but the selection of its step adjustment coefficient S(k) is too complicated, and there is still some room for improvement.



This study suggested a novel composite MPPT control strategy based on the three-step variable step incremental conductance method with a new perturbation step calculation method and the Kalman filter algorithm, and created a matching hardware circuit to verify it in order to overcome the issues of the classic fixed step incremental conductance method and the current variable step incremental conductance method. The novelty and contribution of the article are summarized as follows:




	
A first-order linear Kalman filtering algorithm is employed to pre-process the sensor detection data, which improves the stability and accuracy of the subsequent MPPT control algorithm.



	
The calculation method of the step adjustment factor of the traditional variable step conductance increment is improved to increase the efficiency of the photovoltaic system.



	
The MQTT protocol is applied to transmit information when the photovoltaic system is in operation, and the corresponding client is designed to remotely monitor the working status of the photovoltaic cells.









2. Photovoltaic Mathematical Model and Output Characteristics Analysis


The photovoltaic effect of the semiconductor PN junction is the basis of the operation of photovoltaic cells, and Figure 1 illustrates this operation. When a semiconductor PN junction is exposed to light, the internal atoms release electrons, creating corresponding hole–electron pairs. As a result, under the influence of the potential electric field, the electrons diffuse to the N region and the holes diffuse to the P region, forming a photovoltaic electric field in the PN junction region [21,22]. After the interaction between the photo-generated electric field and the potential electric field, there is a positive charge in the P area and a negative charge in the N region; at this moment, a photo-generated current will be generated if an external load is connected to form a circuit.



2.1. Photovoltaic Cell Mathematical Modeling and Analysis


The photovoltaic cells are the core part of the whole photovoltaic system which is analyzed by the ideal model or single diode equivalent circuit model and the structure is shown in Figure 2.



As shown in Figure 2, according to the Kirchhoff’s voltage–current law,


  I =  I  p h   −  I d  −  I  s h   ,  



(1)






   I  s h   = ( U + I  R s  ) /  R  s h   .  



(2)







The equivalent volt-ampere characteristic equation for the single diode model of the photovoltaic is defined as (3):


  I =  I  ph   −  I 0  [ exp (   q ( U + I  R s  )   A K T   ) − 1 ] −   U + I  R s     R  s h     ,  



(3)




where Iph is a photo-generated current whose magnitude varies with temperature and light intensity, I0 is the reverse saturation current of the diode, Id is the current flowing through the diode, Ish is the current flowing through the shunt resistor Rsh, q is the electronic charge, I and U are the output current and output voltage of the solar cells, respectively. A is the ideal factor of the diode, T is the absolute temperature value when the photovoltaic cells is operating, and K is Boltzmann’s constant, which is defined in (3).



In practical use, Formula (3) can be simplified to (4):


  I =  I  sc   [ 1 − B × ( exp ( U / (   CU   oc   ) ) − 1 ) ] .  



(4)







When using MATLAB to model and analyze (4) under standard conditions (STC, S = 1000 W/m2, T = 25 °C), it requires further simplification. The mathematical model required for its simulation model can be (5)~(10), and the meanings of the symbols are shown in Table 1.


  Δ t = t −  t  r e f   ,  



(5)






  Δ s = s /  s  r e f   − 1 ,  



(6)






   I  s c  ′  =  I  s c   ( s /  s  r e f   ) ( 1 + a Δ t ) ,  



(7)






   U  o c  ′  =  U  o c   ( 1 − c Δ t ) ln ( e + b Δ s ) ,  



(8)






   I m ′  =  I m  ( s /  s  r e f   ) ( 1 + a Δ t ) ,  



(9)






   U m ′  =  U m  ( 1 − c Δ t ) ln ( e + b Δ s ) .  



(10)








2.2. Photovoltaic Cell Output Characteristics Analysis


Through the photovoltaic cell mathematical model established in the previous section, the standard state Tref = 25 °C, light intensity Sref = 1000 W/m2, short-circuit current Isc = 1.2 A, open-circuit voltage Uoc = 21.6 V, maximum power current Im = 1.1 A, and maximum power voltage Um = 18 V. According to this parameter, to build the MATLAB simulation model, the P-U and I-U output characteristic curves of the single solar panel used are shown in Figure 3. As shown by the P-U characteristic curve in Figure 3, when the light intensity and temperature of the environment in which the photovoltaic cells are located are fixed values, its output power is a curve that varies with the output voltage, and its change law is first increasing and then decreasing, and there is a unique maximum point, which is the maximum power point [23]. When the surrounding environmental conditions changes, the value of the maximum power point also changes; in order to make the photovoltaic cells always work in the best condition, it is necessary to implement the strictest power point tracking control algorithm [24].



To further analyze the effects of light intensity and environment temperature on the output characteristics of photovoltaic cells, first, the ambient temperature was set to 25 °C and the light intensity was increased from 2000 W/m2 to 3000 W/m2 in steps of 500 W/m2 to obtain the curve of the effects of light intensity on the output characteristics of photovoltaic cells. Then, the light intensity was set to 2000 W/m2 and the ambient temperature increased from 25 °C to 35 °C in steps of 5 °C to obtain the curve of the effect of ambient temperature on the output characteristics of photovoltaic cells [25,26].



As can be seen from Figure 4, the output characteristic curve of photovoltaic cells under the same light intensity shifts downward at the maximum power point and shifts leftward at the open circuit voltage Uoc with the increase in temperature, and the temperature has an obvious effect on the open circuit voltage. While the output characteristic curve in the linear region of constant current source is not much changed by temperature, the short-circuit current Isc is only slightly increased with the increase in temperature.



Figure 5 illustrates the way in which the output characteristic curve of photovoltaic cells at the same temperature shifts the maximum power point upward with an increase in light intensity, increases the short-circuit current with an increase in light intensity, and slightly increases the open-circuit voltage Uoc.



In practical use, solar panels may also be affected by the external environment with partial shading conditions (PSC), and thus the photovoltaic cells P-U characteristic curve appears as shown in Figure 6 with a multi-peak problem, where a global maximum power point (GMPP) and numerous local maximum power points (LMPP) exist. In order to ensure the power generation efficiency of the photovoltaic power system, the MPPT algorithm should be able to solve the photovoltaic output multi-peak problem under different situations, so that the system output always runs at GMPP [27,28,29].





3. MPPT Control Principle Analysis


Through the analysis of the simulation results of the photovoltaic cells output characteristics, it can be seen that the photovoltaic cells output characteristics are non-linear in Figure 4, Figure 5 and Figure 6. The output power of photovoltaic cells does not increase continuously with the increase in output voltage; it has only one maximum point under certain conditions. At the maximum point of photovoltaic cell output power, when the output voltage continues to increase, the output current and output power of photovoltaic cells will drop rapidly, and factors such as light intensity, ambient temperature and load conditions will have an impact on it [30,31,32]. The light intensity has a large impact on the output current of photovoltaic cells; the output current increases with the increase in light intensity, the temperature has a large impact on the output voltage of photovoltaic cells, the open circuit voltage decreases with the increase in temperature, and the change in load affects the responsiveness of photovoltaic power generation system. In order to make full use of the energy converted by the photovoltaic cells to improve the energy utilization of the whole system, the photovoltaic cells are always required to be in the maximum power output state. Therefore, a maximum power point tracking control device is needed to be added between the photovoltaic panel and the load so that the photovoltaic power system can track the maximum power point in real time [33]. To facilitate the simulation analysis, the MPPT control principle can be referred to the maximum power transfer theorem of linear DC power supply, and the established photovoltaic cells equivalent model is shown in Figure 7.



The power consumed by the load R0 is expressed as (11):


  P =  I 2   R o  =   (    U i     R i  +  R o    )  2  ×  R o  ,  



(11)







Ui and Ri be constants and the value of R0 be a variable, which the formula (11) calculated for (12) and (13) by obtaining the first-order and second-order derivative of R0:


    d P   d  R o    =  U i 2  ×    R i  −  R o         R i  +  R o     3    ,  



(12)






     d 2  P   d  R o 2    = 2  U i 2  ×    R o  − 2  R i         R i  +  R o     4    .  



(13)







According to (12), the power consumed by the load has only one extreme value point, when Ri = R0 and d2(P)/d(   R 0 2   ) < 0, at which time the load can obtain max power transmission. Buck converter is a dc-dc with lower voltage, while boost is a dc-dc converter with higher voltage. In this paper, the output voltage of solar panels is approximately 15 V, so the buck converter is used to charge lead acid batteries. In order to achieve maximum power matching, the photovoltaic cells have been output at maximum power, where the photovoltaic array and the load can be connected to a buck circuit to change the equivalent resistance of the external load in real time to make sure the internal resistance of the solar panel is matched to maximum power transfer [34]. The maximum power transfer structure of the photovoltaic cells is shown in Figure 8.



In order to estimate the photovoltaic cell maximum power point under the present environmental conditions, the MPPT control strategy uses real-time measurements of their output power. It then uses the appropriate control algorithm to satisfy the maximum power point need by adjusting the load voltage and current values [35]. Regardless of the changes in external environmental conditions, the system automatically tracked the current optimal operating point in real time through the MPPT technique, thus improving the conversion efficiency of the photovoltaic power generation system.




4. Traditional Conductance Increment Method Analysis


The MPPT control technique for tracking used in the conductance increment method is primarily based on the correlation between the instantaneous conductance and the rate at which the conductance of the photovoltaic cells changes. Figure 9 demonstrates this; when the light intensity is constant, one power point at its maximum is available, and the sign of dP/dU is different on both sides of the maximum power point, and dP/dU = 0 at the maximum power point. The first order derivative of the output power of the photovoltaic cell is defined in (14).


    d P   d U   =   d ( I U )   d U   = I +   d I   d U   U .  



(14)







When dP/dU = 0, the output power of the photovoltaic cells reaches its maximum value, which can be expressed in (14) as dI/dU =−I/U. The rules for calculating the perturbation step update of the fixed-step conductance increment method are shown in (15). ΔU = U(t) − U(t − 1); on the left side of the maximum power point, dI/dU > −I/U, the disturbance voltage ΔU should be increased so as to fasten into the maximum power point as soon as possible. On the right side of the maximum power point, dI/dU < −I/U, the open circuit voltage should be smaller so as to approach the maximum power point.


        U ( k + 1 ) = U ( k ) + Δ U     , d I / d U > − I / U       U ( k + 1 ) = U ( k )     , d I / d U = − I / U       U ( k + 1 ) = U ( k ) − Δ U     , d I / d U < − I / U       .  



(15)







The traditional conductance increment method performs well in solving the single-peak photovoltaic model under uniform light intensity, but under local shading conditions, the P-U output characteristic curve of the photovoltaic system is no longer a single-peak model, and the continued use of the traditional MPPT control algorithm tends to fall into a local optimal solution, leading to a reduction in the overall power generation efficiency of the photovoltaic system [36,37]. The variable step incremental conductance method is an improved method which can solve the fixed step proposed control strategy by establishing the relationship between step size and power voltage, decreasing the step size to improve tracking accuracy when the system is nearing the maximum power point and increasing the step size to improve tracking speed when the system is moving away from the maximum power point. This allows the system to achieve the goal of quick response and high stability.



For the constant step conductance increment method, choosing a larger perturbation step can improve the tracking speed, but the power loss at steady state is more, and a smaller perturbation step can improve the steady-state tracking accuracy, but it will slow down the tracking speed [38]. This research suggested an improved three-step variable-step conductance increment technique MPPT control using Kalman filter algorithm to resolve the conflict between the dynamic speed and steady-state accuracy of the photovoltaic system induced by the step selection.




5. Design and Validation of an Improved Three-Stage Variable Step Incremental Conductivity Method


Figure 10 depicts the general architecture of the MPPT control system based on the Kalman filter technique [39,40], which is mainly divided into four parts: data acquisition module, system master control module, IOT communication module, and long-distance monitoring module. The system is based on DHT11 ambient temperature and humidity sensor, BH1750 light intensity sensor and INA226 power detection IC, which detected the temperature and humidity, light intensity and output voltage and current of the environment around the solar panel, respectively. Moreover, it adopts the ADC pin of ESP32 to monitor the battery power, and the NTC thermistor to detect the temperature of the main control PCB.



5.1. Principle of Kalman Filter Algorithm


The sensors may be affected by system noise and measurement noise during operation, which may lead to abnormal measurement data and carry coarse errors, resulting in poor system control [41]. To solve the problem of large fluctuations in sensor measurement data, a first-order Kalman filtering algorithm is used to preprocess the voltage and current data from the PV cells output to improve the control accuracy of the system.



Kalman filtering is an optimal recursive numerical processing algorithm that occupies little program memory space, responds quickly, and is well suited for applications in real-time data processing. The characteristics of systems of the Kalman filter algorithm are the following: there is no perfect mathematical model of the system or the system model difficult to build, system perturbations are uncontrollable, and errors exist in the sensor measurements of the system [42,43,44]. In essence, filtering is a process of signal processing and transformation, which can be implemented either in hardware or in software. By updating the estimations of the state variables with the estimates from the previous instant and the observations from the present moment, Kalman filtering is a type of software filtering technique that uses the least mean square error as the optimum estimation criterion [45,46,47]. The framework of the Kalman filtering algorithm applied in the MPPT control algorithm is as shown in Figure 11.



For the convenience of system modeling and program writing, it is reasonable to assume the following: the state transition process of the system can be described as a discrete-time stochastic process, the system state is influenced by the control input, neither the system state nor the measurement process is immune to noise, and the system state is not directly observable [48]. Based on the above assumptions, the core formulas of the established Kalman filtering algorithm can be expressed as (16) to (20), and their symbolic meanings are shown in Table 2.


    X ^  k −  = A   X ^   k − 1   + B   U ^   k − 1   ,  



(16)






   P k −  = A  P  k − 1    A T  + Q ,  



(17)






   K k  =  P k −   H T    ( H  P k −   H T  + R )   − 1   ,  



(18)






    X ^  k  =   X ^  k    −  +  K k  (  Z k  − H   X ^  k −  ) ,  



(19)






   P k  = ( I −  K k  H )  P k −  .  



(20)







From the above equations, it is determined that the Kalman filter consists of two main components: prediction and correction. The prediction process is mainly employed to calculate the prior estimates of the current state using the update equation, to derive the values of the current state variables and the error covariance estimates, and to construct the prior estimates for the next moment state. The main task of the correction process is to return information about the iterations of the system and to build posteriori estimates of the current state using the prior estimates of the prediction update equation in the prediction process and the current prediction [49,50].




5.2. Processing of Photovoltaic Cell Output Information by Kalman Filtering Algorithm


Under the ambient conditions of light intensity of 56,000 W/m2 and 38 °C, the photovoltaic cell output voltage and current are detected in real time by INA226 power detection IC, and the collected information is transmitted into the Kalman filter for data pre-processing. In the process of Kalman filter algorithm parameter rectification, the process covariance matrix Q is 0.05 and the measurement noise covariance matrix R is 0.5. The photovoltaic cell output voltage after Kalman filter real-time processing effect is shown in Figure 12a, the error curve is shown in Figure 12b. The photovoltaic cell output current after Kalman filtering real-time processing effect is shown in Figure 12c, the error curve is shown in Figure 12d. After calculating, the average error between the sensor value and the real value after Kalman filtering is 0.23, and the average error between the real-time sensor detection value and the real value is 0.55. Using Kalman filtering algorithm, the sensor measurement error is reduced to 32%, which effectively improves the control accuracy of the system.



Figure 12 illustrates the ways in which the Kalman filter technique is used to pre-process the sensor measurement data and successfully address the issue of significant variations in the sensor data measured, and the data processing speed is high without generating large time lags, which plays a good pre-processing role for the subsequent MPPT control algorithm. In the process of conducting the system dynamic simulation, random noise is added to analyze the effect of sensor measurement error on the system response. When a large noise is suddenly added, the Kalman filtered output does not change suddenly due to the existence of the cumulative error part of the system. In addition, when the system model and observation mode are reasonable, the Kalman filtered part can be approximated as a real-time system.




5.3. Improved MPPT Control Algorithm by Kalman Filter


The conventional variable step algorithm relies on the differentiation of the photovoltaic cells output power and voltage to adjust the step size, but the variation in dP/dU varies greatly under different light intensities, and an optimal speed factor cannot be determined to meet the need of maximum power tracking under the conditions of drastic light changes. Equation (14) showed that the power–voltage differential curve depended on the output current of the photovoltaic cells, which had different values for different light intensities, and to eliminate this variability, a step adjustment factor S(k) was introduced. The S(k) output characteristic curve is shown in Figure 13 under the ambient conditions of light intensity of 1000 W/m2 and temperature of 25 °C.



At the maximum power point, the value of S(k) is zero. With the increase in voltage, the value of S(k) is first approximated as a constant in the part of the P-U curve with slope greater than zero, and then rapidly decreases to zero. With the continuous increase in voltage, the value of S(k) increases exponentially in the part of the P-U curve with slope less than zero. Based on this law, the maximum power point is used as a divider to divide S(k) into three parts, I, II, and III, each of which is perturbed in a different step. According to the reference [18], a three optional step conductance increment approach based on the step adjusting factor S(k) is suggested, and the step update rule of this algorithm is shown as follows:


  U ( k ) = U ( k − 1 ) ± S ( k ) ,  



(21)






  S ( k ) =  1  I ( k )       d P   d U     = 1 +   U ( k )   I ( k )       d I   d U     .  



(22)







In this algorithm, setting a queueing upper limit Nmax and queueing lower limit Nmin for S(k), if S(k) ≥ Nmax, the step size is chosen as ΔUmax; if Nmin < S(k) < Nmax, the step size is chosen as ΔU; if S(k) ≤ Nmin, the variable step adjustment is used, and the step size is chosen as S(k) × ΔU. This method can automatically adjust the variable step size according to the change in light intensity region, which can still maintain good dynamic tracking speed and steady-state accuracy when the light intensity is changing rapidly. However, the determination of the step adjustment coefficient S(k) is too complicated, and the upper and lower limits of S(k) will change under different light intensities, which may result in the local optimal point serving as the operating point of tracking rather than the global power quality improvement. To solve this problem, combined with the characteristics of S(k) curve in Figure 13, this study suggests a new step update rule, and Figure 14 illustrates the control flow of its enhanced integer variables step conductance increment approach. In order to locate the maximum power point under the current conditions, it is first necessary in practical applications to gather the filtered PV cell output voltage and current using a power sensor, store the sensor data at the current moment into an array, and compare it with the state value at the previous moment. The purpose of tracking the maximum power point is then accomplished by adjusting perturbation step S(k) by computing the change in voltage and power.


  U ( k ) = U ( k − 1 ) +  U  s t e p   ,  



(23)






   U  s t e p   =       d P / d U ,     Δ S = 0       − 0.08  U 2  + 2.05 U − 12.62 ,     Δ S < 0       − Δ U ,     Δ S > 0         .  



(24)







Figure 15 shows the method simulation model of the modified three-stage variable step incremental conductance method, using the photovoltaic cells and circuit parameters shown in Table 3. In order to make the system more responsive, the switching frequency of PWM is set to 10 KHz, and all components are ideal during the simulation. The output capacitor is linked at the load side and the input capacitors are connected between the photovoltaic panels and the DC-DC converter in order to reduce input ripple voltage and filter ripple current, so as to ensure the stability of the system operation. Schottky diodes (Vf = 550 mV, Io = 3 A) are selected as current continuity diodes in the Buck converter to protect the components from damage by induced voltage.





6. Hardware Circuit Design for MPPT Control


6.1. Hardware Circuit Overall Structure


The information transmission process is as follows: the sensor will collect the information after Kalman filter processing, and then transmit the optimal estimated value to ESP32 microprocessor through the serial port. After a series of regular storage and analysis of the data, the ESP32 carries out MPPT control of the photovoltaic cells and battery power information monitoring. The ESP32 controller can deliver the system work information to the coordinator through MQTT communication technology, and then the coordinator sends it to the upper computer Blinker for remote monitoring through the network terminal nodes and routers. The advantage of this system is that not only does it complete the basic photovoltaic cells MPPT control, but also allows the operator to monitor the working status of the system in real time with the help of IOT communication technology, and the physical MPPT control system designed in this research is shown in Figure 16. When working in hot weather, a 12 V cooling fan is added in combination with a temperature control switch to prevent components from triggering overheating protection.



The hardware circuit part of the MPPT control system studied in this paper contains five main parts: sensor information acquisition, display driver circuit design, ESP32 minimum system circuit design, DC-DC power supply circuit design, and BUCK circuit design.



The sensor information is acquired mainly for the light intensity, output voltage and current, temperature and humidity around the solar panel, calculating the temperature of the PCB through the NTC thermistor, and starting the cooling fan to cool down when the PCB temperature is greater than 45 °C. The information collected by the sensors is processed by the ESP32 microprocessor’s Kalman filter algorithm and sent to the host computer Blinker for remote monitoring via a network communication protocol. The wireless access point and wireless terminal of Wi-Fi network use ESP32 chip launched by Espressif company, which adopts TSMC low-power 40 nm technology and has a complete TCP/IP protocol stack [45]. The communication between the modules of this system is shown in Figure 17.



The DHT11 digital temperature and humidity sensor is used to measure the temperature and humidity data of the environment in which the solar panel is located. The sensor has strong anti-interference capability and is a temperature and humidity composite sensor containing a calibrated digital signal output, which is internally composed of a resistive moisture sensing element and an NTC temperature measuring element with an operating current of less than 2.5 mA, a measuring inaccuracy of 2 °C and a temperature measurement range of −20 to 60 °C, and a humidity measurement range from 20% to 95% with a measurement error of ±5%.



The BH1750 light intensity sensor is used to collect the light intensity received by the solar panel, which consists of a 16-bit AD digital-to-analog converter internally and can accurately measure the light intensity in the range from 0 to 65,535 LX. The INA226 power detection IC is used for photovoltaic cell output voltage and current detection, which can detect the bus voltage range from 0 to 36 V with a measurement error of ±0.1%, and its measurement accuracy can largely avoid the impact of system errors on the MPPT control algorithm. The power module of ESP32 main control circuit uses the MP2315S, which is a high-efficiency synchronous buck rectifier switching converter with built-in power MOSFETs, maximum input voltage of 24 V and maximum output current of 3 A, as well as over-current protection, over-voltage protection, and over-temperature protection. The circuit PCB of the power module of the MPPT control system studied in this paper is shown in Figure 18.




6.2. Analysis of Test Results


The test was conducted in the laboratory with an adjustable light source, setting the initial light intensity to 1000 W/m2 and the ambient temperature to 25 °C. The light intensity was set to fluctuate at intervals, as illustrated in Figure 19 for various MPPT control algorithms, to test the way in which photovoltaic cells produced their output when the light intensity changed quickly.



In the whole simulation process, the dramatic change in light intensity is divided into two processes of increasing and decreasing, the dynamic response time and stability of each algorithm are compared in the two cases, and the results of different MPPT control algorithms are shown in Table 4.



The findings in Table 4 show that when the light intensity increased dramatically, the constant voltage approach responded the quickest, followed by the proportional-integral-derivative incremental conductance method developed in this research. The reason why the MPPT control algorithm designed in this paper has a slightly slower response time than the constant voltage method is that the Kalman filter is used for data pre-processing, which occupies part of the time in this part. In this experimental test, the steady values of light intensity are 800 W/m2 and 1000 W/m2, and the average output power of different MPPT control algorithms when the light intensity reached the steady state is shown in Table 5.



From the data in Table 5, it can be seen that the theoretical values of the maximum output power of the PV cells are 15.85 W and 19.78 W when the light intensity is 800 W/m2 and 1000 W/m2. The tracking accuracy of the perturbation observation method is the worst because the process of its maximum power point tracking has been in a fluctuating state. The analysis of the simulation results shows that both MPPT algorithms can achieve monitoring the highest power point, but the tracking speed and tracking accuracy of their algorithms are very different. Among them, the quickest dynamic reaction is provided by the constant voltage approach, but its tracking accuracy is only 96.5%, and as can be seen from Figure 19a, after tracking the maximum power point, its power generated is not constant. The perturbation observation method produces misjudgment when the light intensity changes drastically, which seriously affects the dynamic tracking accuracy, and its simulation tracking accuracy was only 86.7%. For the fixed step incremental conductance method, the perturbation step is proportional to the dynamic response speed and inversely proportional to the steady-state tracking accuracy, and the value of the fixed step has a very strong influence on the tracking effect and is easily caught in the local optimum. In this paper, the newly developed step size incremental conductance approach has very quick dynamic response times in addition to excellent tracking accuracy; meanwhile, it can solve the problems of local optimum under partial shading conditions.





7. Conclusions


Aiming at the problems that the fixed step algorithm and the traditional variable step incremental conductance method are difficult to balance the dynamic response speed and steady-state accuracy due to the step selection, slow start-up speed and local optimum under the condition of sudden change in light intensity, the improved various parameter incremental conductance method presented in this paper is based on the Kalman filter algorithm. By building the corresponding hardware circuit for testing, we can obtain the following conclusions:




	(1)

	
By examining the effect of environmental elements on the output properties of photovoltaic cells, it can be determined that the temperature has little effect and that the short-circuit current and open-circuit voltage of photovoltaic cells both increase with an increase in light intensity.




	(2)

	
The measurement error of the sensor can be decreased to 32% by utilizing the Kalman filtering technique to pre-process the output voltage and current of the photovoltaic cells. This significantly increases the steady-state accuracy of the MPPT control.




	(3)

	
When Kalman filter parameters were adjusted, it was discovered that the output of the filter is strongly correlated with both the process noise covariance matrix (Q) and the measurement noise covariance matrix (R). When the value of Q increases, the dynamic response of the system becomes faster, but the convergence at stabilization becomes worse. When the value of R increases, the dynamic response of the system slows down, though the convergence stability of the system improves. In the process of parameter adjustment, the values of Q and R cannot be zero at the same time, and the output effect of Kalman filter is only related to the ratio of Q and R.




	(4)

	
In calculating the disturbance step based on (24), there is no cyclic judgment condition, which largely improves the calculation speed of MPPT control. After physical testing, the photovoltaic MPPT control system designed in this paper has a tracking accuracy of 99.6% and low fabrication cost and fastest dynamic response time of 0.01 s in comparison to traditional MPPT control algorithms, which can meet the scenario of small power photovoltaic power generation applications.




	(5)

	
In practical applications, the solar power system designed in this paper can be applied to street lights, unmanned boats and other scenarios that require power supply in the natural environment. The core of the MPPT control algorithm lies in the calculation of the perturbation step. In this paper, a three-stage perturbation step calculation method is proposed and verified, and the parameters of the perturbation step can be adjusted according to needs to meet particular design applications.
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Figure 1. Photovoltaic effect principle. 
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Figure 2. Photovoltaic cell equivalent circuit diagram. 
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Figure 3. Photovoltaic cell output characteristics curve. 
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Figure 4. Effect of temperature on the output characteristics of the photovoltaic cells. (a) I-U. (b) P-U. 
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Figure 5. Effect of light intensity on the output characteristics of the photovoltaic cells. (a) I-U. (b) P-U. 
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Figure 6. P-U characteristic of photovoltaic array under PSC. 
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Figure 7. Photovoltaic cell linear equivalent circuit. 
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Figure 8. Photovoltaic system structure diagram. 
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Figure 9. The features of dP/dU variation of P-U characteristics of the photovoltaic cells. 
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Figure 10. General block diagram of MPPT control system. 
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Figure 11. Kalman filter algorithm application diagram. 
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Figure 12. (a) Results of Kalman filtering algorithm for output voltage. (b) Error between the voltage filtered value and the real value. (c) Results of Kalman filtering algorithm for output current. (d) Error between the current filtered value and the real value. 
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Figure 13. Schematic diagram of three-stage variable step conductance increment method. 
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Figure 14. Improving variable step MPPT control algorithm process. 
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Figure 15. Improved Simulation Model of Three-Stage Variable Step Incremental Conductance Method. 
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Figure 16. (a) Outdoor practical working test chart. (b) Manufactured PCB for the DC–DC converter optimally designed for the photovoltaic application. (c) Main control board details. 
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Figure 17. Communication relations of each module. 
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Figure 18. (a) DC-DC controller, PCB layout. (b) DC-DC controller, physical picture. 
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Figure 19. (a) Constant voltage method. (b) Perturbation observation method. (c) Constant step conductance increment method. (d) Three-stage variable step conductance increment method based on Kalman filter. 
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Table 1. Explanation of Symbols (5)–(10).
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	Symbol
	Quantity
	Units





	tref
	Ambient temperature under STC
	°C



	Sref
	Light intensity under STC
	W/m2



	Isc
	Short Circuit Current
	A



	Uoc
	Open Circuit Voltage
	V



	a
	0.00255
	°C



	b
	0.5
	\



	c
	0.00288
	°C
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Table 2. Explanation of Symbols (16)–(20).
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	Symbol
	Quantity





	A
	State shift matrix



	B
	Input control matrix



	H
	Observational model matrix



	Pk
	Error covariance matrix



	Q
	Process noise covariance matrix



	R
	Measurement noise covariance matrix



	I
	Unit matrix



	K
	Kalman gain



	-
	represents the priori value



	^
	represents the estimated value
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Table 3. PV Module and Circuit Parameters.
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	Parameters
	Values





	Maximum Power
	19.8 W



	Open circuit voltage (Voc)
	21.6 V



	Short-circuit current (Isc)
	1.2 A



	Voltage at maximum power point (Vmp)
	18 V



	Current at maximum power point (Imp)
	1.1 A



	Filter Capacitor (C)
	47 uF



	Load resistance (R)
	1 K



	Power Inductor (L)
	6.8 uH
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Table 4. Comparison of Dynamic Response Time.
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Response Time






	
MPPT Algorithms

	
Start-up time

	
Light reduction

	
Light increase




	
Constant voltage method

	
0.1

	
0.005

	
0.004




	
Perturbation observation method

	
1.02

	
0.25

	
0.19




	
Constant step conductance increment method

	
1.2

	
0.28

	
0.35




	
Improved MPPT algorithms

	
0.12

	
0.01

	
0.06
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Table 5. Comparison of Average Power at Constant Light Intensity.
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	MPPT Algorithms
	800 W/m2
	1000 W/m2
	Tracking Accuracy





	Constant voltage method
	15.76
	19.69
	96.5%



	Perturbation observation method
	15.35
	19.08
	86.7%



	Constant step conductance increment method
	15.59
	19.77
	97.5%



	Improved MPPT algorithms
	15.85
	19.78
	99.6%
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