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Abstract: For the sake of reducing the total operation cost of grid-connected microgrids, an improved
pinning consensus algorithm based on the incremental cost rate (ICR) is proposed, which defines
ICR as the state variable. In the algorithm, the power deviation elimination term is introduced
to rapidly eliminate the total power deviation, and the pinning term is brought to realize the fast
convergence to reference value. By computing the optimal ICR of the system, the optimal active
output reference value of each distributed generation (DG) is obtained when the system realizes
the economic optimization operation. In addition, an economic optimization control method of
grid-connected microgrids, based on improved pinning consensus, is proposed. By utilizing the
method, the economic optimization operation of the system is attained by basing on the established
distributed hierarchical architecture and by sending the reference value of optimal active output of
each DG to the P-f droop control loop. Finally, a simulation model of parallel operation system of
six DGs is established. The impact of grid electricity price, pinning coefficient and other factors on
the operation state of the system is analyzed and simulated. The simulation results show that the
economic distribution of active output is completed. The proposed method can make the microgrid
rapidly enter the economic optimization state, and can still reduce the total operation cost and possess
the faster response speed under the conditions of changing electricity price, low algebraic connectivity
topology, DG plug-of-play, dynamic line rating (DLR) constraint, etc.

Keywords: grid-connected microgrid; distributed hierarchical architecture; economic optimization
control; ICR; pinning consensus

1. Introduction

With the proposal of a “novel power system”, more and more renewable DGs will
transmit low-carbon and economic power to the grid [1–4]. In order to solve the problem
of grid-connected operation control of massive DGs, the microgrid structure integrating
mass DGs has been widely concerned by a huge number of scholars. Microgrids, which
are classified into AC microgrids, DC microgrids, and AC/DC hybrid microgrids, are
generally composed of DGs, power converters, loads, energy storages, static switches,
and breakers, and can operate in grid-connected or islanded mode [5–7]. The DGs in the
microgrid are usually made up of controllable gas turbines, diesel generators, fuel cells,
and hydrogen energy storages, as well as uncontrollable photovoltaics and wind power
generators. At present, the active output of DGs is usually allocated in proportion to
capacity while connecting the grid. Without considering the operation cost characteristics
of DGs, the total operation cost of the microgrid is often led to be higher. Therefore, the
economic profitability can be increased by studying the economic optimization control
method of the microgrid.

The traditional centralized, decentralized, and distributed control approaches can be
employed in the hierarchical control system of the grid-connected microgrid. The high
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communication bandwidth and network reliability are required by the centralized con-
trol system, which is easily and immensely affected by time-delay [8,9]. Each DG is kept
operating independently by the decentralized control, resulting in poor coordination and
cooperation among DGs. Also, the completion of complicated control tasks is achieved
difficultly. The multi-agent system (MAS), which is based on the local communication
and adopts the distributed control, is characteristic of high intelligence and cooperation,
with the achievement of complex control objectives at the system level and the realiza-
tion of optimization operation of the system. At present, a large number of scholars
have studied the optimal dispatching [10–13], proportional power sharing [14,15], stabil-
ity control of voltage and frequency [16], stochastic energy management [17], harmonic
suppression [18,19], and so on of the microgrid. Considering the DLR constraint problem
of the microgrid, a linearized reconfiguration method of switches has been proposed to
complete the goal of optimal scheduling in [20]. An accurate reactive power distribution
method of microgrids based on droop has been presented in [21], which solves the problem
of line impedance mismatch between inverters and loads. The paper [22] establishes a
communication framework between the management center of the grid and the central con-
trol unit of the microgrid, which is beneficial to achieving the target of frequency stability
control of the microgrid. In order to reduce the operation cost of microgrids and enhance
the operation security, the energy management method of interconnected microgrids, based
on blockchain technology, is put forward in [23]. The uncertainty between load demand
and output power has been solved with the improvement of economy and security of the
system. Besides, there were some new researches that could be applied to the microgrid
control, such as the novel application of chaos theory was proposed in [24], which could
be applied to the stochastic energy management of microgrid. However, few scholars
have paid attention to the economic optimization control method of the grid-connected
microgrid. In order to enable the battery energy storage system (BESS) to participate in
power regulation of microgrids and improve the economy of BESS, a novel enhanced power
coordination control strategy for BESS in microgrids has been proposed, which alleviates
the power disturbance and reduces the economic operation cost of BESS [25]. Considering
the high operation cost of BESS, an energy management approach of a multi-microgrid
based on energy storage optimization is presented in [26]. By utilizing the approach, the
operation cost of energy storage and the peak load demand are lessened concurrently.
However, the papers [25,26] have not studied the proposed strategy and approach to re-
duce the total operation cost of DGs in the microgrid. In [27], a double-level optimization
model with hybrid electric-thermal energy storages (ETESs) is established and an economic
dispatching method of microgrids with ETESs is proposed. Afterwards, the revenue of
ETES operators is increased and the total energy consumption cost is reduced, but the
economic optimization control method of DGs is not involved.

In addition, contrapose the economic optimization problem of the DC microgrid, the
economic operation characteristics of the system have been analyzed through constructing
the operation cost function. Then, an event-triggered economic operation control method
of DC microgrid with hydrogen energy storage is put forward with the improvement of
the microgrid operation reliability [28]. A novel double-layer droop control strategy of
the isolated AC/DC hybrid microgrid is proposed and the optimal economic operation is
completed by employing the optimal power reference iterative algorithm [29]. Meanwhile,
the exchange power among microgrids is optimized by the control strategy of the micro-
increment cost deviation. For guaranteeing the economic and safe operation of the isolated
AC/DC hybrid microgrid, a distributed economic scheduling algorithm based on finite-step
consensus is proposed, which minimizes the economic operation cost of the microgrid [30].
Nevertheless, the economic optimization problem under the microgrid grid-connection
mode has not been considered.

At the same time, in order to realize the economic optimization of the microgrid
under isolated or grid-connected operations, an economic optimization method of micro-
grids based on hybrid system theory and model predictive control is designed in [31],
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which realizes the economic optimization operation of the microgrid under diverse modes
and enhances the utilization rate of alternative energy resources. The paper [32] con-
structs a stochastic architecture that could minimize the total cost when the microgrid is in
islanded and grid-connected operations. In addition, an optimal scheduling model of multi-
uncertainties considering DLR constraint is built, and an optimization algorithm based on
collective decision is proposed to solve the model. In allusion to the operation cost and line
loss of the microgrid, an economic dispatching approach based on model predictive control
is proposed in [33]. Meanwhile, the economic dispatching model is solved by utilizing
the commercial solver, and the transmission loss problem is tackled by employing the
interior point method with the reduced operation cost. In [31–33], the proposed methods
are applied to decrease the economic operation cost. On the one hand, the multi-agent
consensus algorithm is not considered and applied, which possesses the characteristics
of fast convergence speed, high computation precision, and small steady-state deviation.
Meanwhile, the consensus algorithm belongs to the iterative control algorithm. At present,
some scholars have carried out research on the influence of disturbances, constraints,
and uncertainty factors on the iterative control algorithm [34,35]. For solving the linear
time-invariant system model with non-uniform trial lengths considering input restraints,
an iterative learning control optimization algorithm based on primal-dual interior point
approach is presented in [36] to solve the model. In [37], a PD-type iterative learning control
optimization algorithm is proposed, which utilizes the singular system theory and repeti-
tive process stability theory to deal with the problem of discrete spatially interconnected
systems with uncertainties. A novel consensus algorithm based on verifiable quantum
random numbers is proposed in [38] to save some power resources. On the basis of these
studies, the iterative control algorithm is easier to be employed in microgrid control, to en-
hance the response performance of the microgrid system. On the other hand, the traditional
centralized economic optimization control method has the high requirements on the central
controller. Simultaneously, the stability of the system affected by the communication and
uncertainty factors will be enormously decreased. Hence, by applying and improving
the multi-agent consensus algorithm in grid-connected AC microgrid control, the goal of
economic optimization operation can be accomplished, and the economic profitability, as
well as operation security of the system, can be improved while solving the problem of
practical uncertainty factors with the practical engineering application value.

The main contributions of this paper are as follows:

1. To establish the economic optimization model of grid-connected microgrids based
on MAS.

2. To propose an improved pinning consensus algorithm based on ICR, quickly eliminating
the total power deviation and achieving the convergence of ICR to reference value.

3. To construct a distributed hierarchical control architecture and put forward an eco-
nomic optimization control method of grid-connected microgrids based on improved
pinning consensus. The impact of grid electricity price, pinning coefficient, power
deviation elimination term coefficient, communication connection topology, DG plug-
and-play, initial condition, and DLR constraint on control performance and operation
state of the system is simulated. It is proven that the proposed method still possesses
the superior overall response performance and can achieve the goal of economic
optimization under the influence of different factors.

In Section 2, the economic optimization model of grid-connected microgrids is estab-
lished and solved. The traditional consensus and pinning consensus are illustrated and
an improved pinning consensus algorithm based on ICR is presented in Section 3. After-
wards, the established distributed hierarchical architecture and the economic optimization
control method of grid-connected microgrids based on improved pinning consensus are
proposed in Section 4. Section 5 verifies the effectiveness of the proposed algorithm and
control method. Meanwhile, the influence of grid electricity price, pinning coefficient,
power deviation elimination term coefficient, communication connection topology, DG
plug-and-play, initial condition, and DLR constraint on the system are researched by the
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simulation. Finally, the discussion and summary of this research work are respectively
made in Sections 6 and 7.

2. Economic Optimization Model of Grid-Connected Microgrid

The goal of the economic optimization of grid-connected microgrid systems is to
minimize the total operation cost on the premise that the total active power demand has
been satisfied. The uncontrollable DGs do not require fuels for power generation and the
operation and maintenance cost (hereinafter referred to as O&M cost) of DGs is truly low,
without considering the operation cost (unit: ¥, the same below). The operation cost of
controllable DGi is made up of fuel cost and O&M cost. Defining the active output of the
DG as the independent variable, the fuel cost is a quadratic function, and the O&M cost is a
primary function. Therefore, the operation cost model of controllable DGi is acquired, as
expressed in Equation (1).

Ci(Pi) = aiP2
i + biPi + ci, i = 1, 2, · · ·, n (1)

where Pi indicates the active output (kW) of DGi, and ai, bi, and ci represent the coefficients
(¥/(kW·h)) of the quadratic term, first term, and constant term in the cost model.

It is supposed that the cumulative sum of total load power (kW) and transmission loss
power (kW) (hereinafter referred to as total demand power) is PL and the interaction power
(kW) between the microgrid and grid is PG, and that the restraint condition of total power
balance is met by the grid-connected microgrid system, as represented in Equation (2).

n

∑
i=1

Pi + PG = PL (2)

where n represents the total number of DGs. Where PG > 0, the power from the grid is
absorbed by the microgrid. Where PG < 0, the power from the microgrid is fed to the grid.

Assuming that the grid electricity price (¥/(kW·h)) is pr, the economic optimization
objective function to minimize the operation cost of grid-connected microgrids is acquired,
as shown in Equation (3).

Ct = min
n

∑
i=1

Ci(Pi) + pr · PG (3)

There is the active output limit restraint of each DG.

Pmin
i ≤ Pi ≤ Pmax

i (4)

where Pi
max and Pi

min express the upper limit (kW) and lower limit (kW) of active output
of DGi, respectively.

By employing Equations (2) and (3), the Lagrange function is established, as shown
in Equation (5). Afterwards, the optimal solution of the economic optimization objective
function is obtained through the Lagrange method.

L =
n

∑
i=1

Ci(Pi) + pr · PG − η

(
n

∑
i=1

Pi + PG − PL

)
(5)

where η indicates the Lagrange coefficient.
The partial differentials of Pi and PG, respectively, for Equation (5) are acquired by

utilizing Equation (5):
∂L
∂Pi

= 2aiPi + bi − η = 0 (6)

∂L
∂PG

= pr − η = 0 (7)
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The optimal solution of the economic optimization objective function is shown as
represented in Equation (8). 

η = pr

P∗i = η−bi
2ai

P∗G = PL −
n
∑

i=1
P∗i

(8)

where Pi
* is the optimal active output reference value (kW) of DGi when achieving the

economic optimization operation of the system.

3. Improved Pinning Consensus Algorithm Based on ICR
3.1. Traditional Mean Consensus and Pinning Consensus

In MAS, the autonomy, cooperation, and intelligence are possessed by each agent,
which cooperatively completes the complicated control tasks at the system level.

The adjacent state variable information is shown by each DG through interconnection
communication with vicinal DGs. Then, the consensus state variable is calculated and
updated. Similarly, the continuous-time form and discrete-time form of traditional mean
consensus protocol are represented in Equations (9) and (10), respectively.

·
xi(t) = ∑

j∈Ni

aij(xj(t)−xi(t)) (9)

xi(k + 1) = xi(k) + ∑
j∈Ni

aij(xj(k)−xi(k)) (10)

where xi is the state variable of DGi. Ni represents a set of adjacent DGs, which have the
communication connection with DGi. aij is the element of adjacency matrix A [30]. If DGi
has the communication connection with DGj, ∀i 6= j, aij > 0 exists; otherwise aij = 0, where
i = 1, 2, . . . , n and j = 1, 2, . . . , n.

The sufficient condition to achieve the convergence of the traditional discrete-time
mean consensus algorithm is that Laplacian matrix L of A has a zero eigenvalue and all
other eigenvalues possess the positive real parts [19].

The pinning term is brought into the traditional discrete-time mean consensus protocol
to acquire the discrete-time pinning consensus protocol, as indicated in Equation (11).

xi(k + 1) = xi(k) + ∑
j∈Ni

aij(xj(k)−xi(k)) + ζi(xref − xi(k)) (11)

where ζ represents the pinning coefficient, which expresses the reference degree to the state
reference value xref.

While the consensus state variable of the DG is not identical to xref, the consensus state
variables of adjacent DGs are obtained by the DG through communication. Afterwards, the
deviation between the consensus state variable and xref is decreased by the pinning term,
and the consensus state variable finally tends to xref, that is:

x1∞ = x2∞ = · · · = xn∞ = xref (12)

where xi∞ indicates the convergence value of DGi’ consensus state variable. If the conver-
gence judgment condition e = ∑n

i=1|xi − xref| ≤ δ is met, the algorithm is convergent. Where
δ is the maximum sum of the absolute value of state deviations, δ is set as 0.05, generally.

3.2. Improved Pinning Consensus Algorithm Based on ICR

The ICR (unit: ¥/(kW·h), the same below) of DGi is defined as ηi, which is the
derivative of the cost function about active output. If the active output of each DG is within
the constraint limit range, the ηi of each DG is converged to the optimal ICR denoted as η*

when the grid-connected microgrid realizes the economic optimization operation. The ηi
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of DGi is acquired by calculating the partial derivative of Pi for Equation (1), as shown in
Equation (13).

ηi = 2aiPi + bi (13)

When the ηi of each DG is converged to η*, which is equivalent to ηi
*. It is supposed

that if the active output of each DG is within the restraint limit range, the active output
reference value of each DG can be acquired when minimizing the total operation cost of
the system, as represented in Equation (14).

P∗i =
η∗i − bi

2ai
(14)

The ICR of each DG is selected as the consensus state variable at first. According
to the traditional discrete-time mean consensus protocol, the dynamic equation of the
traditional discrete-time mean consensus protocol based on ICR is obtained, as represented
in Equations (15)–(17).

ηi(k + 1) =
n

∑
j=1

dij · ηj(k) (15)

dij =
∣∣lij∣∣/ n

∑
j=1

∣∣lij∣∣ (16)

lij =


n
∑

j=1,j 6=i
aij , i = j

−aij , i 6= j
(17)

where dij represents the element (i, j) in the row-stochastic matrix Dn, which is varied with
the communication topology alteration. n is the total number of DGs, which is equivalent
to the total number of nodes. lij indicates the matrix element of Laplacian matrix L of A.

Lemma 1. The sufficient condition for the convergence of the mean consensus algorithm is that
the matrix L corresponding to the system communication topology satisfies the convergence con-
dition of the row-stochastic matrix. In addition, with the increase of communication lines, the
algebraic connectivity of the corresponding topology is augmented with the acceleration of algorithm
convergence rate [39].

In accordance with Equations (6) and (7), it can be known that when the operation cost
of the system is minimized, each ηi

* is equivalent to pr. By introducing the pinning term
ζi(pr−ηi) into the mean consensus protocol based on ICR, the convergence speed of the
algorithm is further increased and ηi is rapidly converged to pr. Thus, the optimal active
output can be calculated quickly to reduce the operation cost. Meanwhile, the pinning term
holds the function of communication-delay compensation.

In addition, in order to quickly eliminate the total power deviation and realize the
balance of supply and demand, the power deviation elimination term ε∆P is introduced in
this paper. The changed demand power can be quickly responded to by the system and
the balance of supply and demand is achieved. ε is the power deviation elimination term
coefficient. ∆P = PL − ∑n

i=1 Pi − PG is the total power deviation. Thus, on the basis of mean
consensus, the dynamic equation and matrix form of the improved pinning consensus
protocol are acquired, as shown in Equations (18) and (19).

ηi(k + 1) =
n
∑

j=1
dij · ηj(k) + εi(PL −∑n

i=1 Pi − PG)

+ζi(pr − ηi(k))
(18)

η(k + 1) = Dn · η(k) + ε(PL −∑n
i=1 Pi − PG)

+ζ(pr − η(k))
(19)
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According to Equation (13), while ηi is converged to ηi
*, the reference value of optimal

active output of DGi is shown in Equation (20).

P∗i (k + 1) =
η∗i (k + 1)− bi

2ai
(20)

The flow of the improved pinning consensus algorithm based on ICR is depicted in
Figure 1. According to Equation (18), the ηi[k + 1] of the DG is computed through the
algorithm. Afterwards, Pi

*[k + 1] of each DG is calculated by ηi[k + 1] and ∆P[k + 1] is
computed. If ∆P[k + 1] is bigger than the allowable offset range, the algorithm would
enter the next calculation cycle; otherwise, the calculation cycle is over. If the calculated
Pi

*[k + 1] of the DG does not meet the limit restraint, the DG sends the limit power
and exits the communication connection. Meanwhile, Dn is amended and the remaining
DGs recalculated.
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4. Distributed Hierarchical Optimization Control Method

The traditional centralized control embraces some disadvantages, such as high com-
munication bandwidth requirements and easy communication congestion. In order to
tackle the above drawbacks, the hierarchical control architecture adopts the distributed
controllers to improve the overall response performance of the system and achieve the
autonomous control of each layer.

In the grid-connected AC microgrid, the distributed hierarchical architecture is com-
prised of a first control layer, a second control layer, and a third control layer. The droop
control based on closed-loop feedback of voltage and current is adopted in the first con-
trol layer. The optimization control of frequency and voltage is employed by the second
control layer to stabilize the frequency and voltage at PCC of the system. The economic
optimization operation control is utilized in the third control layer. Simultaneously, the
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optimal active output reference value of DGs is computed through employing the improved
pinning consensus algorithm based on ICR and sent to the P–f droop control loop to reduce
the total operation cost of the system. The distributed hierarchical control architecture
of the grid-connected microgrid is depicted in Figure 2. The droop control is utilized by
each DG in the grid-connected microgrid to guarantee the reasonable distribution of DG
output power and the basic stability of frequency and voltage. If the total power generation
of DGs in the microgrid is insufficient, the power would be purchased from the grid to
jointly supply the power to the load, so as to complete the balance of supply and demand
of power, as well as satisfy the requirement of users.
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For the convenience of research, in this paper, it is assumed that DG grid-connection
is the process of connecting photovoltaic generation units to the grid through DC/DC
converters and inverters. The primary regulation of frequency and voltage of the power
system is simulated by inverters. The active output P of the DG is linearly relevant to
the integral of frequency f, of which P is adjusted by changing f. The reactive output
Q is linearly related to the voltage difference U–Upcc, so Q can be regulated by altering
U [16]. Thus, the droop control of P/f and Q/U is adopted by inverters. The droop control
formulas of P/f and Q/U are represented in Equation (21).{

fi = f ∗i −mi(Pi − P∗i )
Ui = U∗i − ni(Qi −Q∗i )

(21)



Energies 2023, 16, 1203 9 of 31

where fi, Pi, Ui, and Qi are the frequency (Hz), active output (kW), voltage amplitude (V),
and reactive output (kvar) of the output side of the DGi’ inverter, respectively. fi* and Ui

*

respectively symbolize the reference frequency (Hz) and reference voltage amplitude (V) of
DGi. mi and ni are respectively the active droop coefficient (Hz/kW) and reactive droop
coefficient (V/kvar) of DGi. Pi

* and Qi
* respectively indicate the reference active output

(kW) and reference reactive output (kvar) of DGi.
The information of frequency and voltage outputted from the grid side of the inverter

is collected by the second control layer, which subtracts the corresponding reference value
to generate the deviation term later. The compensation term is generated by the deviation
through the PI controller and then sent to the first control layer to compensate the frequency
and voltage outputted by the droop control loop. The compensation terms of frequency
and voltage as well as droop control formulas of P–f and Q–U with compensation terms
are shown in Equations (22)–(25). Thereby the fluctuations of frequency and voltage at
PCC are eliminated, and the stability of frequency and voltage of the system is improved.

fi,sec = ki, f 1( f ∗i − foi) + ki, f 2

∫
( f ∗i − foi)dt (22)

fi = f ∗i −mi(Pi − P∗i ) + fi,sec (23)

Ui,sec = ki,u1(U∗i −Uoi) + ki,u2

∫
(U∗i −Uoi)dt (24)

Ui = U∗i − ni(Qi −Q∗i ) + Ui,sec (25)

where f oi and Uoi are the frequency (Hz) and voltage amplitude (V) outputted from the
grid side of the inverter, respectively. ki,f 1 and ki,f 2 are the proportional coefficient and
integral coefficient of the frequency optimization PI controller, respectively. ki,u1 and ki,u2
express the proportional coefficient and integral coefficient of the voltage optimization PI
controller, respectively.

For the sake of reducing the total operation cost of the system, the local communica-
tion is utilized by DGs in the third control layer to obtain the active output information of
adjacent DGs. The active output information is acquired by the sensor and the collected
information is transmitted to the processor of DG agents. Based on Equation (13), the
ICR is calculated by the processor, and then the updated ICR is computed by employing
Equation (18). Finally, Equation (20) is utilized to compute the optimal active output refer-
ence value. The optimal active output reference value is emitted to the P–f droop control
loop. Afterwards, the droop control is employed to complete the economic distribution
of active output of DGs. Accordingly, the grid-connected microgrid system can be in an
economic optimization operation state. In addition, the operation cost of each DG and the
cost of power purchased from the grid are reduced, and the total power demand of the load
is met. With the coordination of the three control layers, the system can rapidly respond to
load changes, maintain the stability of frequency as well as voltage, and accomplish the
goal of economic optimization.

The factors that affect the control performance and the economic optimization oper-
ation state of the system are involved with the grid electricity price, ζ, ε, communication
connection topology, and DG plug-and-play.

It can be seen from Equation (8) that the economic optimization operation state of the
system is affected by time-of-use price (TOUP) of the whole day. The ICR convergence value
of each DG in different periods is changed with the alteration of the grid electricity price.
Thus, the optimal active output target, power distribution ratio, active power transmitted
by the grid, and the total cost of economic operation are altered.

From Equation (18), the introduction degree of the consensus variable to reference
value is changed with the change of ζ, and thus, the calculation rate of consensus variable
is influenced. If ζ is too small, it is equivalent to no pinning term, resulting in the reduction
of the convergence speed, dynamic performance, and steady-state calculation precision
of the algorithm. If ζ is too large, the value of the pinning term is excessively large, the
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convergence is lost in the algorithm, and the stabilization is lost in the hierarchical control
system. Consequently, the appropriate ζ should be ensured to improve the dynamic
and steady-state performance of the algorithm and the control performance of economic
optimization operation of the system.

Similarly, the response speed of the system to eliminate the total power deviation is
altered with the variation of ε, and then the update rate of the consensus variable is affected.
The too-small ε makes the power deviation elimination term too small, which lowers the
convergence speed and dynamic performance of the algorithm. If ε is enormously large,
the dynamic convergence oscillation amplitude of the algorithm would be larger. Simulta-
neously, the dynamic convergence performance and steady-state calculation precision of
the algorithm would be reduced, or the convergence would even be lost. The inappropriate
value of ε would reduce the response speed and dynamic control performance of the eco-
nomic optimization operation of the system, which may make the economic optimization
operation of the system invalid and the system unstable, too. Accordingly, the overall
performance of the algorithm and the economic optimization control performance of the
system could be improved by the appropriate ε.

On the one hand, it can be known from Equation (19) that the communication connec-
tion topology of the system is varied with the variation of communication lines between
DGs and the joining or exiting of DGs, then the element dij in the row-stochastic matrix
Dn is modified. Thus, the convergence speed, dynamic performance, and steady-state
precision of the improved pinning consensus algorithm based on ICR are influenced. Like-
wise, the control performance and the economic optimization operation state of the third
control layer are changed. If the condition of the row-stochastic matrix cannot be satisfied
through the system Laplace matrix L, the divergency is possessed by the algorithm, and
the instability is held by the system. If the communication lines are increased, the algebraic
connectivity of the corresponding topology is augmented, and dij is concurrently amended.
At this point, the convergence speed and dynamic performance of the algorithm are im-
proved, but the communication cost is ascending. Therefore, it is essential to determine
the appropriate communication connection topology in accordance to the actual system
configuration. On the other hand, it can be seen from Equation (2) that the active power
transmitted from the grid to the microgrid is also altered with the joining or exiting of DGs,
which changes the total economic operation cost and the economic optimization operation
state of the system.

In addition, it can be known form Equation (18) that the convergence speed of the
consensus variable would also be affected by the initial conditions, such as initial ICR and
initial active output. Furthermore, the dynamic convergence performance and calculation
time of the algorithm would be reduced, the time for the system to eliminate the total
power deviation would be increased, and the goal of the economic optimization of the
system would be also affected by the improper setting of the initial conditions.

On account of the influence of the ambient temperature (AT) and the characteristics
of the conductor, DLR constraint would be generated by the microgrid, thus changing
the power flow limits of electric transmission lines of DGs and altering the active output
limits of DGs [32]. As can be seen from Equation (13), the ICR of the specific DG and the
computation of ICR of other DGs would be changed by the variation of active output of the
specific DG, thus changing the optimal active output target of each DG, the output power
of the grid, and the total operation cost, which may result in the failure of the system to
realize the economic optimization operation.

5. Experiments and Analyses

In this paper, a simulation model of six DG parallel operation systems has been con-
structed by Matlab/Simulink simulation software to testify the effectiveness and response
performance of the economic optimization control method of grid-connected microgrids
based on improved pinning consensus. The performance changes before and after the
improvement of the algorithm and the impact of different factors on the system have been
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analysed. The power connection topology and communication connection topology of the
system are depicted in Figure 3. The simulation control framework of DGs participating
in the economic optimization operation is shown in Figure 4. The rated active power,
power limits, initial active power, filter parameters, control parameters, and cost model
parameters of each DG are indicated in Table 1. The parameters of the system model are
represented in Table 2. In Table 2, the electricity price in the peak period, flat-valley period,
and valley period are respectively 6.84 ¥/(kW·h), 6.74 ¥/(kW·h), and 6.70 ¥/(kW·h).
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Table 1. Rated active power, power limits, initial active power, filter parameters, control parameters,
and cost model parameters of each DG.

DG 1 2 3 4 5 6

Rated active power Pe 30/kW 15/kW 40/kW 15/kW 15/kW 30/kW

Power limits Pmin, Pmax 5/kW,
35/kW

5/kW,
20/kW

5/kW,
50/kW

0/kW,
20/kW

0/kW,
20/kW

5/kW,
35/kW

Initial active power P0 10/kW 5/kW 35/kW 10/kW 5/kW 5/kW
Filter Resistance Rf 0.12/Ω 0.1/Ω 0.15/Ω 0.1/Ω 0.1/Ω 0.12/Ω
Filter Inductance Lf 1.4/mH 1.2/mH 1.8/mH 1.2/mH 1.2/mH 1.4/mH

Filter Capacitance Cf 25/µF 20/µF 30/µF 20/µF 20/µF 25/µF

Droop coefficient of active power m 4 × 10−4

/(Hz/kW)
8 × 10−4

/(Hz/kW)
3 × 10−4

/(Hz/kW)
8 × 10−4

/(Hz/kW)
8 × 10−4

/(Hz/kW)
4 × 10−4

/(Hz/kW)

Droop coefficient of reactive power n 2 × 10−4

/(V/kvar)
4 × 10−4

/(V/kvar)
1.5× 10−4

/(V/kvar)
4 × 10−4

/(V/kvar)
4 × 10−4

/(V/kvar)
2 × 10−4

/(V/kvar)
Proportional and integral parameters of

voltage controller kPu, kIu
1, 150 0.8, 140 1.2, 160 0.8, 140 0.8, 140 1, 150

Proportional and integral parameters of
current controller kPc, kIc

25, 80 22, 70 28, 90 22, 70 22, 70 25, 80

Proportional and integral parameters of
frequency optimization controller kf1, kf2

0.1, 25 0.9, 23 0.11, 28 0.9, 23 0.9, 23 0.1, 25

Proportional and integral parameters of
voltage optimization controller ku1, ku2

1, 50 0.8, 40 1.2, 60 0.8, 40 0.8, 40 1, 50

Primary term coefficient of cost model a 0.00533
/(¥/(kW·h))

0.00832
/(¥/(kW·h))

0.00653
/(¥/(kW·h))

0.00765
/(¥/(kW·h))

0.00741
/(¥/(kW·h))

0.00889
/(¥/(kW·h))

Secondary term coefficient of cost model b 6.532
/(¥/(kW·h))

6.543
/(¥/(kW·h))

6.621
/(¥/(kW·h))

6.578
/(¥/(kW·h))

6.663
/(¥/(kW·h))

6.543
/(¥/(kW·h))

Constant term coefficient of cost model c 213.1
/(¥/(kW·h))

200.0
/(¥/(kW·h))

10.0
/(¥/(kW·h))

15.0
/(¥/(kW·h))

240.0
/(¥/(kW·h))

200.0
/(¥/(kW·h))

Table 2. Parameters of the system model.

Variable Value

DC side voltage Vdc 600/V
Line voltage Uab 380/V

Frequency f 50/Hz
Switching frequency f sw 10/kHz

Line impedance Z12 0.13/Ω + 1.7/mH
Line impedance Z23 0.10/Ω + 1.2/mH
Line impedance Z34 0.08/Ω + 1.0/mH
Line impedance Z45 0.15/Ω + 2.0/mH
Line impedance Z56 0.16/Ω + 2.1/mH
Line impedance Z61 0.14/Ω + 1.8/mH
Load 1 Pload1, Qload1 70/kW, 0.5/kvar
Load 2 Pload2, Qload2 40/kW, 0.3/kvar
Load 3 Pload3, Qload3 10/kW, 0.1/kvar
Load 4 Pload4, Qload4 10/kW, 0.1/kvar

Transmission loss power 5/kW, 5/kvar
Deviation elimination term coefficient ε 0.0005

Pinning coefficient ζ 0.1
Electricity price in peak period, flat-valley

period, and valley period pr
6.84, 6.74, 6.70/(¥/(kW·h))

5.1. Comparative Analysis before/after Algorithm Improvement and Research on the Load
Response Performance

The algorithm before improvement is calculated by Equation (15), and the improved
algorithm proposed in this paper is calculated by Equation (19). The performance changes
before and after the algorithm improvement are simulated at first. The change curves of
each DG’s ICR, the change curves of each DG’s active output and grid output power, the
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change curves of the cumulative sum of each DG’s active output and grid output power,
and the total demand power before and after algorithm improvement are respectively
shown in Figures 5 and 6 (ζ is set as 0.1).
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As can be seen from Figure 5a, the steady-state value of the ICR of each DG before the
improvement of the algorithm is 6.766 ¥/(kW·h), which is not identical to the optimal ICR.
It takes a long time to realize convergence. Simultaneously, the system cannot achieve the
economic optimization operation. It can be seen from Figure 6a that, after the improvement
of the algorithm, the ICR of each DG quickly converges to 6.74 ¥/(kW·h). The steady-state
calculation precision of ICR is high and the system can enter the economic optimization
operation state. Meanwhile, the convergence speed of the improved algorithm is faster. It
can be known from Figures 5b and 6b that the system can attain the stability before and
after the improvement of the algorithm, but the active output of each DG calculated by
the unimproved algorithm is not optimal. As shown in Figures 5c and 6c, although the
dynamic overshoot of total real-time output power is relatively large after the improvement
of the algorithm, the goal of the economic optimization operation and the supply and
demand balance of power can be achieved at the same time. It can be known that the
improved algorithm is characteristic of higher steady-state precision and faster convergence
speed, which can make the system realize the minimization of operation cost.
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For the sake of analyzing the performance changes after the improvement of the
algorithm from the perspective of the computational result, the comparison of performance
parameters before and after the algorithm improvement is made, as represented in Figure 7.
The ICR deviation is defined as the absolute value of the difference between the convergence
value of ICR and 6.74 ¥/(kW·h). Similarly, the total power deviation is defined as the
absolute value of the difference between total real-time output power and total demand
power. (the simulations in this part only study the situation in flat-valley period)

Energies 2023, 16, x FOR PEER REVIEW 15 of 31 
 

 

as the absolute value of the difference between total real-time output power and total de-

mand power. (the simulations in this part only study the situation in flat-valley period) 

 

Figure 7. Comparison of performance parameters before and after algorithm improvement. 

As can be seen from Figure 7, the convergence time after the improvement of the 

algorithm is shortened by about 4 s, and the ICR deviation is approximately zero. With 

the increase of convergence speed, the maximum dynamic total power deviation is corre-

spondingly larger, but the steady-state total power deviation is smaller. Therefore, the 

shorter convergence time and higher calculation precision are characteristic of the pro-

posed algorithm, which is conducive to be applied in the actual control system, requiring 

shorter response time and higher control precision. In the meantime, the total power de-

viation is eliminated by the method under the premise of minimizing the operation cost. 

In order to evaluate the optimization degree of operation cost of the system, the op-

timization percentage of operation cost is defined as Cop = |Ctb − Cta|/Ctb × 100%, which 

represents the absolute value of the difference between operation cost before optimization 

and operation cost after optimization, divided by operation cost before optimization and 

multiplied by 100%. As depicted in Figure 7, after the improvement of the algorithm, the 

value of Cop is larger and a higher degree of economic optimization is achieved by the 

system. Accordingly, the effectiveness of the economic optimization capability of the pro-

posed method is testified. In addition, the power rating of the simulation system model 

in this paper is kW, but the practical power rating of the urban microgrid is mostly MW 

or higher. It means that the practical operation cost reduced by the proposed method will 

be greater and the economic profitability obtained by the power supply company will be 

higher. Last but not least, the convergence performance of the unimproved algorithm is 

primarily dependent on the initial conditions, and its economic optimization performance 

is greatly affected by the initial conditions. 

The optimization capability of frequency and voltage of the system adopting the pro-

posed method and the power response characteristics of DGs have been studied. It is as-

sumed that the system responds to loads 1, 2, and 3 at 0 s to achieve the economic optimi-

zation operation before 5 s and send the optimal active output target to the droop control 

layer. Meanwhile, supposing that load 4 begins to operate at 7 s, the optimal active output 

target is sent to the droop control layer at 12 s. The change curves of each DG’s ICR, the 

change curves of each DG’s active output and grid output power, and the change curves 

of the cumulative sum of each DG’s active output and grid output power as well as total 

demand power under variable load condition are indicated in Figure 8. 

3.243

0.000000095

2.02

0.000000092

3.5

1.989

0.00000098

0.25

0.026

7.5

0 2 4 6 8

Optimization percentage of operation cost (%)

Steady-state total power deviation (kW)

Maximum dynamic total power deviation (kW)

ICR deviation (¥/(kW·h))

Convergence time (s)

Value

P
er

fo
rm

a
n

ce
 p

a
ra

m
et

er
s

Unimproved algorithm Proposed algorithm

Figure 7. Comparison of performance parameters before and after algorithm improvement.

As can be seen from Figure 7, the convergence time after the improvement of the
algorithm is shortened by about 4 s, and the ICR deviation is approximately zero. With
the increase of convergence speed, the maximum dynamic total power deviation is cor-
respondingly larger, but the steady-state total power deviation is smaller. Therefore, the
shorter convergence time and higher calculation precision are characteristic of the proposed
algorithm, which is conducive to be applied in the actual control system, requiring shorter
response time and higher control precision. In the meantime, the total power deviation is
eliminated by the method under the premise of minimizing the operation cost.

In order to evaluate the optimization degree of operation cost of the system, the opti-
mization percentage of operation cost is defined as Cop = |Ct

b − Ct
a|/Ct

b × 100%, which
represents the absolute value of the difference between operation cost before optimization
and operation cost after optimization, divided by operation cost before optimization and
multiplied by 100%. As depicted in Figure 7, after the improvement of the algorithm,
the value of Cop is larger and a higher degree of economic optimization is achieved by
the system. Accordingly, the effectiveness of the economic optimization capability of the
proposed method is testified. In addition, the power rating of the simulation system model
in this paper is kW, but the practical power rating of the urban microgrid is mostly MW
or higher. It means that the practical operation cost reduced by the proposed method will
be greater and the economic profitability obtained by the power supply company will be
higher. Last but not least, the convergence performance of the unimproved algorithm is
primarily dependent on the initial conditions, and its economic optimization performance
is greatly affected by the initial conditions.

The optimization capability of frequency and voltage of the system adopting the
proposed method and the power response characteristics of DGs have been studied. It
is assumed that the system responds to loads 1, 2, and 3 at 0 s to achieve the economic
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optimization operation before 5 s and send the optimal active output target to the droop
control layer. Meanwhile, supposing that load 4 begins to operate at 7 s, the optimal active
output target is sent to the droop control layer at 12 s. The change curves of each DG’s
ICR, the change curves of each DG’s active output and grid output power, and the change
curves of the cumulative sum of each DG’s active output and grid output power as well as
total demand power under variable load condition are indicated in Figure 8.
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(c) change curves of the cumulative sum of each DG’s active output and grid output power as well as
total demand power.

As represented in Figure 8, the system can rapidly respond and tend to be stabi-
lized during 0~3.5 s. After the system is stabilized, the ICR of each DG is converged to
6.74 ¥/(kW·h), and the total power deviation is decreased to zero. The load 4 is put into
operation at 7 s and the system quickly responds during 7~10.45 s. In the response process,
the ICR of each DG is increased at first and then is decreased, and is finally equivalent to
6.74 ¥/(kW·h), thus reducing the operation cost of DGs. Likewise, the active output of
each DG is first augmented suddenly and then decreases. Ultimately, the increased power
demand is satisfied by the grid. Meanwhile, in the response process after 7 s, the total
real-time output power is slightly fluctuated. It is confirmed that the superior response per-
formance under variable load condition is possessed by the system, which can accomplish
the economic optimization operation.

The change curves of output frequency, output voltage amplitude, and the active
output at the inverter side of DG1 are depicted in Figure 9. It can be seen from Figure 9a,b
that, while the system reacts initially and responds to load 4, the output frequency and
output voltage amplitude of DG1 are respectively decreased at first. After the response
process of 0.2 s, the optimization control of frequency and voltage takes effect so that the
frequency and voltage amplitude are restored to about 50 Hz and 311 V, respectively. During
5~7 s and 12~14 s, the economic optimization operation control makes DG1 perform the
optimal active output target and then the active output at inverter side of DG1 is decreased.
As a result, the frequency and voltage amplitude of DG1 recover to the reference value
after transient fluctuation. After the system is stabilized, the demand power of load 4 is
conveyed by the grid.
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As it is shown in Figure 9c, because the response bandwidth of droop control is wider
than economic optimization operation control, the active output at the inverter side of
DG1 is first increased under the role of droop control in the period of 0~5 s. During
5~7 s, the optimal active output target is sent to DG1 by the economic optimization opera-
tion control layer and the optimal active output target is executed through the inverter of
DG1. The steady-state active output of DG1 tends to be the optimal active output target of
19.51 kW. During 7~12 s, the active output of DG1 is increased on account of rapid response
of droop control to satisfy the power demand of load 4. After 12 s, the active output of DG1
is decreased and is finally equivalent to 19.51 kW, approximately. The response processes
of the active output of other DGs are similar. As a conclusion, it is verified that the system
is characteristic of superior recovery capability of frequency and voltage, better power
response capability, faster regulation speed, and higher control accuracy. In addition, the
response bandwidth between the economic optimization operation control, optimization
control of frequency and voltage, and droop control must be strictly set in the practical
application; otherwise, the disturbance signal of active output will be frequently sent to the
droop control layer by the economic optimization operation control layer, resulting in the
large fluctuation of active output of DGs and the instability of the system.

For the sake of evaluating the performance of optimization control of frequency
and voltage as well as power optimization response of DGs, the evaluation indicators
such as maximum dynamic frequency deviation f fd = |f − f *|, maximum dynamic volt-
age deviation UUd = |U − U*|, and maximum dynamic power optimization deviation
PPd = |P − P*| are defined, which correspond to the absolute value of the difference
between real value and reference value. The smaller value suggests that the better control
performance is possessed by the proposed method. The data of DG1 in Figure 9 is employed
to compute f fd,1, UUd,1, and PPd,1 of DG1, as shown in Figure 10. f fd,1, UUd,1, and PPd,1
are respectively less than 0.05 Hz, 5 V, and 2%·P*, which satisfies the basic requirements
of control precision in the dynamic process. Additionally, the corresponding steady-state
deviations of frequency, voltage, and power optimization of DG1 are approximately zero.
It is shown that the control precision of frequency and voltage of the proposed method is
higher. Synchronously, the control performance of the inverter of the DG is superior when
responding to the active output target. It means that the method could be applied to the
practical microgrid system to enhance the economic interest and improve the quality of
frequency and voltage.



Energies 2023, 16, 1203 17 of 31

Energies 2023, 16, x FOR PEER REVIEW 17 of 31 
 

 

As it is shown in Figure 9c, because the response bandwidth of droop control is wider 

than economic optimization operation control, the active output at the inverter side of 

DG1 is first increased under the role of droop control in the period of 0~5 s. During 5~7 s, 

the optimal active output target is sent to DG1 by the economic optimization operation 

control layer and the optimal active output target is executed through the inverter of DG1. 

The steady-state active output of DG1 tends to be the optimal active output target of 19.51 

kW. During 7~12 s, the active output of DG1 is increased on account of rapid response of 

droop control to satisfy the power demand of load 4. After 12 s, the active output of DG1 

is decreased and is finally equivalent to 19.51 kW, approximately. The response processes 

of the active output of other DGs are similar. As a conclusion, it is verified that the system 

is characteristic of superior recovery capability of frequency and voltage, better power 

response capability, faster regulation speed, and higher control accuracy. In addition, the 

response bandwidth between the economic optimization operation control, optimization 

control of frequency and voltage, and droop control must be strictly set in the practical 

application; otherwise, the disturbance signal of active output will be frequently sent to 

the droop control layer by the economic optimization operation control layer, resulting in 

the large fluctuation of active output of DGs and the instability of the system. 

For the sake of evaluating the performance of optimization control of frequency and 

voltage as well as power optimization response of DGs, the evaluation indicators such as 

maximum dynamic frequency deviation ffd = |f − f*|, maximum dynamic voltage deviation 

UUd = |U − U*|, and maximum dynamic power optimization deviation PPd = |P − P*| are 

defined, which correspond to the absolute value of the difference between real value and 

reference value. The smaller value suggests that the better control performance is pos-

sessed by the proposed method. The data of DG1 in Figure 9 is employed to compute ffd,1, 

UUd,1, and PPd,1 of DG1, as shown in Figure 10. ffd,1, UUd,1, and PPd,1 are respectively less than 

0.05 Hz, 5 V, and 2%·P*, which satisfies the basic requirements of control precision in the 

dynamic process. Additionally, the corresponding steady-state deviations of frequency, 

voltage, and power optimization of DG1 are approximately zero. It is shown that the con-

trol precision of frequency and voltage of the proposed method is higher. Synchronously, 

the control performance of the inverter of the DG is superior when responding to the ac-

tive output target. It means that the method could be applied to the practical microgrid 

system to enhance the economic interest and improve the quality of frequency and volt-

age. 

 

Figure 10. Maximum dynamic frequency deviation, maximum dynamic voltage deviation and max-

imum dynamic power optimization deviation of DG1. 

5.2. Research on the Effect of TOUP of Whole Day 

In this paper, the control performance of the economic optimization operation is prin-

cipally represented by the dynamic and steady performance of the algorithm. When the 

economic optimization operation is realized by the system, the ICR of each DG should be 

converged to the grid electricity price. Nevertheless, there is the TOUP of the whole day 

mechanism in the actual system. The economic optimization operation state of the grid-

connected microgrid would be changed by the mechanism so that the convergence value 

0.35

3.8

0.0199

0 1 2 3 4

Maximum dynamic power optimization deviation (kW)

Maximum dynamic voltage deviation (V)

Maximum dynamic frequency deviation (Hz)

Value

D
ev

ia
ti

o
n

 t
y

p
e

Figure 10. Maximum dynamic frequency deviation, maximum dynamic voltage deviation and
maximum dynamic power optimization deviation of DG1.

5.2. Research on the Effect of TOUP of Whole Day

In this paper, the control performance of the economic optimization operation is
principally represented by the dynamic and steady performance of the algorithm. When
the economic optimization operation is realized by the system, the ICR of each DG should
be converged to the grid electricity price. Nevertheless, there is the TOUP of the whole
day mechanism in the actual system. The economic optimization operation state of the
grid-connected microgrid would be changed by the mechanism so that the convergence
value of ICR and the optimal active output of each DG are different at diverse periods
throughout the whole day. Likewise, the total power demand would be varied in the peak
period, flat-valley period, and valley period, showing a downward trend. The schematic
diagram of TOUP of the whole day is shown in Figure 11. The whole day is segmented into
six periods: 0–7 h, 7–9 h, 9–12 h, 12–17 h, 17–22 h, and 22–24 h. The change curves of each
DG’s ICR, the change curves of each DG’s active output and grid output power, and the
change curves of the cumulative sum of each DG’s active output and grid output power as
well as total demand power under TOUP of the whole day and variable load condition are
depicted in Figure 12.
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Figure 11. TOUP of the whole day.
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Figure 12. The change curves of variables of the system under TOUP of the whole day and variable
load condition: (a) change curves of each DG’s ICR; (b) change curves of each DG’s active output
and grid output power; (c) change curves of the cumulative sum of each DG’s active output and grid
output power as well as total demand power.

It can be known from Figure 12 that the system is in the initial zero-response state at
0–7 h and the system is in the stable state before 0 h on account of the constant electricity
price. In the remaining five periods, the changes of the electricity price of periods and
total demand power are rapidly responded by the ICR and active output of each DG,
so that the ICR of each DG is converged to the grid electricity price at diverse periods.
Meanwhile, the total operation cost of the system is minimized. After a transient dynamic
process, the changed total power demand can be met by the accumulation of the DGs’ active
output and grid output power. For example, the ICR of each DG is quickly converged to
6.74 ¥/(kW·h) within 7–9 h, and the total power consumption of 125 kW can be satisfied by
active output of each DG and output power of the grid. The dynamic response speed is
fast and the overshoot is small, too. As can be seen from Figure 12b, since the total power
demand has suddenly increased at the peak period, the active output of each DG is slowly
raised. Thus, a reverse-peak regulation has occurred in the output power of the grid to
meet the power demand, depicting a tendency of the sudden increase at first and then
slow decrease. It is proven that, under the condition of changing electricity price and load
changes, the proposed method could quickly obtain the optimal ICR and optimal active
output of each DG to realize the economic optimization operation and eliminate the steady-
state total power deviation, which makes the microgrid system have superior steady-state
control performance.

5.3. Research on the Effect of Pinning Coefficient ζ

The convergence speed of the algorithm can be improved by the pinning term, which
makes the ICR of each DG quickly tend to the reference value, so that the optimal active
output can be rapidly computed and emitted to the first control layer. The convergence
speed, performance, and convergence of the algorithm would be influenced by altering
the pinning coefficient. In this paper, the system response experiments have been carried
out when ζ is set as 0.01, 0.1, 1, and 10, respectively (the simulations in this part only study
the situation in the flat-valley period, the same as below). The change curves of each DG’s
ICR, the change curves of each DG’s active output and grid output power, and the change
curves of the cumulative sum of each DG’s active output and grid output power as well as
total demand power are respectively represented in Figures 6 and 13–15 when ζ is set as
0.01, 0.1, 1, and 10.
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curves of the cumulative sum of each DG’s active output and grid output power as well as total
demand power.
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demand power.
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each DG’s ICR; (b) change curves of each DG’s active output and grid output power; (c) change
curves of the cumulative sum of each DG’s active output and grid output power as well as total
demand power.

As can be seen from Figures 6 and 13–15, to set ζ as 0.01, the ICR of each DG is
converged to the grid electricity price in the flat-valley period. It takes a long time to realize
the economic distribution of the active output. To set ζ as 0.1, the convergence speed of ICR
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and active output of each DG is accelerated, and the system is stabilized at about 3.5 s. Also,
the better overall performance is possessed by the algorithm. Setting ζ as 1, the dynamic
response oscillation amplitude of ICR and active output of each DG before convergence and
stability become larger. Within 0~1.5 s, the effective active output target cannot be emitted
to the first control layer through the layer of economic optimization operation control. After
a lengthy dynamic process, the balance of supply and demand of power is completed by
the system and the dynamic performance of the algorithm decreases tremendously. Setting
ζ as 10, on the one hand, the ICR and active output of each DG are fluctuant and greatly
divergent, and the steady-state convergence is not possessed by the algorithm. On the other
hand, the instability occurs in the system and the total power demand cannot be met. It can
be seen that, only when the value of ζ is appropriate, the faster dynamic convergence speed,
better dynamic performance, higher steady-state convergence precision, and application
feasibility are held by the algorithm. Through the experimental research, it can be known
that when the ζ is greater than 1.12, the convergence is not possessed by the algorithm
proposed in the paper, and the balance of supply and demand of the system power cannot
be achieved. When the ζ is within 0.5~1, the overall performance of the algorithm becomes
superior, with the quick satisfaction of the total power demand of users as well as the
realization of the balance of supply and demand of power.

5.4. Research on the Effect of Power Deviation Elimination Term Coefficient ε

The rapid elimination of total power deviation can be attained by the power deviation
elimination term. The computation speed of the algorithm is accelerated, which makes
the ICR of each DG converge rapidly to the grid electricity price in the flat-valley period.
The total power demand would be conjointly met by the calculated optimal active output
and active power transmitted from the grid. The convergence speed, performance, and
convergence of the algorithm are affected by changing ε. In this paper, ε has been increased
by 5 times, 10 times, and 100 times respectively to study the dynamic and steady-state
performance of the algorithm. The change curves of each DG’s ICR, the change curves of
each DG’s active output and grid output power, and the change curves of the cumulative
sum of each DG’s active output and grid output power as well as total demand power
are respectively indicated in Figures 16–18 when ε is increased by 5 times, 10 times, and
100 times.
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oscillation amplitude and frequency of ICR and active output of each DG are respectively 

larger and higher during the dynamic response process. The active output of DG3 and 

DG4 is undulatory violently within 0~1.5 s. The effective active output target is not sent 

Figure 16. The change curves of variables of the system when ε is increased by 5 times: (a) change
curves of each DG’s ICR; (b) change curves of each DG’s active output and grid output power;
(c) change curves of the cumulative sum of each DG’s active output and grid output power as well as
total demand power.
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curves of each DG’s ICR; (b) change curves of each DG’s active output and grid output power;
(c) change curves of the cumulative sum of each DG’s active output and grid output power as well as
total demand power.
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Figure 18. The change curves of variables of the system when ε is increased by 100 times: (a) change
curves of each DG’s ICR; (b) change curves of each DG’s active output and grid output power;
(c) change curves of the cumulative sum of each DG’s active output and grid output power as well as
total demand power.

As can be seen from Figure 16a,b and Figure 17a,b, when ε is increased by 5 times, the
oscillation amplitude and frequency of ICR and active output of each DG are respectively
larger and higher during the dynamic response process. The active output of DG3 and
DG4 is undulatory violently within 0~1.5 s. The effective active output target is not sent
to the first control layer by the economic optimization operation control layer, and the
dynamic performance of the algorithm is immensely declined. When ε is increased by
10 times, the oscillation amplitude of ICR and active output of each DG before conver-
gence and stabilization is bigger. Simultaneously, the convergence time is augmented to
4.5 s, but the oscillation frequency is decreased compared with ε increased by 5 times. It
can be known that, if ε is too large, the dynamic convergence performance of the algo-
rithm will be decreased and the convergence time will be increased. As can be seen from
Figures 16c and 17c, with the enormously big ε, the performance of the algorithm proposed
in this paper will be vastly reduced and the active output will be fluctuant immensely.
Nevertheless, because of the support of the grid, the total power demand of 125 kW can
still be satisfied, and the balance of the supply and demand of the system power is achieved
with the small steady-state total power deviation.

As can be seen from Figure 18a,b, with the further increase of ε, the maximum dynamic
oscillation amplitude of ICR and optimal active output of each DG is raised and the time
to converge to stability is approximately 4.5 s. The superior convergence performance is
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held by the algorithm, whereas the enormous impact on the grid is caused by the large
amplitude oscillation of active output of DGs and the active power conveyed from the grid
is variable hugely, which makes the flow power at PCC section unsteady. However, the
system stabilization and superior control effect can be attained in the practical application
only when setting properly protocol parameters.

5.5. Research on the Effect of Communication Topology Change

The communication topology when DG6 exits is indicated in Figure 19a. The change
curves of each DG’s ICR and the change curves of each DG’s active output and grid output
power when DG6 exits the communication topology is shown in Figure 19b,c.
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Figure 19. Communication topology and change curves of variables of the system when DG6 exits
the communication topology: (a) communication topology when DG6 exits; (b) change curves of
each DG’s ICR; (c) change curves of each DG’s active output and grid output power.

It can be seen from Figure 19b,c that the condition of the row-stochastic matrix is not
met by the matrix L on account of DG6’s exiting from the communication topology, and
that DG6 cannot participate in the calculation, resulting in no change curves. The ICR and
active output of other DGs are divergent immensely and the system becomes unstable. In
addition, the total power demand is not met through the active output of each DG and
output power of the grid.

The communication topologies of low algebraic connectivity and high algebraic con-
nectivity are shown in Figure 20. The change curves of each DG’s ICR, the change curves of
each DG’s active output and grid output power, and the change curves of the cumulative
sum of each DG’s active output and grid output power as well as total demand power
under the communication topologies of low algebraic connectivity and high algebraic
connectivity are respectively depicted in Figures 21 and 22.
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Figure 21. Change curves of variables of the system under the communication topology of low
algebraic connectivity: (a) change curves of each DG’s ICR; (b) change curves of each DG’s active
output and grid output power; (c) change curves of the cumulative sum of each DG’s active output
and grid output power as well as total demand power.
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and grid output power as well as total demand power.

It can be seen from Figures 19, 21 and 22 that the ICR of each DG is rapidly converged
to the optimal ICR by right of the improved pinning consensus algorithm based on ICR,
which is identical to the grid electricity price in the flat-valley period. Thus, the total
operation cost of the grid-connected microgrid system is minimized. Additionally, the
economic distribution of active output is realized by each DG. The power of DGs is supplied
to the load together with the grid power, thus meeting the total power demand of users
of 125 kW. The simulation results have shown that the superior dynamic and steady-state
control performance is possessed by the system when the condition of the row-stochastic
matrix is satisfied by the corresponding L of the communication topology and the algebraic
connectivity of the communication topology is higher. Simultaneously, the pinning term
of the algorithm keeps the response speed of the system correspondingly fast, even if the
algebraic connectivity of the communication topology is low. It implies that the reduction
of communication construction cost and superior control effect will be achieved in the
practical application.

5.6. Research on the Effect of DG Plug-of-Play

The change curves of each DG’s ICR, the change curves of each DG’s active output
and grid output power, and the change curves of the cumulative sum of each DG’s active
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output and grid output power as well as total demand power when the DG joins and exits
are shown in Figures 23 and 24, respectively.
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As can be seen from Figure 23, during 0~3 s, six DGs operate in parallel, which real-

izes the goal of the economic optimization operation of the system. The ICR of each DG is 

converged to consistency, which is equivalent to the grid electricity price in the flat-valley 

period. The economic distribution is achieved by the active output of each DG and output 

power transmitted from the grid, thus satisfying the power demand of 125 kW. During 
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Figure 23. Change curves of variables of the system when the DG joins: (a) change curves of
each DG’s ICR; (b) change curves of each DG’s active output and grid output power; (c) change
curves of the cumulative sum of each DG’s active output and grid output power as well as total
demand power.

Energies 2023, 16, x FOR PEER REVIEW 24 of 31 
 

 

control performance is possessed by the system when the condition of the row-stochastic 

matrix is satisfied by the corresponding L of the communication topology and the alge-

braic connectivity of the communication topology is higher. Simultaneously, the pinning 

term of the algorithm keeps the response speed of the system correspondingly fast, even 

if the algebraic connectivity of the communication topology is low. It implies that the re-

duction of communication construction cost and superior control effect will be achieved 

in the practical application. 

5.6. Research on the Effect of DG Plug-of-Play 

The change curves of each DG’s ICR, the change curves of each DG’s active output 

and grid output power, and the change curves of the cumulative sum of each DG’s active 

output and grid output power as well as total demand power when the DG joins and exits 

are shown in Figures 23 and 24, respectively. 

η
 (

¥
/(

k
W

·h
))

   

(a) (b) (c) 

Figure 23. Change curves of variables of the system when the DG joins: (a) change curves of each 

DG’s ICR; (b) change curves of each DG’s active output and grid output power; (c) change curves 

of the cumulative sum of each DG’s active output and grid output power as well as total demand 

power. 

η
 (

¥
/(

k
W

·h
))

   

(a) (b) (c) 

Figure 24. Change curves of variables of the system when the DG exits: (a) change curves of each 

DG’s ICR; (b) change curves of each DG’s active output and grid output power; (c) change curves 

of the cumulative sum of each DG’s active output and grid output power as well as total demand 

power. 

As can be seen from Figure 23, during 0~3 s, six DGs operate in parallel, which real-

izes the goal of the economic optimization operation of the system. The ICR of each DG is 

converged to consistency, which is equivalent to the grid electricity price in the flat-valley 

period. The economic distribution is achieved by the active output of each DG and output 

power transmitted from the grid, thus satisfying the power demand of 125 kW. During 

3~5 s, DG7 takes part in the system operation. The ICR of DG7 is raised continuously and 

Figure 24. Change curves of variables of the system when the DG exits: (a) change curves of
each DG’s ICR; (b) change curves of each DG’s active output and grid output power; (c) change
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As can be seen from Figure 23, during 0~3 s, six DGs operate in parallel, which realizes
the goal of the economic optimization operation of the system. The ICR of each DG is
converged to consistency, which is equivalent to the grid electricity price in the flat-valley
period. The economic distribution is achieved by the active output of each DG and output
power transmitted from the grid, thus satisfying the power demand of 125 kW. During
3~5 s, DG7 takes part in the system operation. The ICR of DG7 is raised continuously and
is converged finally, which is corresponding to the grid electricity price in the flat-valley
period. In the meantime, the ICR of DG1~6 is declined at first and then is increased, finally
identical with the grid electricity price in the flat-valley period. Similarly, the active output
of DG1~6 is decreased at first and then is increased with the stable convergence in the end.
After DG7 participation in the operation, the active power transmitted from the grid is
decreased. In the economic optimization response process after 3 s, the total active output
of each DG and grid is fluctuant marginally. Thus, the goal of economic optimization
operation, as well as the balance of supply and demand of power, are completed after
short-time response.
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As can be seen from Figure 24, during 3~5 s, the DG6 withdraws the system operation
and the ICR of DG6 tends to be zero quickly. The ICR of DG1~5 is raised at first and is
decreased later, which finally converges to the grid electricity price in the flat-valley period.
Likewise, the active output of DG1~5 is increased at first and then is reduced. After DG6
withdraws the operation, the active power conveyed from the grid is ascendant. Ultimately,
the economic distribution of active output is attained. In the economic optimization
response process after 3 s, the fluctuation of total active output of each DG and grid is
decreased rapidly. After a short-time response process, the stability is obtained and the total
power elimination is quickly eliminated by the system, which meets the power demand
and minimizes the total operation cost.

The steady-state optimal active output of each DG when the DG takes part in the
operation or withdraws the operation are displayed in Figures 25 and 26, respectively. It
can be known that the plug-and-play function of DGs of microgrids can be realized by
the proposed control method. When the DG takes part in the operation or withdraws
the operation, the response speed of active output is faster, and the overshoot is small.
Meanwhile, the ICR consensus and the goal of economic optimization operation of the
system are accomplished quickly and the steady-state control precision of the system
is higher.
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Figure 25. Comparison of steady-state optimal active output of each DG before and after the joining
of DG7.
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Figure 26. Comparison of steady-state optimal active output of each DG before and after the exiting
of DG6.
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5.7. Research on the Effect of Initial Condition

In this paper, the response experiments of the system have been conducted when
setting the initial active output at zero and then setting both the initial ICR and initial
active output at zero. The change curves of each DG’s ICR, the change curves of each DG’s
active output and grid output power, and the change curves of the cumulative sum of each
DG’s active output and grid output power as well as total demand power are respectively
described in Figures 27 and 28 when the initial active output is set at zero and both the
initial ICR and the initial active output are set at zero.
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Figure 27. The change curves of variables of the system when the initial active output is set at zero:
(a) change curves of each DG’s ICR; (b) change curves of each DG’s active output and grid output
power; (c) change curves of the cumulative sum of each DG’s active output and grid output power as
well as total demand power.
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Figure 28. The change curves of variables of the system when both the initial ICR as well as initial
active output are set at zero: (a) change curves of each DG’s ICR; (b) change curves of each DG’s
active output and grid output power; (c) change curves of the cumulative sum of each DG’s active
output and grid output power as well as total demand power.

By comparing Figures 6 and 27, it can be seen that the ICR of each DG can be eventually
converged to the optimal ICR when setting the initial active output at zero. However, the
convergence time is increased by about 2 s compared with the condition that the initial
conditions are not set to zero. Simultaneously, it takes a long time for the active output
of each DG to achieve the stabilization, resulting in a bigger overshoot of the grid output
power and a small overshoot of the total real-time output power. As indicated in Figure 28,
when both the initial ICR and initial active output are set to zero, the time for the ICR of
each DG to attain stability is augmented to 8 s and a larger reverse overshoot occurs in
the active output of each DG and the grid. Meanwhile, the optimal active output target
calculated within 0~1.75 s is invalid. There is a great overshoot in the total real time output
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power, and it takes a long time for the system to eliminate the total power deviation. As a
conclusion, if the initial conditions are set irrationally, the convergence performance of the
algorithm will be sharply decreased, which will make the time required for the system to
achieve economic optimization operation, as well as the balance of supply and demand,
be increased. It means that the better response effect would be possessed by the system
when utilizing the droop control to realize stable operation at first and then carrying out
the economic optimization.

5.8. Research on the Effect of DLR

The changes of active output of each DG and the grid as well as the change of economic
optimization operation state of the system under DLR constraint have been researched.
The communication topology of the system under DLR constraint and change curves of
AT of each DG is shown in Figure 29. Assuming that load 4 is put into operation within
12~15 h on a certain day in summer and the AT of DG1 surpasses thirty degrees Celsius,
DG1 is subjected to DLR constraint and the upper limit of power flow of transmission
line of DG1 is restricted to 18 kW. Because DG1 exceeds the power limit, the proposed
algorithm would make DG1 withdraw the communication topology connection, and DG1
would not participate in the ICR calculation. The change curves of each DG’s ICR, the
change curves of each DG’s active output and grid output power, and the change curves
of the cumulative sum of each DG’s active output and grid output power, as well as total
demand power under DLR constraint, are represented in Figure 30.
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Figure 29. Communication topology of the system under DLR constraint and changes curves of AT
of each DG: (a) communication topology of the system under DLR constraint; (b) change curves of
AT of each DG.

As it is shown in Figure 30, the system performs the economic optimization response
and achieves the stability within 0~12 h. Similarly, the ICR and active output of each
DG, as well as the grid output power, tends to be stable, which enables the total power
deviation to be eliminated to zero. During 12~15 h, the active output of DG1 is limited to
18 kW and the ICR is decreased to 6.724 ¥/(kW·h) due to DLR constraint. In the response
process to load 4, the ICR and active output of other DG are increased in the beginning and
then is decreased, and is finally recovered to the steady-state value during 0~12 h. At the
same time, the total real-time output power is lessened at first and then is boosted, and is
eventually identical to the total demand power. At this moment, the power demand of
load 4 is assigned to the grid. During 15~24 h, on account of the exiting of load 4, DG1 is
not within DLR constrains, which rejoin the communication topology connection and take
part in the economic optimization operation. After the dynamic response process, the ICR
and active output of each DG are steady and are restored to the optimal steady-state value
during 0~12 h. Meanwhile, the operation cost is reduced and the total power demand is
satisfied by the system. It can be known that, under specific DLR constraints, the system



Energies 2023, 16, 1203 28 of 31

cannot enter the optimal economic operation state by employing the proposed method.
However, the operation cost of the DG that is not subjected to DLR constraint can still be
cut down.
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6. Discussions

The research goal of this paper is that the improved pinning consensus algorithm
is firstly designed to quickly tackle the economic optimization model of grid-connected
microgrids, thus reducing the operation cost of microgrids. Secondly, a distributed three-
layer control architecture is established to achieve the rapid response of DGs to load changes
and optimize the active output. Simultaneously, the stability of output frequency and
voltage is maintained. As can be seen from Figures 5–7, in contrast with the unimproved
algorithm, the convergence speed of the proposed algorithm is faster. The calculation
completion time is less than 3.5 s when setting the parameters reasonably. Concurrently,
the calculation precision of ICR and active output, as well as total power, is higher and the
maximum steady-state deviation is less than 1 × 10−7. In addition, the active output of
DGs can be economically optimized by the system, which can reduce the total operation
cost by about 3.243% and satisfy the needs of transmission loss power and load power. It
can be known from Figure 10 that f fd,1, UUd,1, and PPd,1 of DG1 were 0.0199 Hz, 3.8 V, and
0.35 kW, respectively, all of which are less than the corresponding allowable error values,
and the steady-state deviation is zero. It is shown that the better capability of frequency
and voltage control is possessed by the system, thus achieving the accurate control of active
output. The method can realize that the actual control system is characteristic of better
response performance, which is conducive to be applied in practical microgrid engineering.

As can be known from the simulation results of Sections 5.2, 5.6 and 5.8, under the
influences of TOUP, DG plug-and-play, and DLR constraint, the reduction of operation
cost as well as the balance of supply and demand can be realized by the proposed method,
thus making the system hold the superior overall response performance. However, for the
proposed method, in practical application, it is firstly essential that the response bandwidth
between the three control layers should be strictly set, and the response bandwidth from
the first control layer to the third control layer should be gradually reduced to realize the
stable operation of the system; otherwise, the control would be noneffective. Secondly,
in accordance to the simulation results of Sections 5.3–5.5 and 5.7, it can be seen that
the proposed algorithm achieves the convergence and fast responsiveness only when the
protocol parameters, communication topologies, and initial conditions are reasonably set
in the practical application. Thereby, the goals of the stability of the system, the reduction
of operation cost, the satisfaction of total power demand, the quality optimization of
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frequency and voltage, and the accurate control of active output of DGs can be achieved by
the proposed method.

On the one hand, the minute-level real-time TOUP model has not been considered and
its in-depth influence on the economic optimization model has not been analyzed in this
paper. On the other hand, only the alterations of response performance and operation state
of the system under hypothetical DLR constraint have been studied. Furthermore, there is
also no specific mathematical model based on the DLR effect to deeply analyse the in-depth
influence of multiple factors such as weather conditions and conductor parameters on the
economic optimization operation of the system, which will be further studied in the future.

7. Conclusions

An improved pinning consensus algorithm based on ICR has been designed in this
paper, which can optimize the operation cost of grid-connected microgrids. Meanwhile,
the optimal ICR and active output of DGs can be calculated by the algorithm in a short
time, and the steady-state calculation deviation is extremely small, which can make the
system quickly enter the economic optimization operation state. In addition, under the
influences of TOUP, DG plug-and-play, DLR constraint, and other factors, the proposed
algorithm still is characteristic of superior performance and can reduce the operation cost
of each DG. Subsequently, an economic optimization control method of grid-connected
microgrids based on improved pinning consensus has been proposed and a distributed
three-layer control architecture has been constructed. By employing the method, the
economic profitability of microgrids is increased. Similarly, the output frequency and
voltage of DGs can be rapidly restored to the rated value. By the droop control, load
changes can be quickly responded to meet the total demand power and realize the economic
allocation of active power output. Eventually, the validity of the proposed method has
been verified through simulation experiments. The changes of convergence performance
before and after the improvement of the algorithm have been analyzed comparatively.
Additionally, the effects of protocol parameters, communication topology, and initial
conditions on the response performance of the method have been simulated and researched.
It has been confirmed that the power demand and the requirement of power quality
for users can be met by the method, as well on the premise of achieving the goal of
economic optimization.
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AT Ambient Temperature
BESS Battery Energy Storage System
DG Distributed Generation
DLR Dynamic Line Rating
ETESs Electric-Thermal Energy Storages
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ICR Incremental Cost Rate
MAS Multi-Agent System
TOUP Time-of-Use Price
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