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Abstract: For newly developed measuring systems, it is easy to estimate type-B uncertainties based
on technical data from the measuring modules applied. However, it is difficult to estimate A-type
uncertainties due to the unknown type and level of interferences infiltrating the measuring system.
This is a particularly important problem for measurements carried out in the presence of typical
of power grid disturbances. The aim of the research was to develop a method and a measurement
stand for experimental assessment of uncertainties in a measuring system that makes use of data
acquisition modules containing analog-to-digital converters (ADCs). The paper describes, in detail,
the design of a completed test stand. It presents an original application in the LabVIEW environment,
which enables testing the dependence of the uncertainties with the quantity of the measurements
averaged in a series, for different kinds and levels of interferences infiltrating the measuring path. The
results of tests for several popular measuring modules are presented. An analysis of the determined
uncertainties was carried out in relation to the parameters of the tested measurement modules and for
various levels of interferences. It is proved that an increase in the number of averaged measurements
to approx. 100–200 always results in a decrease in uncertainty for each tested module and under all
conditions. However, a further increase in the quantity of measurements, even up to 1000 averaged
measurements, proved reasonable only for high-accuracy modules, in particular with a high level of
interferences. An excessive increase in the quantity of averaged measurements proved a low effect for
modules characterised by a low resolution and with a low level of interferences. The measurement
results also proved that when estimated, uncertainties in the interference probability distribution are
significant, especially if they deviate from normal distribution.

Keywords: expanded uncertainty; DAQ devices; analog-to-digital converter; ADC; electromagnetic
interference; maximum permissible error; experimental standard deviation; experimental standard
deviation of the mean; probability distribution; LabVIEW

1. Introduction

Interference in the power grid can significantly affect the reliability of a measurement.
For this reason, the topic is of interest to many authors. The article deals with the subject of
measurements in the presence of disturbances in typical power grids. This has a significant
impact on the accuracy of measurements, as well as on the correct assessment of power quality.

1.1. Motivations

The issue of the impact of electromagnetic interference, generated by alternating
voltages, on the operation of selected measuring devices is addressed in many works.
Publications [1–3] present the conditions that must be met to correctly to analyze the
parameters that characterize the power grid.
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Harmonic and interharmonic distortions, such as flicker, voltage dips, and so on, occur
in power grids. These distortions cause a number of problems, both in these power grids
and in the measurement systems that operate in the neighborhood [4].

In the present study, the authors focused on evaluating the impact of DC voltage
interference on the operation of a measurement system containing an A/D converter.

Contemporary measuring systems are often built on the basis of computer data acqui-
sition modules that contain analog-to-digital converters (ADCs).

1.2. State of the Art

In practice, a popular solution for such measurement systems is the use of virtual
instruments, in particular implemented in the LabVIEW environment. The design and
use of virtual instruments (VIs) is an important issue because VIs offer a unique feature
that allows for customization of the instrument. The use of LabVIEW makes it possible to
reduce the construction time of the measurement system, increase its reliability, and reduce
design costs. This issue has been the subject of many publications [5–11]. The calculation of
measurement uncertainty should be included in virtual instruments, but so far, no suitable
algorithms have been developed that are part of commercial measurement application
development environments. For this reason, the implementation of uncertainty calculation
lies with the developers of virtual instruments. A correct application for uncertainty evalu-
ation should have appropriate features that will enable the design of measurement systems,
users who are not experts in metrology. The first step may be an application that allows for
simulation studies with a properly developed virtual instrument [5]. The next step may be
to use LABVIEW graphical software to simulate and measure various harmonics, noise,
and impulse transients in sinusoidal voltage waveforms on the grid [6]. Better results can
be achieved by replacing simulated signals with real signals from arbitrary generators [7].
In addition, the signals to be analyzed can be DC signals [5] or sinusoidal signals with
various disturbances [6,8]. Distortion can be represented in the form of mathematical
models, which can be used to analyze and measure parameters related to power quality,
such as sag and swell, power frequency distortion, and harmonic distortion [8]. The best
evaluation of the metrological properties of a measurement system can be obtained for
signals recorded in an actual measurement system [9–11]. This draws attention to doubts
about the reliability of the proposed methodology to represent the measurement result with
its uncertainty based on the probabilistic Monte Carlo method [9]. A particular difficulty is
the development of virtual instruments for the detection, analysis, and processing of current
pulse signals in high-voltage measurement systems [10]. Other problems are encountered
in the case of virtual instruments (VIs) for power quality monitoring, in which different
types of windows are used: rectangular, Hanning, Blackman, etc. [11].

As presented, an important problem is the determination of uncertainty, according
to documents [12–14], of measurements made in measurement systems and virtual instru-
ments, especially under industrial conditions when there are disturbances [15–17].

All uncertainty calculations in the presented work were performed in accordance with
the cited guides, primarily: Evaluation of measurement data—Guide to the expression
of uncertainty in measurement, JCGM 100:2008 [12]. Type A uncertainties are due to
disturbances in the measurement system. Type-B uncertainties, on the other hand, result
from the performance of the measurement instrument. The expanded uncertainty U is
the result of the combination of these two uncertainties and is, therefore, related to the
measurement results. Therefore, the expanded uncertainty U cannot be attributed to either
the measurement system or the measuring instrument.

The process of determining the expanded uncertainty was undertaken in the paper [18].
Here, a method is presented for estimating the uncertainty of the measurement result for
both mutually uncorrelated and correlated input quantities. The study involved measure-
ments of small resistances using an indirect method. Another example of determining
uncertainty in a strain-measurement process is presented in [19]. In this case, a non-contact
measurement method using optoelectronic elements was used.
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When designing a new measuring system, it is relatively easy to predict the level of
expected type-B uncertainties, by calculating them according to known rules [12,13] based on
the available technical data of the applied measuring modules [20–23]. It is much more difficult
to estimate the expected type-A uncertainty values and, thereby, it is difficult to determine the
expanded uncertainty of the measurement result. This requires a series of single measurements
and their appropriate compilation using statistical methods [12]. Repeating measurements
multiple times makes the tests being carried out very time consuming. Nevertheless, such an
approach ensures that the measurements carried out are objective and reliable and make it
possible to formulate unambiguous conclusions.

It should also be noted that there may be systematic errors in measurement systems
and, in this case, these should be corrected before the uncertainty can be estimated to the
best of our knowledge. Disturbances that occur in the considered measurement system are
random errors, not systematic errors.

In order to accomplish the intended aim, first of all, an optimum quantity of averaged
measurements in the series must be established, which is difficult without prior knowledge
of the level and type of the expected interferences in the measuring path.

In summary, the authors of the cited works describe virtual instruments that allow
for simulation studies [5,6,8], in a real measurement system [7,10,11], or include both [9].
Simulation studies usually use analytical [5,6,8,9] or Monte Carlo [5,9] methods. Tests using
real measurement data use measurement modules that measure signals with precisely
known parameters obtained from programmable arbitrary generators [7,10] or tests are
performed in a measurement system in the presence of real disturbances [9,11]. Usually,
measurements in the real system are made with only one type of measurement module and
only a few authors compare different measurement modules [7]. Therefore, it is difficult
to assess the relationship between the parameters of the measurement module used and
the measurement uncertainties obtained in the system. There is also a lack of work that
analyzes, in a real system, the effect of the level and type of interference on measurement
uncertainties, especially the effect on type-A uncertainties. According to Guide [12], Type-A
uncertainties are determined by statistical methods based on a series of measurement
results. Therefore, the appropriate selection of the number of measurements in a series is
an important issue, especially in a real measurement system where the level and type of
interference are not known in advance. In addition, the interference parameters change
over the course of the measurements. These important issues have not yet been addressed
in the available works under consideration.

1.3. Contributions

The paper presents a method of assessment of measurement uncertainties, which
makes it possible to select an appropriate quantity of averaged measurements in relation to
the parameters of the ADC applied in the measuring module and the type of interferences.

Section 2.1 presents a developed and constructed measuring position, which enables
performance of tests for any measuring modules supported from the LabVIEW environment
level. Section 2.2 describes an application created in the LabVIEW environment, which
enables testing uncertainties depending on the quantity of the measurements averaged in a
series, for different kinds and levels of interferences infiltrating the measuring path. This
section presents equations that allow for calculation of uncertainties, taking into account
approximate methods, which are often employed in measurement practice.

Section 3 contains the results of the experimental tests in a graphical and numerical
form, for four popular measuring modules.

Sections 4 and 5 include discussion of the obtained results, conclusions, and a summary
of the obtained test results.
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2. Materials and Methods

The constructed measurement stand is composed of a measuring instrument and a
computer with an application that controls the measurements, which was created in the
LabVIEW environment. The stand enables tests for any measuring modules equipped
with a USB interface and having appropriate software drivers running in the LabVIEW
environment. As part of the research, example tests were carried out for four measuring
modules shown in Figure 1.

All modules were tested in a range of ±10 V in the differential configuration of
the inputs. The technical data of the modules, which are necessary for determining the
measurement uncertainties, are presented in Table 1.
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Figure 1. Measurement modules tested: (a) USB-6008; (b) USB-6001; (c) USB-9215; (d) USB-6341.

Table 1. Parameters of tested measurement modules for ±10 V differential range.

Model Resolution Gain Error Offset Error Random Error Limit Error

Bits ppm of Reading ppm of Range µVrms mV

USB 6008 12 – 773 5000 7.73
USB 6001 14 – 600 700 6
USB 9215 16 200 140 184 4.535
USB 6341 16 65 13 270 2.190

To calculate the type-B uncertainty, according to Guide [12], first, calculate the max-
imum permissible error ∆mpe of the measurement module. This error was calculated
according to the manufacturer’s documentation [20–23] taking into account: multiplica-
tive component—Gain Error; additive component—Offset Error; and noise component—
Random Error. The Limit Error value was provided by the manufacturer as an example
value for the full range 10 V and averaging 10,000 points. Therefore, it is not useful to
calculate the uncertainty of the presented measurements.

Modules USB-6001 [20] and USB-6008 [21] are offered for education purposes, have
a low resolution, 12 up to 14 bits, and relatively high maximum permissible errors. The
manufacturer provides the technical data of these modules in a simplified manner and
omits certain error components. Modules USB-9215 [20] and USB-6341 [23] for professional
applications have a higher resolution of 16 bits and relatively low maximum permissible
errors. Further, the technical data of these modules contain more detailed information.

2.1. Measurement System for Evaluating Uncertainty of Measurement Modules

A diagram of the constructed measuring system is presented in Figure 2. This is a
modified version of the system described in the previous papers by the authors of [16].
Following a preliminary analysis [16,24], a precise high-stability source of reference voltage
Uref = 10 V of REF 102 type was applied [25], the most important parameters of which are
presented in Table 2.
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Figure 2. Schematic diagram of the measurement system.

Table 2. Parameters of the REF102 BURR-BROWN reference voltage source.

Nominal Voltage Maximum Error Temperature Drift Time Drift Noise

10 V ±2.5 mV ±2.5 ppm/◦C ±5 ppm/1000 h 5 µVpp

The tested measuring device is connected to a personal computer (PC) via a USB
interface. The measurements were carried out in differential mode in the ai0 channel, but
it is possible to choose a different channel and running mode; each one it available in
a given type of module. The computer is powered from a 230 V 50 Hz grid through a
circuit that ensures magnetic coupling with the measuring path [16]. The L-N conductors
powering the computer are wound on the toroidal ferromagnetic core (FC) made from
permalloy. The signal wire of the measuring path can be passed through the hole in the
FC. Currently, powering the computer contains a range of higher harmonics being a source
of strong interferences, which infiltrate the measuring path through magnetic coupling in
the form of interference voltage Unoise. Measurements with a low level of interferences
are possible after placing the wire that forms the measuring path at least 1 meter away
from the wires that power the computer. Measurements with a high level of interferences
are achieved by passing the measuring circuit conductor through the hole in the FC. This
results in an increase in the interference level and an increase in type-A uncertainty between
several-dozen- and several-hundred-times, depending on the parameters of the current
that powers the computer. If necessary, it is possible also to apply a different grid load or a
different interference source. There are various methods for reducing the level of electrical
noise [26]. A view of the complete measurement stand is presented in Figure 3.

Details of the structure of the circuit that ensures the magnetic coupling of the measur-
ing path with the power supply line are presented in Figure 4.

Energies 2023, 16, x FOR PEER REVIEW 5 of 20 
 

 

2.1. Measurement System for Evaluating Uncertainty of Measurement Modules 

A diagram of the constructed measuring system is presented in Figure 2. This is a 

modified version of the system described in the previous papers by the authors of [16]. 

Following a preliminary analysis [16,24], a precise high-stability source of reference volt-

age Uref = 10 V of REF 102 type was applied [25], the most important parameters of which 

are presented in Table 2. 

 

Figure 2. Schematic diagram of the measurement system. 

Table 2. Parameters of the REF102 BURR-BROWN reference voltage source. 

Nominal Voltage Maximum Error Temperature Drift Time Drift Noise 

10 V ±2.5 mV ±2.5 ppm/°C ±5 ppm/1000 h 5 μVpp 

The tested measuring device is connected to a personal computer (PC) via a USB in-

terface. The measurements were carried out in differential mode in the ai0 channel, but it 

is possible to choose a different channel and running mode; each one it available in a given 

type of module. The computer is powered from a 230 V 50 Hz grid through a circuit that 

ensures magnetic coupling with the measuring path [16]. The L-N conductors powering 

the computer are wound on the toroidal ferromagnetic core (FC) made from permalloy. 

The signal wire of the measuring path can be passed through the hole in the FC. Currently, 

powering the computer contains a range of higher harmonics being a source of strong 

interferences, which infiltrate the measuring path through magnetic coupling in the form 

of interference voltage Unoise. Measurements with a low level of interferences are possible 

after placing the wire that forms the measuring path at least 1 meter away from the wires 

that power the computer. Measurements with a high level of interferences are achieved 

by passing the measuring circuit conductor through the hole in the FC. This results in an 

increase in the interference level and an increase in type-A uncertainty between several-

dozen- and several-hundred-times, depending on the parameters of the current that pow-

ers the computer. If necessary, it is possible also to apply a different grid load or a different 

interference source. There are various methods for reducing the level of electrical noise 

[26]. A view of the complete measurement stand is presented in Figure 3. 

 

Figure 3. View of the measurement stand: 1—NI USB-6008 module; 2—NI USB-6001 module; 3—NI
USB-9215 module; 4—NI-USB-6341 module; 5—REF102 reference voltage source; 6—power supply
line 230 V; 7—ferromagnetic core FC; 8—signal wires; 9—USB cables; 10—computer controlling
measurements; 11—application in LabVIEW environment.
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4—neutral wire N; 5—protective wire PE; 6—ferromagnetic core, permalloy, diameter 35/55 mm,
height 20 mm.

2.2. LabVIEW Application Controlling Measurements

The application that controls the measurements was prepared in the LabVIEW en-
vironment [27] according to the concept of a virtual measuring instrument [28]. Correct
control of the running of the measuring modules is ensured by appropriate software drivers
prepared by the manufacturer [29]. The application carries out series of single measure-
ments and computes measurement uncertainties [16,30–33] in accordance with the known
recommendations [12–14].

Figure 5 shows a flowchart of the algorithm that performs the measurements and
calculations in the VI instrument, demonstrating the principle of the built application.

It is in the form of three FOR software loops that are mutually nested in themselves.
The smaller loop (a) carries out a series of n single measurements of voltage. Figure 6 shows
a LabVIEW block diagram of the developed application.

The quantity of measurements is modified automatically within a range from n = 4
to 1024, with n = (j + 2)2, where j = 0 . . . 30 is the consecutive number of the main loop
flow (c). Hence, the quantity of averaged measurements assumes 31 different values but the
application enables entering other values. The bigger loop (b) calls m = 100-times the lower
loop (a), with the value of the arithmetic mean x from the series of n single measurements
xi being computed each time [12]:

x =
1
n

n

∑
i=1

xi, (1)

and the experimental standard deviation s(xi) of a single result [12]:

s(xi) =

√
1

n− 1

n

∑
i=1

(xi − x)2. (2)

Type-A uncertainty is computed as an experimental standard deviation of the mean
value [12]:

uA = s(x) =
s(xi)√

n
. (3)

Type-B uncertainty is computed as a standard deviation of the rectangular distribution
with a width of ±∆mpe [12]:

uB =
∆mpe√

3
, (4)

where ∆mpe is the maximum permissible error of a measuring module, computed in
accordance with the documentation [20–23] based on the data contained in Table 1.
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Figure 5. Flowchart of the program performing the measurements: (a) internal loop performing a
series of single measurements; (b) loop repeating successive series of measurements; (c) main loop
modifying the number of measurements in the series.

The term maximum permissible error of measurement is defined in the dictionary [14].
It should be noted that, having a reference source, a type-B experimental uncertainty could
be calculated against it. However, this would limit the method to only one special case.
Therefore, the maximum permissible error is calculated from the technical data of the
measurement module according to the formulae and values given by the manufacturer of
the measurement module. This makes the presented method more widely applicable to
any type of signal source and any measuring module. The measuring modules differ in
this respect. The presented system uses a standard source only as an example; any user
who wishes to apply the presented method will have a different signal source and probably
a different measuring module.

Finally, combined uncertainty uc [12]:

uc =
√

u2
A + u2

B, (5)

and expanded uncertainty U are calculated [12]:

U = k · uc, (6)

where k is the coverage factor.
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Calculating the precise value of the coverage factor, for an assumed probability, is a
difficult problem in the case of indirect measurements because it requires the knowledge
of the function of probability density distribution of a random variable modelling the
measurement result. It is a convolution of the distributions of components in the random
variables that model the input quantities. Calculating convolutions is difficult and time
consuming; therefore, it is a general practice to apply approximate methods.

Among the prevailing approximate methods to evaluate the coverage factor are:

(a). Method of imposed values;
(b). Method of effective number of degrees of freedom;
(c). Method of geometric sum.

Ad (a) This method recommends that the coverage factor take values k(α) = 2 for
the probability p ≈ 95% and k(α) = 3 for the probability p = 99.73%. It can be assumed
that it is equivalent to assume the convergence of an unknown convolution of component
distributions to a normal distribution. The method assumes that it is sufficient to know the
confidence level approximately. Actually, the values of coverage factors should be equal
for the assumed confidence levels, respectively: k(α) = 1.960 and k(α) = 2.576.

Ad (b) The method of effective number of degrees of freedom, recommended for a
small number of tests (not numerous tests), is based on the Welch–Satterthwaite formula.
According to the formula, if the combined standard uncertainty is a root of a sum of two
or more variances estimated on the basis of results of non-numerous tests with unknown
standard deviation, the unknown distribution of the required standardized variable can be
approximated by means of the Student distribution for the effective number of degrees of
freedom νeff. In this method, the coverage factor kνeff(α) takes values read from the tables of
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Student distribution for the calculated value νeff. The value of the effective number of degrees
of freedom νeff can be determined from a general Welch–Satterthwaite equation [12]:

νeff =
u4

cy

N
∑

i=1

(
∂y
∂xi

)4
·

u4
xi

νi

, (7)

where: ucy —standard combined uncertainty of an output quantity;
uxi

—standard uncertainties of input quantities, i = 1, 2, . . . N;
νi—number of degrees of freedom for a series of the measurements of input quantity.

The methods for approximating the coverage factor represented above are recom-
mended in an inter-national document [12].

Ad (c) This is a method of algebraic sum and is frequently used in metrological practice.
According to this method, we evaluate the expanded uncertainty as a geometric sum of
components for the expanded uncertainties [12]:

U =

√√√√ N

∑
i=1

u2
i . (8)

In this study, the value of the coverage factor k = 3 was adopted, according to the
method of imposed values. The value of this coefficient is derived from the confidence
level p = 99.73% recommended in the Guide [12].

In addition, the ratio of the averaged experimental standard deviation of a single
measurement to the experimental standard deviation of the mean values in the consecutive
series is computed in each flow of the main loop (c), for the consecutive values of n from
n = 4 to 1024, based on the completed m = 100 of measurement series in the smaller loop (a):

s(xi)

s(xm)
≈
√

n, (9)

which, theoretically, should be close to the value of
√

n in accordance with the Equation (3) [12].
This mathematical dependence was confirmed in measurements with a low level of interferences.
However, the results of measurements carried out for a high level of interferences proved a clear
deviation from this theoretical dependence, which is discussed in a later part hereof.

Figure 7 shows the left part of the LabVIEW application panel, which enables entering
data that configure the measuring module and the manner of measurement performance (a).
The middle part (b) presents the results of n measurements in the current series and the
computed values of the arithmetic mean x, the maximum permissible error ∆mpe, and all
uncertainties. The next part (c) indicates averaged results for m = 100 completed series of n
single measurements and the corresponding standard deviations of single results, standard
deviations of the average value and averaged uncertainties.

Figure 8 shows the right part of the LabVIEW application panel, which presents the
averaged results of computations for the consecutive series of n measurements in the form
of Table (a) and in the form of Charts (b, c, d). Chart (b) presents the ratio calculated
according to Equation (9), i.e., the ratio of the averaged experimental standard deviation
of a single measurement to the experimental standard deviation of the mean values for
consecutive series of n measurements. For the sake of comparison, Chart (b) also presents
the computed values of

√
n. Chart (c) presents type-A and -B uncertainties and expanded

uncertainty U, depending on the quantity n of averaged measurements. Chart (d) presents a
histogram of single results in the currently completed series of measurements. The charts are
automatically complemented with the type of measuring module applied and its serial number.
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Figure 8. Right panel part of the LabVIEW application: (a) results of statistical parameter calculations
for repeated multiple measurement series; (b) results of the root of the number of measurements
and its verification from measurements; (c) results of measurement uncertainties type A, type B and
expanded uncertainty U; (d) histogram of measurement results from a single series.
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3. Experimental Results

Tests of four measuring modules shown in Figure 1 were carried out on the measure-
ment stand shown in Figure 2. Measurements were carried out with a low and a high
level of interference, each time for an increased number of measurements in the series
n = 4, 8, 16, . . . 1024. For each completed series of n measurements, the software computes
A-type uncertainty, B-type uncertainty and expanded uncertainty U. Each series of n mea-
surements was repeated m = 100 times and averaged parameters were computed in order
to verify the dependence (9) experimentally.

3.1. Dependence of Measurement Uncertainty on the Length of the Measurement Series

The obtained results are presented in the form of charts in Figures 9–12. In the case of
measurements with a low level of interferences (Figures 9–11 and 12a), B-type uncertainty
prevails, except for the most accurate module 6341, for which type-A uncertainty prevails
in the case of a low value n < 25 (Figure 12a). In the case of less accurate modules 6008, 6001
type-B uncertainty is higher than type-A uncertainty by an order of magnitude and the
averaging of a series of measurements has a relatively low effect. For n = 196, the expanded
uncertainty U decreases by merely 16% for module 6008 and merely 9% for module 6001. A
further extension of the series to n = 1024 no longer provides positive results. For the same
conditions, the expanded uncertainty U decreases by 55% for module 6341. The lowest
type-A uncertainty values were obtained for module 9215, which has BNC input slots and
shielded signal wires.
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low interference level, (b) at high interference level.
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Energies 2023, 16, x FOR PEER REVIEW 13 of 20 
 

 

  

(a) (b) 

Figure 11. Uncertainties obtained from the measurements for the tested module NI USB-9215: (a) at 

low interference level, (b) at high interference level. 

  

(a) (b) 

Figure 12. Uncertainties obtained from the measurements for the tested module NI USB-6341: (a) at 

low interference level, (b) at high interference level. 

Furthermore, selected data are presented in Table 3 for a better comparison of the 

numerical values. Obviously, it must be noted that all uncertainties decrease in line with 

the increase in the quantity of measurements n and even with the change from n = 196 to 

n = 1024 expanded uncertainty U decreases by 55% more for module 6341. However, it is 

impossible to achieve an uncertainty that is comparable to the measurements with a low 

level of interferences. Note that, in the case of a high level of interference, type-A uncer-

tainty prevails during the calculation of the expanded uncertainty U. This is due to the 

fact that the disturbances that occur in this measurement system are random errors, not 

systematic errors. At the same time, the uncertainty of type B affects the expanded uncer-

tainty U of the measurements to a lesser extent, since it is calculated on the basis of the 

maximum permissible error Δmpe, which does not depend on the level of interference. The 

value of this error is calculated on the basis of the technical data of the measurement mod-

ule provided by the manufacturer [20–23]. 

Table 3. Comparison of uncertainties for tested measurement modules for n = 4, 196, 1024. 

Model n 

Low Level of Interference High Level of Interference 

uA uB U uA uB U 

V V V V V V 

 4 0.00282 0.00446 0.0162 0.0610 0.0045 0.184 

USB 6008 196 0.00048 0.00446 0.0135 0.0098 0.0045 0.032 

 1024 0.00013 0.00446 0.0134 0.0041 0.0045 0.018 

 4 0.00146 0.00346 0.0114 0.0530 0.0035 0.159 
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low interference level, (b) at high interference level.

In the case of measurements with a high level of interferences (Figures 9–11 and 12b), type-
A uncertainty increased uniformly for all the tested modules to a value of approx. 60 mV and
was higher than type-B uncertainty by one order of magnitude. The expanded uncertainty
U reached values close to 200 mV, decreasing to approx. 30 mV for the series of n = 196
measurements and to approx. 13 mV for the series of n = 1024 (for module 6341).

Furthermore, selected data are presented in Table 3 for a better comparison of the
numerical values. Obviously, it must be noted that all uncertainties decrease in line with
the increase in the quantity of measurements n and even with the change from n = 196
to n = 1024 expanded uncertainty U decreases by 55% more for module 6341. However,
it is impossible to achieve an uncertainty that is comparable to the measurements with
a low level of interferences. Note that, in the case of a high level of interference, type-A
uncertainty prevails during the calculation of the expanded uncertainty U. This is due to
the fact that the disturbances that occur in this measurement system are random errors,
not systematic errors. At the same time, the uncertainty of type B affects the expanded
uncertainty U of the measurements to a lesser extent, since it is calculated on the basis of
the maximum permissible error ∆mpe, which does not depend on the level of interference.
The value of this error is calculated on the basis of the technical data of the measurement
module provided by the manufacturer [20–23].

The method of calculating the maximum permissible error is specified by each man-
ufacturer in the manual of the measurement module for each measurement module sep-
arately (or possibly for a series of modules). Different measuring modules, especially
from different manufacturers, differ in this respect. Therefore, the documentation of a
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measurement module should be consulted in detail each time. Type-A uncertainty, on the
other hand, depends only on the level of interference.

Table 3. Comparison of uncertainties for tested measurement modules for n = 4, 196, 1024.

Model n

Low Level of Interference High Level of Interference

uA uB U uA uB U

V V V V V V

4 0.00282 0.00446 0.0162 0.0610 0.0045 0.184
USB 6008 196 0.00048 0.00446 0.0135 0.0098 0.0045 0.032

1024 0.00013 0.00446 0.0134 0.0041 0.0045 0.018

4 0.00146 0.00346 0.0114 0.0530 0.0035 0.159
USB 6001 196 0.00022 0.00346 0.0104 0.0098 0.0035 0.031

1024 0.00010 0.00346 0.0104 0.0041 0.0035 0.016

4 0.00037 0.00212 0.0065 0.0660 0.0021 0.198
USB 9215 196 0.00006 0.00198 0.0060 0.0097 0.0020 0.030

1024 0.00003 0.00197 0.0059 0.0042 0.0020 0.014

4 0.00091 0.00068 0.0035 0.0620 0.0007 0.186
USB 6341 196 0.00018 0.00048 0.0016 0.0096 0.0005 0.029

1024 0.00013 0.00047 0.0015 0.0043 0.0005 0.013

3.2. Effect of Length of Averaged Measurement Series on Type-A Uncertainty

When comparing the measurement results obtained for a low and a high level of
interferences, it can obviously be noticed that type-A uncertainties have higher values for a
high level of interferences but, simultaneously, they decrease faster, in line with the increase
in the quantity of measurements n as compared to measurements with a low level of
interferences. In order to examine this relationship more thoroughly, the software computes
the ratio of the averaged experimental standard deviation of a single measurement to the
experimental standard deviation of the arithmetic mean values in the consecutive series,
according to Equation (9). Theoretically, this ratio should be close to the value of

√
n in

accordance with the dependence (3). The software presents the values of the ratio (9)
obtained from the measurements in a chart, together with a chart of the calculated value of√

n (Figure 8b). Example charts obtained for all the tested modules, with a low and a high
level of interferences, are presented in Figures 13–16. It must be noted that the charts for
the individual modules differ only slightly. Figures 13a–16a show charts for a low level of
interferences. They indicate a very good correspondence of the ratio (9) with the value of√

n, which confirms the theoretical dependence (3). Figures 13b–16b show charts for a high
level of interferences, where SQRT(n) denotes square root of n. In this case, the charts of
ratio (9) lie considerably above the value of

√
n and reach approx. twice-as-high values,

hence, considerably deviating from the theoretical dependence (3). In order to examine this
effect more thoroughly, the software was expanded by presentation of histograms of single
results in a series of measurements.

The obtained histograms are presented in Figures 17–20. Histograms shown in
Figures 17a–20a for a low level of interferences are close to normal distribution, which re-
sults in a good correspondence of the results with dependence (3) in the form of charts in
Figures 9a–12a. So-called “heavy tails” are visible in histograms shown in Figures 17b–20b,
which means a considerable deviation from the normal distribution. The result is the absence
of correspondence of the obtained measurement results with theoretical dependence (3). The
standard deviation of the mean value of the measurements is lower than the theoretical value,
which results in the estimation of the expanded uncertainty U that has a value that is too
high [34–36]. This interesting issue will be the subject of further research.
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Figure 13. The ratio of the experimental standard deviation in a single result in a series to the experi-
mental deviation of the mean value of a series of n measurements compared to the root of the number of
measurements for the tested module NI USB-6008: (a) at low interference level, (b) at high interference
level.
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measurements for the tested module NI USB-6001: (a) at low interference level, (b) at high interference level.
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Figure 15. The ratio of the experimental standard deviation in a single result in a series to the
experimental deviation of the mean value of a series of n measurements compared to the root of the
number of measurements for the tested module NI USB-9215: (a) at low interference level, (b) at high
interference level.
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Figure 16. The ratio of the experimental standard deviation in a single result in a series to the
experimental deviation of the mean value of a series of n measurements compared to the root of the
number of measurements for the tested module NI USB-6341: (a) at low interference level, (b) at high
interference level.
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tested module NI USB-9215: (a) at low interference level, (b) at high interference level.
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4. Discussion of the Obtained Results

First, it should be noted that the aim of the presented work was not to measure the
magnitude of the interference but to present the impact of the interference on the mea-
surement process for several selected measurement modules. In this work, the expanded
uncertainty was determined for several measurement modules in the presence of two
levels of interference (at a low and a high interference level). It should also be noted that
the design of the measurement module significantly affects the level of serial interference
entering the measurement path. More expensive measurement modules, such as 6341 and
9215, which have higher resolutions and better accuracies, also have a more refined design,
ensuring lower levels of serial interference. It is not only the resolution of the measurement
module in terms of the number of bits that is important. Inexpensive modules, in small
plastic housings, powered by a USB port, such as 6001 and 6008, are poorly resistant to
interference. The 6341 module not only has a higher resolution but is important in that
it has a large metal housing, where the digital and analog circuits inside are far apart.
The module is powered by its own AC power supply located outside of the measurement
module housing. These and other details of the module’s design result in lower interference
levels. However, it was not the purpose of this manuscript to study and compare specific
measurement modules. The paper presents the obtained measurement results and uncer-
tainties. Their detailed explanation and comparison for different measurement modules
would be interesting, but the conclusions obtained in this way would be limited only to the
types of modules studied. Therefore, the paper presents a method and software that would
allow the user to examine his own owned module in a specific application and in a specific
measurement situation. The results presented by the authors are exemplary, suitable for
the modules examined in the described measurement system.
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Figures 9–12 show the uncertainties obtained from the measurements for the tested
modules at low levels of interference (a) and at high levels of interference (b). It can be
seen that for low-interference measurements, B-type uncertainty prevails, except for the
most accurate module 6341. In this case, the A-type uncertainty prevails for a small value
of the average measurements n < 25. For modules 6008 and 6001, B-type uncertainty is
larger than A-type uncertainty by an order of magnitude. In this case, averaging a series
of measurements has a relatively small effect on type-A uncertainty. The lowest A-type
uncertainty values were found for module 9215. This module has the best design, i.e.,
BNC-type input jacks and shielded signal cables. In the case of measurements with a high
level of interference, type-A uncertainty increased uniformly for all modules tested and
was one order of magnitude larger than type-B uncertainty.

Figures 13–16 show the ratio of the experimental standard deviation of a single result
in a series to the experimental deviation of the mean value of a series of n measurements
related to the root of the number of measurements

√
n for the modules tested, at low levels

of interference (a) and at high levels of interference (b). The graphs for the individual
modules differ only slightly. For low interference levels, they show a very good agreement
between the coefficient (9) and the value of the

√
n, confirming the theoretical relationship

(3). For high interference levels, the graphs of ratio (9) lie well above the value of
√

n,
reach about twice the value, and deviate significantly from the theoretical dependence (3).
Therefore, to investigate this effect in more detail, the application was extended to present
histograms of individual results in a series of measurements.

Figures 17–20 show histograms for a low level of interference (a) and a high level
of interference (b). Histograms for the low level of interference are close to a normal
distribution, resulting in a good correspondence of the results with the relationship (3) in
the form of graphs on the left side of Figures 9–12. For a high level of interference, there is a
lack of correlation in the obtained measurement results with the theoretical relationship (3),
as can be seen in the graphs on the right side of Figures 9–12. The result is that the standard
deviation of the mean value of the measurements is smaller than the theoretical value,
making the estimate of the expanded uncertainty U too large, which sets a direction for
further work.

When analyzing the results presented in Figures 9–20 and in Table 3, which were
obtained in this research, it can be stated that they confirmed the known theoretical rela-
tionships to a certain extent. However, the tests also indicated a significant impact of the
type of interferences on the obtained results. An increase in the quantity n of averaged
measurements to approx. 100–200 always results in a decrease in uncertainty for each
type of module and in all conditions. A further increase in the quantity n, even up to 1000
averaged measurements, is justified only for high-accuracy modules, in particular with a
high level of interferences, when type-A and -B uncertainties reach comparable values. An
excessive increase in the quantity n of averaged measurements brings a particularly low
effect for modules characterized by a low resolution and with a low level of interferences.
The low resolution of such modules “masks” low interferences to a certain extent, which
become insignificant in the measurement results and, in this case, the averaging of too
many results is completely ineffective. The measurement results also proved that when
estimating uncertainties, the interference probability distribution is significant, especially if
it deviates from the normal distribution.

5. Conclusions

The purpose of this paper was to present a method for estimating the uncertainty of
the measurement paths of A/D converters, regardless of the source and type of interference,
with the paper focusing on interference from the computer power line. The range of mea-
surement modules on the market is very wide. Users of measurement systems probably
use many hundreds of types of such modules. Therefore, the authors set themselves the
goal of developing a method and software that would allow the user to test the module
he owns in a specific application, in a specific measurement situation. The paper presents
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topics concerning research on the impact of interferences on the value of uncertainties, in
the case of application of measuring modules containing ADCs. It describes a developed
measurement stand together with an original application created in the LabVIEW environ-
ment. The impact of the level of interferences on the value of uncertainties was determined
for several selected popular measuring modules.

The test results presented in the paper should be treated as examples that are limited
to the tested models of modules and to the type of interferences occurring in the measuring
instrument. The essential outcome of the research is the development of a method and
a system for experimental assessment of uncertainties of the measuring path with a data
acquisition module, which contains an analog-to-digital converter operating in real con-
ditions. The developed software can be applied to test any modules having appropriate
drivers running in the LabVIEW environment.

It should be noted that in real measurement systems, the level of interference is not
known to the user. In such a situation, the presented method allows the user of a specific
measurement system to compare various possible solutions among themselves: the use of
shielding, galvanic isolation, appropriate grounding, elimination of ground loops, use of
different types of measurement modules. In particular, the method ensures the selection of
an appropriate and optimal number of averaged measurements.

In this sense, the levels of interference occurring in the system used and the uncer-
tainty values are only an illustration of the capabilities of the presented method and the
developed application.
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16. Otomański, P.; Pawłowski, E.; Szlachta, A. The Evaluation of Expanded Uncertainty of DC Voltages in the Presence of Electro-
magnetic Interferences using the LabVIEW Environment. Meas. Sci. Rev. 2021, 21, 136–141. [CrossRef]

17. Sabat, W.; Klepacki, D.; Kamuda, K.; Kuryło, K. Analysis of LED Lamps’ Sensitivity to Surge Impulse. Electronics 2022, 11, 1140.
[CrossRef]
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