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Abstract: The porosity of rocks is an important parameter used in rock mechanics and underground
mining. It affects the movement of fluids in the rock mass and the internal processes taking place (the
ability to store water or gases), allowing us to characterize the type of rock and determine possible
future applications. Conventional porosity testing methods (e.g., test drill cores in the laboratory)
are complex and time-consuming. On the other hand, more modern technologies, such as computed
tomography, are high-cost. In the presented study, a core sample with karst and porous structures
inside was used. This core sample was poured with resin to reinforce the outer surfaces of the core
and make it easier to cut with a rock saw. It was then cut into 3 mm thickness slices in preparation
for the next step—the 3D optical scanning. Measurements were made with the ATOS CORE 500
optical scanner. Data processing was then performed in open-source software using popular and
commonly used modeling methods. The 3D model of the core reconstructing the actual shape (with
internal voids) and the standard model (without internal voids) were created. Based on these, the
total porosity of the core was assessed. The presented solution ensures obtaining results with high
accuracy at an adequate computational cost using cheap and easily available tools.

Keywords: geological core; surface reconstruction; optical scanner; porosity; voids volume

1. Introduction

The aim of the presented work is to assess the suitability of optical 3D scanning meth-
ods for digitizing geological core fragments for mechanical and morphological analyses.
The presented approach focuses on the development of a rapid and relatively inexpensive
method of assessing total porosity, which can be carried out in research laboratories.

Accurate geological information is very important for assessing the metal content of the
ore, but also for safety reasons. Good recognition of the rock mass in terms of compressive
strength allows us to select the appropriate exploiting method. In addition, precise geological
information regarding, among other things, the quantity and quality of pores allows us
to avoid dangerous situations such as uncontrolled leakage of gas or water into mine
workings [1]. Currently, the operation of underground mines is hampered by the possibility
of natural hazards in them. The constant increase in the depth of underground mines
increases the possibility of gas or water hazards in them. Therefore, the exploitation of
deep underground mines nowadays is associated with high risks [2–6].

Inflows to mines/boreholes can pose serious threats to the continuity of the exploita-
tion of a deposit. Difficult geological and mining conditions bring increasing challenges to
designers and builders, which require the use of innovative solutions to better understand
the rock mass. Recognizing the material from geological boreholes allows for the proper
conduct of mining operations, which is important in the context of preventing unfavorable
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and uncontrolled phenomena, such as flooding of pits with water, or rock and gas ejections.
One of the challenges is to correctly recognize hydrogeological conditions and forecast
inflows to mine workings from various parts of the rock mass. This task is simpler and
yields results close to reality in systems made of porous rock (e.g., sandstone). The process
becomes more difficult in carbonate rocks (e.g., limestones), in which water flow occurs
in fracture or fracture-pore systems [7–9]. In water-bearing systems, the values of open
porosity, hydraulic conductivity, and specific yield are determined and used in calculation
formulas. The presence of karst voids, permeable tectonic zones, or other discontinuities
that may cause sudden and unpredictable water inflows are looked for [10]. This is also a
significant problem in geotechnics. In this case, the presence of water in the rocks leads to
the weakening of their properties and would be related to a series of geological disasters.
As numerous studies have shown, the presence of water in rock changes its mechanical
properties [11–15]. This is an important issue in applications related to the construction of
tunnels, mine workings, the construction of mine shafts, or in construction of radioactive
waste disposal sites.

Misdiagnosis of geological and hydrogeological conditions leads to failures that can
stop access or exploitation for months [16–18]. One of the methods for determining the
hydrogeological parameters of rocks is to test drill cores in the laboratory. In rocks with
fracture or karst flow systems, it is important to recognize the internal structure of the
voids present in the examined core. From this, it is possible to draw conclusions about
the nature of the connections between them, i.e. whether they are interconnected (capable
of conducting water or gas) or isolated (not interconnected). Non-invasive methods such
as X-ray tomography can be used [19–21], but despite the high spatial resolution of such
devices [22–24], they are also high-cost [25,26]. Another method of obtaining 3D volumetric
data is serial sectioning. This is a destructive technique that enables easy mechanical
separation of sample sections by grinding or slicing. It then allows direct observation of
the color and texture of the sample [27–29]. There are also methods of constructing rock
models based on computer simulation, which make it possible, among other things, to
simulate sedimentation processes [30]. Scanners are now widely used in various industries
and in science. Commercially available scanners allow the scanning and surveying of large
objects such as the geometry of underground workings. Constantly evolving technology
allows us to measure smaller and smaller objects with increasing accuracy [31,32]. The au-
thors decided to use an optical scanner to study the internal structure, which allows the
examination of larger rock samples (cores). On this basis, the porosity of the analyzed rock
fragment was determined and the results were compared with laboratory determinations
made by traditional methods.

Optical scanners are non-contact, high-precision instruments that enable 3D recon-
struction of digital data and volume assessment. They are usually equipped with sensors
and one or two cameras [33]. The scanner emits light, which is then captured by the camera
in the form of data reflected from the surface of the scanned object [34]. Optical scanners
are widely used in almost every field: reverse engineering [35,36], healthcare [37,38], archi-
tecture [39,40], inspection [41,42], etc. The main advantages of optical scanners are high
accuracy at relatively high measurement speed, as well as cost and time efficiency. Com-
mercially available optical scanners offer accuracy on the order of hundredths of a mm (e.g.,
0.037 mm for the Zeiss GOM Scan 1, 0.05 mm for the Artec Space Spider). Typically, each
optical scanner manufacturer offers dedicated, specialized software for rapid measurement
and post-processing of data.

In the following sections, we propose an approach based on 3D optical scanning and
modeling technique to achieve digital twins of geological artifacts for virtual inspections,
e.g., distribution analyses of the internal structure of voids, calculation of total porosity, etc.
The method is fast and cost-effective. In the laboratory, the geological core can be quickly
prepared for cutting by using resins and obtaining core fragments with homogeneous
dimensions. Optical scanning and 3D modeling of such samples give knowledge of the
distribution and internal structure of voids, which enables the calculation of total porosity.
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In future research, it will be possible to model internal structures in rocks (mainly related to
karst processes), which are dangerous from the point of view of mine operations (increased
water and gas inflows) and knowledge of their geometry is essential for safety.

2. Materials and Methods

The research was conducted in two stages. In the first stage, the cores were prepared
(cut) for testing. The second stage involved measurements using an optical scanner and 3D
modeling, as described in the article.

Measurements of selected physical parameters of the core samples were carried out
in the laboratory. After the boreholes were drilled, rock samples were taken from the
drill cores for testing hydrogeological parameters in terms of open porosity (po) [43–48],
specific yield (Sy) [44,45,47,49], and hydraulic conductivity (k) [45,47]. The samples were
cylindrical in shape (diameter 50 mm; length 55 mm) (Figure 1).

Figure 1. Rock cutting saw (left), core before cutting (center) and some examples of sliced core (right).

First, the open porosity was determined. It determines the proportion of intercon-
nected pores regardless of their size in the volume of the rock sample. The value of the
open porosity was calculated from the formula [44,45]:

po =
(Ga − Gd)

Ga − Gw
· 100% (1)

where:
Ga—the weight of the sample saturated with water (24 h) and weighed in air,
Gd—the weight of the sample dried at 110 ◦C for 24 h,
Gw—the weight of the sample saturated with water (24 h) and weighed in water.
The next step in laboratory tests was the determination of specific yield (Sy) using a

high-speed centrifuge. Specific yield defines the volume of water that can drain away from
a unit volume of rock [50].

The centrifuge’s speed is adjusted to the height of the sample to simulate a negative
pressure of 10 m of the water column, which is assumed to be the maximum value occurring
in nature and simulates natural drainage lasting 5–20 years. The Sy was calculated from
the formula:

Sy =
Vw

Vr
(2)

where:
Vw—the volume of drained water released by a suction pressure equivalent to a water

column 10 m high (cm3),
Vr—the volume of the sample/rock (cm3).
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Hydraulic conductivity (k) expresses the filtration velocity at the unit hydraulic gradi-
ent if filtration follows Darcy’s linear law [51]. It depends on the rock properties (permeabil-
ity) and the physical properties of water (mainly viscosity and specific gravity). Intrinsic
permeability was determined in Dulinski’s [52] apparatus–gas permeameter. It works
on forcing the flow of compressed gas (liquid) through the dried sample. The absolute
pressure “before” and “after” the sample and the amount of gas flowing is measured. The
formula is used for calculations:

kp =
2Qplη

F(p2
1 − p2

2)
(3)

where:
kp—intrinsic permeability [Darcy],
Q—the volume of flowing gas [cm3/s],
p—atmospheric pressure [at],
l—sample length [cm],
η—dynamic gas viscosity coefficient [cP],
F—sample cross-sectional area [cm2],
p1—the pressure of gas before sample [at],
p2—the pressure of gas behind sample [at].

After the core was tested (non-destructive testing), it was further passed through
manual processing in steps as shown in Figure 2. In the first step, the core was dried for
24 h at 105–110 ◦C. Then the core was poured with resin-colored blue. The blue color was
used to separate the actual rock core from the resin during the optical scanner phase of
testing. After 24 h, the sunken core was given a pre-processing treatment, which consisted
of aligning the bottom and top edges. The next step was to cut the core into 3 mm thick
slices. The distance between consecutive slices was 3 mm and was related to the thickness
of the cutting disc of the rock saw. The cut slices of rock were marked to uniquely identify
their position and obverse and reverse. A measurement of the thickness of the cut core slice
was made using a caliper. The procedure was repeated until the cutting of the test core was
completed. After the cutting was completed, the thickness of each rock slice was summed
and compared with the original core length to verify the correctness of the cutting. The
sum of the slice thickness and the thickness of the cut should be equal to the length of the
sample. If the difference was ±5%, the cutting process was considered to be correct.

Figure 2. Scheme of manual preparing the sample.

The scanner used in this article, the ATOS CORE 500 (Figure 3), is based on structured
blue light technology. The ATOS Core system consists of three main components: the left
camera, the projector in the middle, and the right camera (Figure 3a). The technical specifi-
cations of the instrument are shown in Table 1. The cameras are based on a stereo camera
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configuration, which means they are calibrated to each other and the angle between them
is known. The known value of the angle between the cameras enables us to determine the
measuring distance from the sensor to the point of ray convergence. The measurement
distance creates a three-dimensional measurement area, called the measurement volume,
in which the position of 3D points can be determined. During the measurement, the sensor
projects fringes onto the measured object, which are recorded by both cameras. The result
is the pixel coordinates of the 3D image from the camera. In order to fully capture the object
being measured, more scans are required from different positions of the object.

(a) (b)

Figure 3. The measurement system with the rotating table (a) and the optical scanner (b).

Table 1. Technical data of ATOS Core 500 (based on [53]).

Measuring area [mm] 500 × 380

Working distance [mm] 440

Sensor dimensions [mm] 361 × 205 × 64

Spatial resolution [mm] 0.19 (0.31) *

Weight [kg] 2.9

Temperature range [°C] +5 to +40, non-condensing

Power supply [V] 90–230
* GOM Scan with Sensor Driver 2M.

Reference points are used for the correct orientation of several scans in one common
coordinate system. In ATOS Core, they are in the form of overlapping black and white circles
of 7 mm and 3 mm in diameter. During scanning, the system determines the positions of the
reference points and the distance between them as a reference point pattern. Each reference
point has a coordinate and is numbered. In subsequent scans, the system recognizes the
pattern and triangulates its position relative to the object’s position. To determine the
sensor position, at least three reference points must always be visible for both cameras.

The process of data acquisition and processing to make 3D models and calculate the
porosity of the geological core is described and presented (Figure 4) in several stages.

Step 1. The measurement with the ATOS Core 500 optical scanner was carried out
for 11 samples (slices with the stand) of the core with the working number DK 402. The
scanning spatial resolution was 0.19 mm. Each sample was placed in a specially constructed
stand (an example of a sample is shown in Figure 5), which was permanently attached to
the rotary table (Figure 3a). The stand allowed for the same position of each sample, which
was important for the subsequent modeling of the entire geological core. The rotating table
allowed quick scanning of the slices without the need to rotate the entire scanner system.
The data of each sample was collected serially from a dozen different scanner positions,
changing only the angle and height and rotating the observation object table. At this point,
it should be emphasized that the resin surrounding the geological cores was not captured
by the scanner, or only in painted areas.
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Figure 4. Scheme of data processing for modeling and calculation of volume and porosity of the
geological core.

(a) (b)

Figure 5. Slice no. 7 placed in the stand on the rotating table at the front (a) and rear (b) view.

Step 2. The capture of the scanning data and the first processing was carried out in the
GOM Scan Software 2018 dedicated to the scanner used. In the program, all scans in the
form of a point cloud were pre-registered, i.e., connected to one common coordinate system,
using several reference points placed on the rotary table. As a result, each slice point cloud
had its own local coordinate system. Due to the program’s limitations of exporting the
collected data only to the triangle mesh format, the data was exported in the .stl format.

Step 3. The next step of model processing was performed in the open-source software
Cloud Compare (V2.13). The 3D model of each slice was cleaned by removing unnecessary
elements, such as table fragments, and residues on the resin housing, which were also
scanned. The example is presented in Figure 6.
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(a) (b)

Figure 6. Model of slice no. 7 before (a) and after (b) removing unnecessary elements.

Step 4. The GOM Scan program did not allow the imposition of coordinates for
reference points, so each slice model has a randomly assigned coordinate system. First, the
orientation of the coordinate system was determined so that the XY plane coincides with
the section plane. Then only the scanned stands (Figure 5) were used to align each model in
the same reference system. Not including a slice model fragment during model registration
affects better alignment and correct parameters of the final transformation. The obtained
transformation parameters will give correct references to the slices. Model no. 4 was chosen
as the initial model due to the best-covered scan of the stand. The “Fine Registration (ICP)”
tool based on the Iterative Closest Point (ICP) algorithm was used for the aligning.

The ICP algorithm and its variants are widely used [54–57]. The first implementations
of the ICP were carried out by Besl and McKay [58] and by Chen and Medioni [59].
The principle of operation is based on minimizing the root mean square distance between
two point clouds or models: a reference object that is kept fixed and an object to be
aligned [60]. The algorithm performs iterative rigid-body transformations as a composition
of translation and rotation. The minimization error function can be written as [55]:

(R∗, t∗) = argmin ∑
(i,j) ε C

∥∥bj − Rai − t
∥∥2 (4)

where:
ai—the input data points A,
bj—the input model points B,
R∗—the rotation 3 × 3 matrix,
t∗— the translation 3D vector.

The parameter defining the accuracy of the ICP registration performed is the RMS
(root mean square) error. It is calculated based on the distance between each point in the
aligned point cloud and its nearest neighbor in the cloud or reference model selected during
the last iteration. The mean RMS error for the registration of the stands was 0.250 mm. The
worst fit was the model of stand no. 1 with the RMS error of 0.413 mm. The error values for
the registration of the rest stands are shown in Table 2.

Step 5. As mentioned in step 4, the slice models were not taken into account during the
registration. A separate transformation based on the final transformation of the 4 × 4 matrix
with the values obtained during the registration of the stands with the ICP algorithm was
applied. This resulted in 11 overlapping models in a common coordinate system. Multiple
overlapping stands were removed.
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Table 2. The RMS value of registration for the stands.

No. of Slice and Stand RMS Value [mm]

no. 1 0.413
no. 2 0.294
no. 3 0.263
no. 4 -
no. 5 0.205
no. 6 0.203
no. 7 0.206
no. 8 0.211
no. 9 0.223

no. 10 0.210
no. 11 0.269

MEAN: 0.250

Step 6. The next step was to accurately remodel the slices, especially the pits or
shadow areas that the scanner failed to capture. For each slice model, point sampling
was performed on the mesh. To preserve the geometry of the scanned slices, an increased
spatial resolution (0.10 mm) was used for the point clouds. At this point, the median X
and Y coordinates for each slice were calculated and all values were averaged to obtain
the XY center of the geological core. Therefore, all points outside the 17 mm radius that
could be captured by the scanner as a resin coating were removed, resulting in point
clouds in a near-cylinder shape. An example is shown in Figure 7a. Surface reconstruction
was then performed using the “PoissonRecon” plug-in. It is an interface developed by
Misha Kazhdan of Johns Hopkins University to generate watertight surfaces from oriented
sets of points in the form of a triangle mesh, based on the Poisson formulation [61–64].
This method is commonly used for meshing [63,65], allowing not only the remeshing of
existing points but also filling holes in the surface. For the analyzed sample, this function
enabled modeling inaccessible pore walls or closing them. Unfortunately, the Poisson surface
reconstruction technique does not perform well in modeling the circumference of the slices
(Figure 7b). The algorithm bulges and rounds the circumferences, while the real model should
be cylindrical.

(a) (b)

Figure 7. The point cloud (a) and the 3D mesh model created by Poisson surface reconstruction (b) of
slice no. 7.

Step 7. In order to faithfully reproduce the actual geometry of the core, the next
step reconstructed the circumference of each slice based on the point clouds from step 6
with a spatial resolution of 0.10 mm. The increased spatial resolution will enable smooth
modeling of the slice circumference in the next step. The perimeter lines were created as
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polygons object using the “2D polygon (facet)” tool for the top and bottom of the slice.
This solution allows for taking into account any unevenness and pores on the edges. Then,
the point cloud was created by converting polygons into points. To accurately reconstruct
the circumference surface, the top and bottom perimeter lines were duplicated multiple
times and shifted in the Z axis until they met at the mid-height of the slice. In this way,
the point cloud representing the circumference of the slice was reconstructed. The final
spatial resolution of the point cloud was 0.19 mm. Examples of the perimeter lines and the
reconstructed circumference are shown in Figure 8.

(a) (b)

Figure 8. The perimeter lines fitted in the top and bottom of slice (a) and the reconstructed circumfer-
ence (b) of slice no. 7.

Step 8. For the final slice reconstruction, the mesh model created in step 6 was con-
verted into a point cloud with a spatial resolution of 0.19 mm. The top and bottom surfaces
of the slice were cut using the perimeter lines created in the previous step. By merging
the resulting point clouds of the two surfaces and the circumference, the final point cloud
was prepared. The mesh model was made in the MeshLab software (V2022.02) using the
“Surface reconstruction: Ball Pivoting” tool. The Ball-Pivoting Algorithm (BPA) builds a
triangle mesh by rotating a circle with constant normalization on an interpolating point
cloud. The process begins with a seed triangle and continues with triangulation [66–68].
The algorithm includes all points from the point cloud, which allows for accurate modeling
of the section with the envelope. The 3D models are shown in Figure 9. The next step was
to create a model that would present the true character of the geological core. Assuming
a saw cut thickness of 3 mm, each successive sample was moved in the Z axis. The final
model of the geological core is shown in Figure 10a.

no. 1 no. 2

no. 3 no. 4

Figure 9. Cont.
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no. 5 no. 6

no. 7 no. 8

no. 9 no. 10

no. 11
Figure 9. The 3D models of the individual slices of DK 402 sample.

(a) (b)

Figure 10. The real 3D model of the sample with voids (a) and the standard 3D model without voids (b).

Step 9. In order to properly calculate porosity, it is necessary to know the volume
of the sample. Due to the irregularity of slice thickness, simplifying the volume using a
cylindrical shape could give erroneous results. Therefore, it was decided to make standard
models without voids using real models. As in step 7, a plane fit was made to the top
and bottom of the slice using the “2D polygon (facet)” tools, with correction for concavity
caused by the presence of pores. Finally, a point cloud was created with a minimum spatial
resolution of 0.19 mm. The next step was to map the perimeter in a cylindrical shape. Here,
the procedural steps were analogous to step 8. The resulting standard models without
voids are shown in Figure 10b.
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Step 10. The final processing process consisted of calculating the volume of the 3D
models and porosity as a percentage ratio of the sum of the volume of the void to the sum
of the standard model volumes. The volume of the models was calculated in MeshLab
software and as a control in CloudCompare, which also has a tool for calculating geometric
measures. The results from both programs were identical and are shown in Table 3.

Table 3. The values of volume of each slice and internal voids for standard (without voids) and real
models (with voids).

Standard (without Voids) [mm3] Real (with Voids) [mm3] Voids [mm3]

no. 1 2722.92 2722.36 0.57
no. 2 2021.99 1985.41 36.58
no. 3 2291.52 2214.09 77.43
no. 4 2287.05 2228.79 58.26
no. 5 2402.19 2296.07 106.12
no. 6 2131.82 2117.95 13.87
no. 7 2291.45 2267.89 23.57
no. 8 2753.07 2542.97 210.10
no. 9 2343.45 2259.65 83.80

no. 10 2753.88 2674.08 79.80
no. 11 2044.86 1971.82 73.04

26,044.21 25,281.08 763.13
100% 97.07% 2.93%

3. Results

A core sample with karst manifestations visible on the outer walls was selected for
analysis. First, non-invasive laboratory tests were performed. Then the core was coated
with resin, rubbed, and examined with an optical scanner. As a result of laboratory testing
of the physical parameters of the rocks, the following results were determined: open
porosity (po) = 7.65%, specific yield (Sy) = 3.6, hydraulic conductivity (k) = 1.09−8 [m/s].

The data obtained from the optical scanner and processed in the software allowed for
determining the volume of voids (=pores). The value obtained was 2.93% (Table 3).

4. Discussion

In this article, the authors proposed an approach to model the geometry of geological
cores and assess the porosity value of the sample. The comparison of the porosity value
obtained with a 3D optical scanner with that of the classic porosity measurement showed
that the value was significantly lower—2 to 6 times. This comparison is not entirely correct.
In the laboratory, the open porosity (po) was measured taking into account those cracks
and pores that had a connection between each other and were able to conduct the medium
(water, gas). The optical scanner was used to analyze the total volume of voids, which is
more likely to be equated with total porosity. At this stage, the authors have not modeled
the internal structure of the voids (Figure 11). Such a model would help determine which
voids have connectivity with the external surfaces of the sample (open porosity) and which
do not (closed porosity). Modeling of the internal structure of the voids in the core is
planned in the next stages of the work.

The reasons for this difference can be found in several aspects:

1. The optical scanner used enables the detection of pores with the spatial resolution
of the scanner, which is theoretically 0.19 mm. Observations during and after the
measurement (scanning) indicate that not all holes with this minimum diameter
were detected.

2. The slice placed in the stand during the entire scanning process is fixed on a rotating
table, which provides an equal pattern of reference points and allows pre-registration.
The object cannot be turned upside down to scan the innermost parts of the pores. In
addition, optical scanner measurement is possible when at least three reference points
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are visible. Therefore, the position of the scanner position relative to the table cannot
be set below its height. This makes it impossible to capture the full geometry of the
holes, especially those with complex structures.

3. Underexposed areas are also undetectable by the scanner, which was the case for
narrow and deep holes.

4. Incomplete capture of the holes with the scanner, especially the deeper parts, can
result in erroneous surface reconstruction with the Poisson algorithm. Moreover, a
void, which should be open because it occurs on several slices, may have been closed
in the wrong place.

5. The circumferences of the slices were created using the perimeter line of the two edges
of the slice: the top and bottom. They met at the mid-height of the slice. In fact, the
shape of this cylinder plane should run smoothly.

6. Calculation of the volume of standard slices with filled voids was based on a model
created by fitting planes to real surfaces. The real surfaces of the slices are not perfectly
flat, and as the result, the volume was larger or absent in some places.

Figure 11. Visualization of the problem of the lack of modeled internal structure of voids.

However, the research carried out allows us to draw some conclusions. The measure-
ment of open porosity enables us to know the total volume of pores responsible for the
conduction of water or gas in the rock environment. Due to the long time required to fill the
pores with water, it is necessary to saturate the samples for a long period of time. Typically,
the wet mass of a specimen increases with immersion time. The value of water absorption
can be determined when a stable wet mass is achieved, which no longer increases with
the immersion time [69]. In the case of sandstone, it takes about 40 h for the sample to be
fully saturated with water, so the laboratory adopted a soaking time of 48 h for samples of
various rocks (sedimentary, magmatic, metamorphic), allowing even the smallest spaces to
be filled with water. This method of measurement is widely used to determine the water
absorption capacity of rocks. It only gives quantitative information but says nothing about
the internal structure of the rock voids. Observations made during other studies by the
authors indicate that, depending on the shape of the voids, samples with similar open
porosity show different geomechanical and conductive properties. The optical scanner
method is not as accurate and has its limitations. Its advantage is that it can reproduce
the size and distribution of pore spaces in the sample despite the fertility limitations. The
development of optical analysis methods combined with modeling of the internal structure
of voids will enable the separation of open porosity from total porosity for a given sample
in subsequent steps. These issues are important for assessing gas hazards in the rock mass
in a mine. They will also allow the modeling of the amount of gas that can be released from
the rock mass after blasting.

Future research should focus on modeling the voids created after cutting. Accurate
modeling of voids inside cores and more accurate determination of porosity are also areas
of great research potential.
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5. Conclusions

The laboratory methods currently used to determine porosity are used to measure
open porosity. These measurements give information about the number of permeable
pores in relation to the volume of the test sample. The results of these analyses are widely
used in various calculation methods for estimating inflow to pits, shafts, or mine workings.
Assessment of karst and fracture structures in rock samples has rarely been undertaken
to date. This was due to the lack of appropriate testing tools. The development of optical
scanning methods and computer scan processing opens up new possibilities for the analysis
karst fracture structures in rock samples. In addition, it is a fast and effective method based
on low-cost equipment and software. Other modern techniques, such as X-ray computed
tomography imaging, despite their high accuracy and time efficiency, are significantly
costly, making them difficult to access and limited in availability. The method proposed
by the authors is based on relatively cheap and available measurement equipment and
open-source software that can be used by non-experts.

The research presented here has a preliminary character, for validating the method for
assessing the shape and size of voids that occur inside a rock sample.The team’s further
work will focus on developing algorithms to reconstruct the rock surface and build an
internal model of voids in the sample. This data can then be used to model the flow of
water or gases in the rock environment to better predict dangerous phenomena in mines or
tunnels. This will open up new possibilities for assessing rock mass formation and selecting
rational dewatering methods.
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