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Abstract: This paper presents an application of the Simulink stvmgain S-function for the thermal
modelling of a building zone based on the resistance–capacitance scheme of EN ISO 13790. That
model in the form of the state-space matrix with time-varying elements was used in simulations
of a building with hourly and, suggested in that standard, daily averaged ventilation airflow in
five European cities. The following two ventilation schedules were used: occupancy-based; and
wind-dependent. Comparative simulations were conducted in EnergyPlus. In general, the results
obtained for the annual heating and cooling demand were better for hourly than daily averaged
ventilation with an error below 10%. However, in several cases of cooling, the error was above 30%.
When considering hourly indoor air temperatures, the proposed method provided very good results
with MAE of up to 0.52 ◦C and 0.46 ◦C, RMSE < 0.69 ◦C and 0.62 ◦C, and CV(RMSE) < 3.09% and
2.75% for the daily averaged and hourly ventilation flow, respectively. For wind-driven ventilation,
the temperatures were as follows: MAE < 0.49 ◦C and 0.48 ◦C; RMSE < 0.69 ◦C and 0.68 ◦C; and
CV(RMSE) < 3.01% and 2.97%.

Keywords: EN ISO 13790; linear time-varying model; 5R1C thermal network; Matlab S-function;
state-space; EnergyPlus; Simulink; varying ventilation airflow

1. Introduction

Thermal network models, also known as resistance–capacitance (RC) networks, in-
troduced by Beuken [1] and then rapidly developed in combination with the lumped
capacitance method by other researchers, are widely used in a transient heat flow analysis
at relatively low computational costs [2]. They are frequently employed in the thermal mod-
elling of different physical objects of various complexities, such as the hard disk drive [3],
the two-phase closed thermosyphon [4], the high-power LED light [5], the combustion
chamber of the diesel engine [6], or the passive-cooled battery pack [7]. In addition to these
problems, thermal networks are commonly used in building-related simulations. Here, the
range of applications is very wide and includes issues such as passive solar systems [8], flat
plate solar collectors [9,10], and air zone models [11].

Recently, thermal networks have been more and more frequently used for load estima-
tion of buildings [12] and dynamic modelling of buildings [13,14]. The growing importance
of the energy assessment of buildings has made thermal network models more frequently
used in the prediction of indoor conditions [15] or thermal loads [16]. These two fields of
application resulted in the development of many schemes of various complexities [17–21].

One such circuit was introduced by EN ISO 13790 [22] in the form of the 5R1C (five
resistors and one capacitor) network model of a building zone. The hourly calculation
procedure described in that standard can be applied to popular spreadsheets for typical
cases [23–25]. It uses hourly weather data and introduces hourly schedules for internal
gains and building occupation. However, it recommends (in Section 9.3 and Appendix J of
the standard) calculations based on daily averaged values of the ventilation flow.
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Common simulation practice, especially in energy auditing of buildings [26–28], is to
use a constant ventilation airflow for the whole year [19,29–32]. On the other hand, detailed
simulation tools enable the introduction of hourly and sub-hourly schedules [33–35]. Hence,
these two approaches are present in the literature. However, no deeper analysis of their
use on the simulated thermal performance of a building has been performed so far. Thus,
an investigation in this direction should be conducted. For this purpose, an application of
the Matlab/Simulink package is proposed in this paper. This tool offers a wide range of
possibilities to build appropriate simulation models that can be used for different purposes
related to the dynamic analysis of buildings and their systems [36–38].

Recently, the network model of EN ISO 13790 has been implemented in the Mat-
lab/Simulink environment. Zadeiks et al. [39] used the modified 6R1C version of the 5R1C
generic model with additional thermal conductance to separate the infiltration airflow.
Under assumed constant ventilation, the simulation of the heating energy demand of a
single room in November resulted in a 1.37% deviation in comparison to the IDA-ICE
tool. Measurement in a real educational building resulted in a 10.68% difference in heating
consumption in December.

The same tool was used in [40]. The authors modified the 5R1C model to the 6R2C
scheme with separated ventilation and infiltration flows and an additional internal air
capacitance combined with an air handling unit (AHU). Then, daily heating and cooling
energy consumption in an educational building were analysed. The average root mean
square error (RMSE) between simulation and measurement of daily and monthly cooling
was 47.9% and 1.98%, respectively. For the heating mode, these indices were from 18.6% to
51.1% and from 1.55% to 7.39%, respectively. The authors recommended further analysis of
the building at the level of zones, each with its ventilation unit.

Buonomano et al. [41] modified the 5R1C circuit, adding two new thermal conduc-
tances to model a building façade integrated with a solar thermal collector. Then, that
scheme was implemented in Matlab. The authors performed these experiments in a multi-
floor building with a 23.8 m2 south-facing wall with a 4 m2 window and six flat-plate
solar collectors. Ventilation airflows were estimated based on the working schedules. The
maximum difference between measured and simulated absorbing plate and glass cover
temperatures was up to 1.3◦C and 0.9◦C, respectively.

Cirrincione et al. [42] measured monthly energy for space heating and cooling of a
historic city hall building. Constant ventilation was adopted. In reference to EnergyPlus,
in Matlab, the simulation of the EN ISO 13790 and EN ISO 52016 [43] models revealed
significant differences in cooling, but the authors did not present a detailed analysis.

Vivian et al. [44] simulated the heating and cooling peak loads and thermal demand
of an apartment in four thermal capacity versions, each in four locations. In Matlab,
they implemented the 5R1C model of EN ISO 13790 and the 7R2C model of the German
VDI 6007-1 standard [45] and then compared the results with the dynamic tool TRNSYS.
The authors assumed a constant ventilation airflow rate in all cases. Performed simulations
revealed that, depending on the building’s insulation and structure, the analysed models
tended to overestimate the peak heat load by up to 8.1% and 4.0%, while the cooling peak
load differed by up to −14.5% and +4.1% for 5R1C and 7R2C models, respectively. Annual
needs for space heating differed by up to 33% and 16%, respectively. Smaller differences of
−5.1% and +4.7% were noticed for space cooling.

Based on the state-space description, Michalak [46] implemented the 5R1C model
in Simulink. Two ventilation schedules, each in a single-family building, in 20 European
locations were considered. Annual heating and cooling demands, compared to the detailed
simulations in EnergyPlus, showed differences of up to 10.75% and 17.20%, respectively.
Indoor air temperature showed good agreement with the reference data.

In [47,48], authors implemented the 5R1C model in Mathcad and simulated the
monthly heating energy consumption of a single room in a thermally heavy building
with constant ventilation flow. Differences between that model and detailed calculations in
EnergyPlus were up to 7%.
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The presented review shows that simulations of buildings with the use of the 5R1C
model were performed mainly with constant airflow rates. When considering varying
conditions, the authors focused on the accuracy of the indoor air temperature and thermal
demand prediction by the model.

The importance of these two elements from the point of view of the building users is
obvious. On the other hand, the operative temperature is used for a proper assessment of
the thermal comfort of the space. The thermal model of standard EN ISO 13790 makes it
possible to calculate this, so it is advisable to evaluate it from this point of view.

The impact of daily averaged ventilation airflow suggested by EN ISO 13790 on the
accuracy of the simulations was not analysed, and this is the research gap that requires
a more detailed study. Therefore, this paper aims to determine the impact of hourly and
daily averaged ventilation schedules on the accuracy of the annual heating and cooling
needs calculated via the simple hourly method and the 5R1C thermal network model of
a building from EN ISO 13790. The thermal model of a building zone was described in
state space and then implemented in the Matlab/Simulink R2017b environment using the
time-varying matrix gain S-functions. Then, the simulation results were compared with the
detailed simulation in EnergyPlus. Finally, concluding remarks were given.

2. Materials and Methods
2.1. Linear Time-Varying State-Space Thermal Model of a Building Zone
2.1.1. Theoretical Background

The degree of difficulty of the analysis and modelling of the behaviour of the physical
systems over time depends mainly on the complexity of their mathematical description.
Slightly simplifying, one can assume that under this criterion, systems can be classified as
time-invariant or time-varying [49]. Time-invariant models are simpler and, therefore, are
more likely to be used. But the time scale of the model is not always small when compared
to the life span of the modelled process. Then, the time invariance cannot be assumed, and
the time-varying systems analysis should be applied [50]. Such models are called linear
time-variant or linear time-varying (LTV) models. The theoretical background of this class
of systems is given in the literature [49–51].

Mathematical models of the physical systems may assume different forms. Linear
dynamic systems can be described by the ordinary differential equations (ODEs), in-
put/output model (black-box model), transfer functions, or state-space notation. The
compact form of the latter form ensures that even a large system can be represented by
the set of two equations. They have the same form, regardless of the order of the system,
making the development of the solution techniques very easy. Finally, the matrix/vector
modelling is very efficient from a computational standpoint for computer implementation.
Thanks to these features, state-space form is widely used in building simulation [52–54].

The LTV system is represented in state space by the set of the two equations:

x′ = A(t) x(t) + B(t) u(t) (1)

y = C(t) x(t) + D(t) u(t) (2)

for
x ∈ Rn, u ∈ Rp, y ∈ Rr,

where u, x, and y signals are called the input, state, and output of the system, respectively;
A is the system matrix (with dimensions of n × n); B is the input matrix (n × p); C is the
output matrix (r × n), and D is the feed-forward matrix (r × p). The first-order differential
Equation (1) is called the state equation, and Equation (2) is called the output equation [49].
This system of equations describes an input–output relationship between the input (u)
and output (y) signals. For the known input u, the state Equation (1) should be solved
to determine the state x. Then, the known state x can be substituted into the output
Equation (2) to obtain the output y.



Energies 2023, 16, 7958 4 of 25

Ordinary differential equations describing a considered system can be directly imple-
mented in Matlab with the use of available solvers or using the S-Functions in Simulink [55].
The second solution also allows for user-friendly graphical modelling, where different
mathematical operations are performed in block diagrams [56].

2.1.2. Time-Varying Matrix in Matlab/Simulink

One of the potential ways of implementing a time-varying state-space thermal model
of a building is to write a specially designed function. Matlab gives the possibility to call its
own subroutines (written in C, C++, or Fortran) from the command line. These programs
are called binary MEX files and are loaded and executed by the Matlab interpreter. Each
MEX file may contain only one function or subroutine, and it has the same name as the
MEX file. For the users’ convenience, the Matlab/Simulink package contains exemplary
C MEX S-functions [57]. One of them is function stvmgain saved in the stvmgain.c file.
It is the source for the continuous time-varying matrix gain S-function block. Because
the application of this function is rarely met—only two papers with its application were
found [46,58]—it requires an additional explanation.

The stvmgain S-function has two parameters, i.e., the “gain” (K) and the “sample
time”, defined in the initial part of the stvmgain.c file as follows:

/* first parameter: gain */
#define K_IDX 0
#define K_PARAM(S) ssGetSFcnParam(S,K_IDX)
/* second parameter: sample time */
#define SAMPLE_TIME_IDX 1
#define SAMPLE_TIME_PARAM(S)ssGetSFcnParam(S,SAMPLE_TIME_IDX)
#define NPARAMS 2

These variables are user-defined and can be adjusted in the box “S-function param-
eters” in the window “Function Block Parameters: S-Function”. For example, if the box
“S-function parameters” is filled with [2 2; 2 2], 1, it means that input gain K has two columns
and two rows, and all their values are equal to two. The sample time is set to 1. These
values are used only at the initial step of the simulation.

According to the information included in the stvmgain.c file, this block has two inputs.
The first is the input signal, and the second is the input gain. The gain K defines the number
of columns and rows of the input gain as follows:

#define NOUTPUTS mxGetM(K_PARAM(S)) /* rows of K */
#define NINPUTS mxGetN(K_PARAM(S)) /* columns of K */

The following S-function methods are used to validate entered parameters to verify
that they are okay. Also, one sample time is set to use. The information about sizes is
used by Simulink to determine the S-function block’s characteristics (number of inputs,
outputs, states, etc.). Among others, the number of columns of U must match the number
of columns in K. It means that the width of the input signal is columns of U (NINPUTS) +
number of the elements of K (matrix_size):

numInputs = NINPUTS + matrix_size;

and the S-function has a single input port whose width is set by the following numInputs:

if (!ssSetNumInputPorts(S, 1)) return;
ssSetInputPortWidth(S, 0, numInputs);
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The same concerns the output port whose width is NOUTPUTS:

if (!ssSetNumOutputPorts(S, 1)) return;
ssSetOutputPortWidth(S, 0, NOUTPUTS);

The mdlOutputs method computes the signals that this block emits. It is invoked by
Simulink at each simulation time step. It computes the S-function’s outputs at the current
time step and stores the results in the S-function’s output signal arrays.

To perform the matrix multiplication and to create an output, the matrix memory
storage is needed because the results from one calculation step are used in the next one.
For such a case, work vectors for data storage should be used. The ssGetRWork(S) macro
was used to obtain the real-valued (real_T) work vector. It returns a pointer (*kPtr) to the
allocated work vector. This is a very important part of this function as it determines how
the input signal and input gain multiplication procedure is carried out. It is defined as
follows [57]:

staticvoidmdlOutputs(SimStruct*S, int_Ttid)
{

real_T*y= ssGetOutputPortRealSignal(S,0);
InputRealPtrsTypeuPtrs = ssGetInputPortRealSignalPtrs(S,0);
real_T*kPtr = ssGetRWork(S);
size_ti,j;
real_Taccum;
UNUSED_ARG(tid);

/* Matrix Multiply: y = K * u */
for (i = 0; i< NOUTPUTS; i++)

{
accum = 0.0;

/* K * u */
for (j = 0; j < NINPUTS; j++)

{
accum += kPtr[i + NOUTPUTS*j] * U(j);

}
y[i] = accum;
}
}

The temporary variable accum is used to store the calculated value of the k-th element
of the output matrix, where k = {0, 1, . . ., (i·j) − 1}. The multiplication procedure of the
input gain K and input signal u starts from k = 0, when i = 0 and j = 0, to k = i·j − 1 for
i < NOUTPUTS and j < NINPUTS. The pointer kPtr[i + NOUTPUTS * j] indicates the
position in the vector containing elements of the input gain (K).

Because the first input parameter for the stvmgain function is the input signal (u, x,
or y) and the second is the input gain (A, B, C, or D), the system of Equations (1) and (2)
should be converted into the following form:

x′(t) = x(t) A(t) + u(t) B(t) (3)

y(t) = x(t) C(t) + u(t) D(t) (4)

Solutions of pairs of Equations (1)–(4) should be the same. However, in matrix multi-
plication, the order of factors has an impact on the product.
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The input data to the stvmgain block are in the form of a row vector. The operation of
the multiplication of row and column vectors is commutative. However, a problem can
occur when the number of columns or rows is higher than one.

To properly perform the multiplication procedure using the stvmgain function, let us
examine the process of the B and u multiplications in detail using the exemplary second-
order 4R2C model presented in [59]. As two capacitors (2C) are present in this system, it
has two state variables (n = 2). It has five inputs (m = 5), namely, the internal and solar
gain, supply air, ambient air, and water supply temperature. Finally, two outputs (r = 2)
can be defined: concrete core; and zone temperatures. Hence, matrix A has the dimensions
of [2 × 2], B = [2 × 5], C = [2 × 2] and D = [2 × 5]. Vector u = [5 × 1] and v = [2 × 1].

In this model, the variable NOUTPUTS = 2 (rows of B) and NINPUTS = 5 (columns of
B). The input signal for the stvmgain function is the column vector u. It should be written
in the form of a row vector as u11, u21, u31, u41, u51. Its elements are indexed by the U(j)
variable from j = 0 (U(j) = u11) to j = 5 (U(j) = u51). The same form should have the second
input parameter—the time-varying matrix B: b11; b12; b13; b14; b15; b21; b22; b23; b24; b25.
The elements of matrix B are indexed by the pointer kPtrin the same way as for the u vector.

The multiplication procedure in the stvmgain S-function is presented in Table 1. For
the successive steps, the values of all internal variables can be seen. The calculation loop
starts from the index i = 0 and j = 0 and ends for i and j, determined according to the number
of inputs and outputs of the system, respectively.

Table 1. The multiplication procedure of the stvmgain function.

Step i Accum j i + NOUTPUTS * j kPtr[i + NOUTPUTS * j] U(j) y[i] = Accum

1 0 0 0 0 + 2·0 b11 u11 b11·u11
2 0 b11·u11 1 0 + 2·1 b13 u21 b11·u11 + b13·u21

3 0 b11·u11 + b13·u21 2 0 + 2·2 b15 u31
b11·u11 + b13·u21 +

b15·u31

4 0 b11·u11 + b13·u21 +
b15·u31

3 0 + 2·3 b22 u41
b11·u11 + b13·u21 +
b15·u31 + b22·u41

5 0 b11·u11 + b13·u21 +
b15·u31 + b22·u41

4 0 + 2·3 b24 u51

b11·u11 + b13·u21 +
b15·u31 + b22·u41 +

b24·u51

The end of the first loop (for i = 0)

6 1 0 0 1 + 2·0 b12 u11 b12·u11
7 1 b12·u11 1 1 + 2·1 b14 u21 b12·u11 + b14· u21

8 1 b12·u11 + b14·u21 2 1 + 2·2 b21 u31
b12·u11 + b14· u21 +

b21·u31

9 1 b12·u11 + b14·u21 +
b21·u31

3 1 + 2·3 b23 u41
b12·u11 + b14·u21 +
b21·u31 + b23·u41

10 1 b12·u11 + b14·u21 +
b21·u31 + b23·u41

4 1 + 2·3 b25 u51

b12·u11 + b14·u21 +
b21·u31 + b23·u41 +

b25·u51

The end of the second loop (for i = 1)

If the set of real numbers is R, the multiplication of two matrices, A and B, is defined
only if the number of columns in A is equal to the number of rows in B. If A ∈ Rm×n and
B ∈ Rn×p, then C = AB ∈ Rm×p, and the ij-th element cij of the matrix C is:

cij =
n

∑
k=1

aik·bkj (5)

Continuing, in the case of B = [2 × 5] and u = [5 × 1], we obtain the resulting matrix of
2 × 1 with the elements b11·u11 + b12·u21 + b13·u31 + b14·u41 + b15·u51 in the first row and
b21·u11 + b22·u21 + b23·u31 + b24·u41 + b25·u51 in the second one. So, by looking at Table 1,
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it is obvious that there are some differences between the resulting summations for these
two methods. Knowing that, the input matrix B can be modified in the way that output
vectors in both cases will be the same.

2.2. Thermal Network Model of EN ISO 13790

The EN ISO 13790 standard [22] describes the simple hourly method for the calculation
of building energy demand for space heating and cooling. This method is based on an
equivalent thermal–electric network model of a building zone, which consists of five
resistances and one capacitance (5R1C), as presented in Figure 1. It has been described in
detail recently [60–63].
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Internal and solar gains are split into three parts, Φia, Φst, and Φm, connected to
the indoor air (Ti), the central node (Ts), and the thermal mass (Tm) temperature nodes,
respectively. The central node, Ts, is a mix of the indoor air temperature and mean radiant
temperature. ΦHC is heating or cooling power supplied to or extracted from a zone. The
heat transfer by ventilation (Hve) connects the supply air temperature (Tsup) with the
internal environment. Htr,w is the thermal transmission coefficient of doors, windows,
curtain walls, and glazed walls and is connected with the temperature of external air
(Te). The thermal transmission coefficient of opaque building elements is split into the
external (Htr,em) and the internal (Htr,ms) parts, connected to the single thermal capacity
(Cm) representing the thermal mass of a zone. Coupling conductance Htr,is connects Ti and
Ts. Values of all elements of this model can be determined according to the calculation
procedure described in that standard.

At each time step, heat fluxes Φia, Φst, and Φm are obtained from heat fluxes due to
internal sources (Φint) and solar irradiance (Φsol), using the following equations given in
that standard:

φia = 0.5φint. (6)

φm =
Am

At
(0.5φint +φsol). (7)

φst =

(
1− Am

At
− Htr,w

9.1At

)
(0.5φint +φsol). (8)

Then, heat transfer by ventilation is computed from the relationship:

Hve = $a·ca·qve, (9)

where
ρa—air density, kg/m3

;
ca—specific heat of air at constant pressure, J/(kg·K);
qv—ventilation airflow rate, m3/s.

As presented in Figure 1, heat transfer by ventilation (Hve) is connected directly to
the indoor air node. Hence, it directly affects thermal conditions within a considered zone.
This connection, within the calculation procedure, forms the thermal–airflow coupling in
the considered 5R1C model.
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The dynamic solution of this network is based on the Crank–Nicholson scheme. The
resulting nodal temperatures Ti and Ts are the averages for the considered one hour. The
thermal mass temperatures Tm,t and Tm,t−1 are the instantaneous values at time t and t − 1,
respectively. Tm,t is obtained via

Tm,t =
Tm,t−1

(
Cm

3600 −
Htr,3+Htr,em

2

)
+φm,tot

Cm
3600 +

Htr,3+Htr,em
2

(10)

The total heat flow rate to the mass node is given by

φm,tot = φm + Htr,emTe +
Htr,3

Htr,2

(
φst + Htr,wTe + Htr,1

(
φia +φHC

Hve
+ Tsup

))
, (11)

with the equivalent thermal conductances Htr,1, Htr,2, and Htr,3, as follows:

Htr,1 =
1(

1
H ve +

1
Htr,is

) , (12)

Htr,2 =
1

Htr,1
+

1
Htr,w

, (13)

Htr,3 =
1(

1
Htr,2

+ 1
Htr,ms

) . (14)

Then, the average values of nodal temperatures are computed as follows:

Tm = (Tm,t + Tm,t+1)/2, (15)

Ts =
Htr,msTm +φst + Htr,wTe +

Htr,3
Htr,2

(
Htr,1

(
φia+φHC

Hve
+ Tsup

))
Htr,ms + Htr,w + Htr,1

, (16)

and

Ti =
Htr,msTm + HveTsup +φia +φHC

Htr,is + Hve
. (17)

Based on them, the operative temperature can be computed:

Top = 0.3 Ti + 0.7 Ts . (18)

One can notice that the ventilation airflow is calculated first, and then, the heating or
cooling power is required to maintain the setpoint indoor temperature, and the resulting
air temperatures are obtained. Then, in the next time step, the ventilation airflow rate (and
Hve) is calculated once again from the ventilation schedule, and the whole procedure is
repeated. Heat transfer by ventilation is not corrected due to actual thermal conditions,
but it is computed once at each time step. This kind of thermal–airflow coupling is called
sequential coupling [64–66]. Its schematic workflow is presented in Figure 2.

There are also several simplifications in that model that should be remembered when
comparing its results with other tools. At first, all partitions are lumped in a single thermal
capacity (Cm). Next, solar gains are distributed to the “s” and “m” nodes at constant shares,
independent of the position of the sun.

Heat transfer by ventilation air (Hve) is calculated under the assumption of the con-
stant value of volumetric heat capacity of air ρaca = 1200 J/m3K, independent of outdoor
thermal conditions.
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Also, the numerical algorithm (Crank–Nicolson method) applied to solve the differen-
tial equation of the 5R1C model may differ from those used in other tools, which may be
the next source of discrepancies.

2.3. The 5R1C Network in Matlab/Simulink

This circuit can be easily solved by the node potential method and represented in
the state-space notation, which is commonly used when describing thermal models of
buildings [15,20,52]. The details of this derivation can be found in [46,67].

As there is a single capacitor (Cm), there can be one dynamic equation with Tm. Input
vector u is given by input variables Te, Tsup, Φm, Φst, Φia, and ΦHC. The output vector
is formed from Ti and Ts. In such a case, the matrix A has the dimensions of [1 × 1],
B = [1 × 6], C = [1 × 2], and D = [2 × 6]. Vector u = [6 × 1] and v = [2 × 1]. The output
vector consists of Ti and Ts. Hence, we obtain

x = [Tm] (19)

.
x =

[ .
Tm

]
(20)

u =



Te
Tsup
Φm
Φst
Φia

ΦHC

, (21)

and

y =

[
Ti
Ts

]
. (22)

Then,

A =

[(
(Htr,is + Hve)·Htr,ms·Htr,ms

K
−Htr,em −Htr,ms

)
1

Cm

]
(23)

B =
[
Htr,em +

(Htr,is+Hve)·Htr,ms·Htr,w
K

Htr,is·Htr,ms·Hve
K 1 Htr,ms(Htr,is+Hve)

K
Htr,is·Htr,ms

K
Htr,is·Htr,ms

K

] 1
Cm

, (24)



Energies 2023, 16, 7958 10 of 25

C =
[

Htr,is·Htr,ms
K

(Htr,is+Hve)·Htr,ms
K

]
(25)

and:

D =

[
Htr,is·Htr,w

K Hve
Htr,is+Htr,ms+Htr,w

K 0 Htr,is
K

Htr,is+Htr,ms+Htr,w
K

Htr,is+Htr,ms+Htr,w
K

(Htr,is+Hve)·Htr,w
K

Htr,is·Hve
K 0 Htr,is+Hve

K
Htr,is

K
Htr,is

K

]
, (26)

with:
K = (Htr,ms + Htr,w)·(Htr,is + Hve) + Htr,is·Hve (27)

Based on this solution, the time-varying state-space model of the building given by
the set of Equations (1) and (2) was built in the form of four “stvmgain” function blocks
(Figure 3). The input and time-varying values of elements of the A, B, C, and D matrices at
each time step are applied to the corresponding inputs.
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Figure 3. The schematic diagram of the time-varying state-space block in Simulink.

This sub-system can be easily connected with the control system to maintain the
required indoor air or operative temperature. The elements of the matrices A, B, C, and
D given by Equations (23)–(27) and input vector (u) by Equation (21) can be calculated at
each time step of the simulation. If hourly values of weather data and building occupation
schedules are known, they can be generated in Matlab by the S-function written in MAT-file
and then saved in data-file values of the elements of all matrices and input vector for
the whole year (8760 time steps). The data are saved in the form of a row vector as a
sequence of samples consisting of the time stamps (consecutive hours of the year) and the
corresponding elements of the given matrix. The diagram of the whole model is presented
in Figure 4.
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The initial temperature of the thermal mass of the building was set to 20 ◦C in the“1/s”
(integrator) block. Indoor temperature control is based on the air temperature (Ti). In the
“Dead zone” block, the “Start of dead zone” and the “End of dead zone” parameters were
set to 20 and 26 as the set point temperatures for heating and cooling, respectively. The
temperature error gain in the FHC block was set to −5000 to obtain the negative control
feedback. Then, the saturation block was used to set the maximum available thermal
power ΦHC.

2.4. Validation of the Model

Validation and verification (V&V) of the results provided by various building energy
performance simulation tools have recently been widely analysed [68–71].

For validation purposes, there are traditionally selected three kinds of comparative
tests: analytical solutions; detailed simulation tools; or experimental data [69]. Due to a lack
of appropriate measurements, the validation of the model was performed by comparison
with the detailed simulations in EnergyPlus software (Version 8.1) [72]. This tool was
treated as a reference numerical experiment to which the analysed 5R1C model created in
the Matlab/Simulink environment was compared.

When comparing simulation results from different tools, their constraints should
also be taken into account. The main features of the 5R1C model are given in Section 2.1.
EnergyPlus is a much more sophisticated tool, and more advanced algorithms have been
implemented for the solution of coupled thermal–airflow problems. As given in Engineer-
ing Reference [73], it is an integrated simulation tool whose major parts (building, system,
and plant) must be solved simultaneously.

According to [74], in EnergyPlus, the room air models are coupled with the heat
balance routines within the framework presented by Griffith and Chen [75], assuming
that at each time step, the air model provides conditions to compute air temperature,
which passes to load and energy routine. Then, the latter passes the values for the indoor
temperature to the air model. As a result, thermal and airflow models iterate within the
same time step until convergence criteria (error) are satisfied. This kind of thermal–airflow
coupling is called onion coupling [76].

The simulations were performed for five cities (Table 2) in different climatic zones
of Europe. These zones were defined in [77] based on the number of heating (HDD) and
cooling (CDD) degree days. In all simulations, the weather data from the EnergyPlus
website [72] were used.

Table 2. Test locations. The base temperature: 18.3 ◦C (65 ◦F).

No. Location CDD HDD Zone Elevation above Sea
Level [m] Latitude Longitude

1 Valencia 801 1088 A 62 N 39◦30′ W 0◦28′

2 Montpellier 514 1719 B 6 N 43◦34′ E 3◦58′

3 Lajes 385 696 C 55 N 38◦46′ W 27◦6′

4 Torino 388 2533 D 287 N 45◦13′ E 7◦39′

5 Ostrava 107 3644 E 256 N 49◦43′ E 18◦10′

In each location, the same model of the two-storey house on the rectangular plan of
9.7 m × 8.1 m, 5.4 m high, and with a flat roof, inhabited by a family of five, was used.
The longer wall of the building was oriented in the east–west direction. It had a total
conditioned floor area of Af = 148.6 m2, with the total area of all surfaces facing the building
zone Atot = 559.4 m2 and an internal volume of 367.45 m3.

The thermophysical properties of the used materials are given in Table 3. They were
taken from [78] and the manufacturers’ data. The layers of the external partitions were
given from the external to the internal side. In the case of the ceiling—from the upper to
the lower storey.
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Table 3. The thermophysical properties of the opaque components.

Partition/Material Thicknessd
[m]

Thermal
Conductivityλ

[W/m·K]

Densityρ
[kg/m3]

Specific Heat
cp [kJ/kgK]

External wall
Styrofoam 0.15 0.04 12 1.46

Cellular concrete blocks 0.25 0.17 600 0.84
Internal plastering 0.02 1.00 1800 1.00

Internal ceiling
Wooden floor covering 0.02 0.20 600 2.50

Reinforced concrete 0.10 2.30 2300 1.00
Internal plastering 0.02 1.00 1800 1.00

Roof
Rain protection 0.01 0.23 1500 1.30

Insulation 0.20 0.04 50 0.85
Gypsum plaster 0.02 0.21 900 0.85

Ground floor
Gravel 0.10 0.90 1800 0.84
Screed 0.08 1.15 1800 0.84

Styrofoam 0.06 0.04 12 1.46
Wooden floor covering 0.02 0.20 600 2.50

To obtain comparable results in both tools, the same geometric dimensions of the test
building were used, the weather data and simulation time step [79]. Also, the internal
setpoint temperatures in all cases were set to 20 ◦C and 26 ◦C for heating and cooling,
respectively. The ground temperature was calculated following EN ISO 13370 [80] and
in addition, the fictitious layer of the virtual ground was applied in EnergyPlus. For
windows modelling in EnergyPlus, a “Simple Glazing System” with U = 1.5 W/m2K and
SHGC = 0.77 was used. The internal ceiling was described by the “InternalMass” option,
not as a separate wall. Following EN 6946 [81],convection heat transfer coefficients were
also assumed: 20 W/m2·K for all outside surfaces; 2.5 W/m2·K for the inside surfaces of
the vertical partitions; and 0.7 W/m2·K for the inside surfaces of the roof and the ground
floor. Solar absorptance of all wall surfaces and of the roof was αsr = 0.6 and αsr = 0.9,
respectively. Internal gains were applied according to Table 4.

Table 4. The schedule of internal gains in the test building.

Period Hours
(Legal Time) Internal Gains [W] Design Ventilation

Flow, qve,des [m3/h]

Weekdays
(Monday–Friday)

6:01—8:00,
17:01—21:00 700 382

21:01—6:00 300 191
8:01—15:00 100 50
15:01—17:00 100 95

Weekends
(Saturday–Sunday) Whole day 500 255

The values of the internal gains were obtained from [82,83]. The values of the venti-
lation rate were taken from EN 16798-1 [84]. In the first case, mechanical ventilation was
assumed. As such buildings are thermally “tight”, there was omitted impact of infiltra-
tion in this case for simplification of calculations. In the second case, natural ventilation
(including infiltration) was assumed.

Hourly values of ventilation airflow in Simulink were calculated using the program
written in a MAT file using ventilation schedules presented in Table 4. They were saved
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by this program, together with the outdoor temperature and internal and solar gains, in
the data file assigned “u.mat” in Figure 4. The same ventilation schedule was used in
EnergyPlus in the “ZoneVentilation” group.

Two ventilation schedules were studied, each with hourly and daily patterns. In the
first case, the hourly ventilation airflow rate was taken from Table 4. In the second case, an
impact of wind velocity on ventilation flow was also included, and it was assumed that
hourly ventilation airflow from Table 4 was influenced by wind speed.

Ventilation airflow rate may be computed in EnergyPlus using several relationships.
They are described in Engineering Reference to EnergyPlus [73]. One of them has the
following form:

qve = qve,desFschedule

[
a + b·|Tint − Te|+ c·vwind + d(vwind)

2
]

(28)

where
qve—current hourly ventilation airflow rate, m3/s;
qve,des—design ventilation airflow rate, m3/s;
Fschedule—user-defined schedule value (dimensionless);
vvind—wind velocity, m/s;
a, b, c, d—user-defined coefficients (dimensionless).

This equation is based on the work by Coblenz and Achenbach [85] and has been
developed for low-rise buildings [86], which means that it is applicable to the case building
studied in the presented manuscript.

As stated in [73], this model was also used in DOE-2 (EnergyPlus predecessor). Adjust-
ing the generic model to SI units, the default values of 0, 0, 0.224 (wind speed), and 0 were
obtained for the above equation. At a wind speed of 4.47 m/s (10 mph), this relationship
gives a factor of 1.0, and for the typical summer and winter conditions, it has the values
of 0.75 and 1.34, respectively. Hence, by multiplication the design ventilation airflow
rate by the hourly wind speed, the hourly ventilation airflow rate is obtained following
the relationship

qve = qve,des· 0.224 · vwind (29)

where vwind is the hourly wind speed (in m/s) in the considered location.
Daily ventilation airflow rate was calculated from hourly values using the following

relationship:

qve,d =
∑24

h=1 qve
24

. (30)

Inserting the relevant values from Table 4 to Equation (30), we obtain 175.04 m3/h and
255.0 m3/h for weekdays and weekends, respectively.

The base ventilation schedule was used at first. In the next step, it was modified by
the introduction of the wind-dependent factor. All tests were performed in two ways. In
the first one, according to EN ISO 13790 recommendations, daily averaged airflows were
assumed. In the second one, the hourly values of the ventilation airflows were applied.

2.5. Evaluation of the Model

The presented model was evaluated in two ways: by the assessment of annual energy
demand for space heating and cooling; and hourly indoor air temperature.

Obtained results of the annual heating (QH) and cooling (QC) demand were used for
the calculation of absolute errors, according to EN 15265 [87]:

rQH = |QH − QH,ref|/Qtot,ref, (31)

rQC = |QC − QC,ref|/Qtot,ref. (32)

where Qtot,ref is the total reference annual heating and cooling demand.
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EN 15265 defines three levels of accuracy. The best one is level A, with rQH ≤ 0.05
and rQC ≤ 0.05; level B is with rQH ≤ 0.10 and rQC ≤ 0.10, and the worst, C, is with
rQH ≤ 0.15 and rQC ≤ 0.15.

However, these errors may provide results that are too optimistic in some cases. For
example, when cooling demand dominates, even significant differences in heating, when
divided by total demand, may result in a low value of error for heating. Hence, it seems
appropriate to use the following relative errors:

δQH = (QH,ref−QH)/QH,ref, (33)

δQC = (QC,ref− QC)/QC,ref. (34)

In the second step, the statistical analysis of indoor air temperature and the operative
temperature was performed using the mean absolute error (MAE), the root mean square
error (RMSE),the mean square error (MSE), and the coefficient of variance in the root mean
square error (CV(RMSE)) [88–92].

Assuming that xi is the actual (reference) value of temperature taken from EnergyPlus
simulations, x̂i is the value predicted by the proposed model; xi is the average reference
value of temperature, and n is the total number of samples; then, the aforementioned
metrics are given by the following relationships:

MAE =
n

∑
i=1

|x̂i − xi|
n

, (35)

RMSE =

√√√√ n

∑
i=1

(x̂i − xi)
2

n
, (36)

MSE =
n

∑
i=1

(x̂i − xi)
2

n
, (37)

CV(RMSE) =
RMSE

xi
. (38)

3. Results and Discussion
3.1. Energy Use for Space Heating and Cooling

As was mentioned in the previous section, the reference simulations in EnergyPlus
were performed in five different cities. The same simulation scheme was applied in each
city. The Simulink model was simulated similarly, but the proposed ventilation pattern
was applied in two ways: for the daily averaged and hourly ventilation airflows.

The reference values of energy for space heating and cooling are given in Table 5. It
can be noticed that they differ between locations both in absolute values and in shares of
heating and cooling energy in the total annual demand

Table 5. The reference annual heating and cooling demand from EnergyPlus (base case).

Location QH,ref [GJ] QC,ref [GJ] Qtot,ref [GJ] Heating [%] Cooling [%]

1 5.024 7.433 12.457 40.3 59.7
2 12.333 4.855 17.188 71.8 28.2
3 3.395 1.615 5.01 67.8 32.2
4 22.823 3.331 26.154 87.3 12.7
5 36.783 0.565 37.348 98.5 1.5

Results in Figure 5 indicate whether the tested model underestimates.
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two places (1 and 3), the results were worse than for the C level. 

However, when computing the heating errors with respect to their reference values, 
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Figure 5. Errors of the simulated annual heating and cooling demand (basic variant) in relation to
total reference heating and cooling demand (following EN 15265): (a) Heating; (b) Cooling.

Hourly patterns of ventilation flow introduced in the 5R1C model resulted in better
prediction of the annual heating energy consumption in three cases (1, 2, and 3). In
two locations (4 and 5), daily ventilation patterns gave slightly better results.

These results are noteworthy because of the climatic conditions and the resulting
heating and cooling needs of the building. According to the data in Table 2 and [77],
location 1 lay in the cooling-dominated zone (about 78% of the total annual needs), while
locations 4 and 5 were dominated by heating with a share of 77% and 95%, respectively. In
contrast, in the other two zones, heating and cooling of the building required comparable
amounts of energy. In these cases, the share of heating was in the second and third locations
of 47% and 37%, respectively.

Following the EN 15265 indications, it can be stated that the analysed method provided
results at the A and C levels in two (4, 5) and one (2) locations, respectively. In two places
(1 and 3), the results were worse than for the C level.

However, when computing the heating errors with respect to their reference values,
the situation changed significantly, showing larger deviations. In four cases, the calculated
annual heating demand could be assumed to be accurate enough. But in the case of cooling,
the discrepancies were more significant (Figure 6), which indicates the need to investigate
the reasons for these errors. Once again, hourly patterns of ventilation resulted in better
accuracy. Only for heating in locations 4 and 5,the trend was the opposite, but errors were
still below 3%.
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their reference values: (a) Heating; (b) Cooling.

When applying wind dependency of ventilation airflow, the situation changed, as
presented in Table 6. In all cases, due to the impact of wind, values of QH,ref and QC,ref
changed with a larger share of cooling energy. Values of errors are given in Figure 7.
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Table 6. The reference annual heating and cooling demand from EnergyPlus (wind impact).

Location QH,ref [GJ] QC,ref [GJ] Qtot,ref [GJ] Heating [%] Cooling [%]

1 3.662 8.841 12.503 29.3 70.7
2 10.362 5.534 15.896 65.2 34.8
3 2.896 2.456 5.352 54.1 45.9
4 9.249 5.208 14.457 64.0 36.0
5 32.704 1.084 33.788 96.8 3.2
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ence heating and cooling demand (following EN 15265) in wind-induced ventilation: (a) Heating;
(b) Cooling.

One result for heating (location 3) was worse, with a value of −19.8% in comparison
to −19.6% for the daily schedule. Different outcomes were noticed for cooling, where in
all locations, the errors for hourly values were slightly higher, but these differences were
almost unnoticeable (Figure 7). Summing up, the model with daily averaged ventilation
flow passed the B level in one location (5), the C level in two locations (2 and 4), and in the
remaining two (1 and 3), it was out of the range. For hourly schedules, results were better,
and in A and C levels, there were one (5) and two (2 and 4) locations, respectively.

When considering relative errors (Figure 8), the situation was similar. In the case
of heating, in one case, the hourly schedule resulted in worse results for annual heating
needs. For cooling, in all cases, daily patterns produced slightly better results. However,
these differences were almost unnoticeable. Assuming the value of 15% as the maximum
acceptable level, the heating demand was calculated properly in three cases (1, 2, and 5).
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The differences between daily and hourly errors presented in Figures 7 and 8 are
almost unnoticeable when compared to those in Figures 5 and 6. It can be surprising but
can be explained by a short analysis of wind velocities in all locations. The daily values
were computed using hourly weather data. Then, the degree of agreement between the
hourly and daily values was assessed using statistical indicators given in Section 2.5. The
obtained values of MSE and RMSE errors were from 0.6 m/s to 1.5 m/s and from 1.0 m/s to



Energies 2023, 16, 7958 17 of 25

2.0 m/s, respectively. According to works on wind velocity prediction [93–95], the values
of this order mean low differences between these two datasets.

To obtain a wider view of these values, a short comparison with other studies devoted
to simulations of the thermal performance of residential buildings using the simple hourly
method of EN ISO 13790 is needed. The summary of these works is given in Table 7. If more
than one test case was investigated, then the maximum values were given (the worst case).

Table 7. Maximum errors of heating and cooling demand of residential buildings calculated using
the 5R1C model.

δQH [%] δQC [%] δQHC [%] Tool Period Reference
Tool Ref.

% % % - - - -

- - 4.0 MS Excel Annual EP [47,48]
−44.3 24.8 - IDA ICE Annual EP [96]
−30.1 37.0 - n.a. Annual EP [97]
28.8 53.0 - Rhinoceros Annual 6R1C model [98]

- - 4.0 Python Annual IDA ICE [99]
- - 5.0 n.a. Annual EP [100]

33.0 −5.1 - Matlab Annual TRNSYS [44]
−13.1 - n.a. Annual PHPP [101]

Different ways of the 5R1C model’s implementation were used. MS Excel, Matlab
2010 and 2017, and Python programming were dominant. In three cases, the authors did
not give information on the simulation method and tool. As the reference, EnergyPlus was
used (in four cases), and in one case, IDA ICE, TRNSYS 17, and PHPP were used.

Values of errors for heating varied from −44.3% to 33.0%. In the case of cooling, the
discrepancies from −29.6% to 53.0% were reported. For total heating and cooling, demand
differences were from −12.0% to 10.6%. However, in selected cases, the discrepancies
were larger.

Atmaca et al. [97] studied a residential building located in Istanbul (Turkey), with a
floor area of 65.3 m2. Various construction materials for the external walls were considered:
steel; brick; aerated concrete; concrete; and stone with varying insulation thickness. The
results showed that the simple hourly method, in comparison to the reference simulations
in EnergyPlus, usually overestimated cooling needs (by 24.7% to 32.7%). However, two sig-
nificant exceptions, of −272% and −268%, in the case of cooling, were noticed for brick
walls with 3.75 cm of insulation and 77 cm of concrete walls, respectively. But as no further
details on these discrepancies were provided, there was no certainty that these values were
not the result of an editorial error rather than a calculation error. Heating needs were
underestimated from −11.8% to −30.1%, but in the case of a steel wall, overestimation
from 19.2% to 21.6% was obtained.

3.2. Indoor Air Temperature

Simulations showed the positive impact of hourly ventilation patterns on the accuracy
of indoor temperature prediction by the 5R1C model (Table 8) for the base case.

Table 8. Statistical measures for indoor air temperature simulations at the base case.

Location 1 2 3 4 5
Unit

Pattern D H D H D H D H D H

MAE 0.49 0.42 0.42 0.35 0.52 0.46 0.43 0.40 0.49 0.45 ◦C
RMSE 0.67 0.57 0.56 0.47 0.69 0.62 0.55 0.51 0.60 0.55 ◦C
MSE 0.44 0.33 0.31 0.22 0.48 0.38 0.30 0.26 0.37 0.31 ◦C2

CV(RMSE) 2.87 2.46 2.49 2.08 3.09 2.75 2.50 2.31 2.87 2.63 %
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In all studied locations, the statistical measures of hourly indoor air temperature were
better for hourly (H) than for daily averaged (D) ventilation schedules. A more detailed
analysis of the statistical metrics [102–104] provides information on the quality of the
studied solution.

The MAE error, interpreted as the average absolute difference between the reference
and modelled temperature, was below 0.52 ◦C in all cases. Its value was lower for hourly
patterns from 0.03 ◦C (4-rd location) to 0.07 ◦C (the first and second locations).

RMSE measures the average distance between the predicted and reference values. In
the considered case, it varied from 0.47 ◦C (4-rd location) to 0.67 ◦C (the first and second
locations). RMSE takes into account the higher-weight large errors, being more sensitive
when they are undesirable. Its low values mean that there were no significant deviations
between the reference and modelled indoor air temperature.

The mean squared error (MSE) provides information about the distance between the
regression line and the considered set of points. In all analysed cases, it did not exceed
0.48 ◦C2 and 0.22 ◦C2 for daily and hourly patterns, respectively.

The coefficient of variation in the RMSE (CV RMSE) is the RMSE divided by the
mean value of the reference variable. It measures the variability in the errors between
the reference and modelled temperature. Following ASHRAE recommendations, for the
well-performing model, CV RMSE should not exceed 15% [63,105]. Hence, in all cases, the
model performed with satisfactory accuracy.

Taking into account wind as a time-varying factor, driving ventilation did not nega-
tively affect the accuracy of the results (Table 9).

Table 9. Statistical measures for indoor air temperature simulations for doubled ventilation.

Location 1 2 3 4 5
Unit

Pattern D H D H D H D H D H

MAE 0.45 0.41 0.39 0.34 0.49 0.48 0.38 0.36 0.47 0.45 ◦C
RMSE 0.64 0.58 0.53 0.45 0.69 0.68 0.56 0.53 0.60 0.57 ◦C
MSE 0.41 0.34 0.28 0.21 0.47 0.46 0.31 0.28 0.36 0.32 ◦C2

CV(RMSE) 2.70 2.46 2.35 2.01 3.01 2.97 2.45 2.35 2.80 2.66 %

As previously mentioned, hourly ventilation patterns provided more accurate results
in all locations. MAE was below 0.49 ◦C, and it was larger in all locations for daily than
for hourly ventilation schedules by up to 0.05 ◦C in the second location. RMSE did not
exceed the values of 0.69 ◦C and 0.68 ◦C. Satisfactory results were also obtained for MSE
and CV(RMSE) measures.

Several authors also reported the results of indoor air temperature measurements and
simulations with the application of the 5R1C network. Some of them presented only graphs
with no detailed values [106,107]. However, there are also wider studies.

Prada et al. [108] simulated, using the simple hourly method and TRNSYS, and
measured indoor air temperature. They chose a room with a floor area of 109.17 m2 in a
university building. Ventilation was turned on during the building’s opening hours with a
constant air change rate of 1 per hour. They reported that the range of variation between
the values predicted by EN ISO 13790 and measured reached ±13%.

Tudor et al. [109] conducted a 33-day monitoring campaign of a sports hall with
heating and cooling based on thermo-active building systems supplied by a ground source
absorption heat pump. Hourly simulations at a constant airflow rate of 3000 m3/h resulted
in mean bias error (MBE) and RMSE of indoor air temperature of 0.09 ◦C and 1.37 ◦C,
respectively.

Panão et al. [110] modified the 5R1C model for the simulation of thermal conditions
in a test cell with a double skin façade under various conditions. MAE of indoor air
temperature in a cell compared to measurements did not exceed 1.5 ◦C. They also showed
a review of experiments in buildings and test cells in free-running conditions, showing that
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the mean and maximum errors of internal air temperature simulated with the use of more
advanced tools (EnergyPlus, ESP-r, TRNSYS, or artificial networks) were from 0.3 ◦C to
2.9 ◦C and from 1.8 ◦C to 21.9 ◦C, respectively.

Yang et al. [111] simulated and experimentally evaluated the performance of a hen-
house. The temperature was measured at 14 various points in different areas in the front,
middle, and back of the hen house for 90 days of the experiment. Comparison with the
simulations revealed that the maximum error between the predicted and measured indoor
temperatures was 6.85%.

Michalak [112] measured thermal conditions in a single room of a multi-story building
with mechanical ventilation. During the experiments, the radiator in the room was turned
off, and ventilation air was assumed to be the only heat source. Constant ventilation
airflow was assumed during the whole experiment. Comparison of simulations with
measurements resulted in MAE and RMSE of indoor air of 2.37 ◦C and 2.45 ◦C, respectively.
When the author additionally included heat flux from the bottom story through the floor,
MAE = 1.28 ◦C and RMSE = 1.38 ◦C were obtained. In addition, MSE dropped from
5.98 ◦C2 to 1.91 ◦C2.

The presented values confirm that the prediction of indoor air temperature with the
5R1C model of EN ISO 13790 in comparison to the detailed simulation tool is very accurate
despite significant variation in ventilation airflow rate in all considered cases.

3.3. Operative Temperature

Simulated hourly operative temperature showed accuracy comparable to that in the
case of the indoor air temperature in both ventilation patterns (Tables 10 and 11).

Table 10. Statistical measures for operative temperature simulations for the base case.

Location 1 2 3 4 5
Unit

Pattern D H D H D H D H D H

MAE 0.40 0.36 0.35 0.42 0.38 0.34 0.38 0.37 0.38 0.36 ◦C
RMSE 0.56 0.51 0.47 0.54 0.53 0.48 0.51 0.49 0.50 0.47 ◦C
MSE 0.32 0.26 0.22 0.29 0.29 0.23 0.26 0.24 0.25 0.22 ◦C2

CV(RMSE) 1.73 1.57 1.58 1.75 1.72 1.51 1.72 1.67 1.77 1.70 %

Table 11. Statistical measures for operative temperature simulations for doubled ventilation.

Location 1 2 3 4 5
Unit

Pattern D H D H D H D H D H

MAE 0.40 0.38 0.35 0.35 0.39 0.39 0.36 0.36 0.38 0.37 ◦C
RMSE 0.56 0.55 0.47 0.47 0.56 0.56 0.56 0.56 0.55 0.53 ◦C
MSE 0.32 0.30 0.22 0.22 0.32 0.32 0.32 0.32 0.30 0.28 ◦C2

CV(RMSE) 2.38 2.28 2.04 2.04 2.44 2.44 2.48 2.48 2.59 2.48 %

In the base case, MAE varied from 0.35 ◦C (location 2) to 0.40 ◦C (1) and from 0.34 ◦C
(4) to 0.42 ◦C (2) for the daily and hourly flow rates, respectively. In the second pattern,
MAE was from 0.35 ◦C (location 2) to 0.40 ◦C (1) and from 0.35 ◦C (2) to 0.39 ◦C (3) in the
same order, as previously discussed. CV(RMSE) did not exceed 1.77% and 2.38% in the
base case and in doubled flows, respectively.

In indoor thermal comfort assessment in modern, especially low-energy and passive,
buildings, operative temperature is of special significance. Despite that, few authors
considered operative temperature prediction by the 5R1C model predictions.

Kalmár [113] measured the operative temperature in an educational building with a
high percentage of glazing during summer and then compared it with values obtained from
the model of EN ISO 13790. The authors noticed large differences of up to 10 ◦C in one day



Energies 2023, 16, 7958 20 of 25

with high direct solar radiation. However, as the authors stated, these discrepancies could
be reduced when changing the location of measurements to one that is less influenced by
solar radiation.

Csáky [61] measured the internal air and mean radiant temperature in two, east- and
west-oriented, offices for four days in August. These data were used as inputs for the 5R1C
model to obtain cooling loads for different variants of glazing area and orientation. No
comparisons between simulations and measurements were given.

This short comparison confirms that the aspects of indoor comfort during simulations
of buildings should also be taken into account. In [114,115], the authors analysed various
building energy performance simulation tools in terms of indoor thermal comfort indicators,
especially the mean radiant temperature and operative temperature. The obtained results
showed that good knowledge of implemented algorithms and mathematical models was
necessary to perform reliable simulations, often being the basis for further design. However,
the EN ISO 13790 model was not considered.

4. Conclusions

This paper presents the simulation of the thermal performance of a building with
varying ventilation airflow. Using the stvmgain S-function, a state-space model with time-
varying parameters was built. The 5R1C network was implemented in the Matlab/Simulink
environment. Based on a model of a single-family building, the comparative simulations in
EnergyPlus were also performed.

The results obtained for the annual energy use for space heating and cooling were
more accurate in the case of hourly than daily averaged ventilation airflow rates. In
comparison to the reference values from EnergyPlus, the errors were below 10%. However,
in several cases of cooling, their values exceeded 30%, which was unacceptable. Other
researchers reported even worse values but without a deeper analysis of the sources of
these discrepancies. Only Capizzi et al. [116] noted that during their experiments, they
measured total energy consumption, including sensible and latent, while the 5R1C model
was intended to provide only sensible energy.

Errors for cooling were larger than for heating, which is in line with findings presented
by Vivian et al. [44]. They suggested that the 5R1C model was less capable of properly
predicting cooling than heating power. As that model is still widely used in scientific and
engineering practice, these findings require further analysis to explain the reasons for such
large differences.

The second part of this study was devoted to the analysis of the indoor air temperature
simulation. The obtained results were very good with mean absolute error MAE < 0.49 ◦C, root
mean square error RMSE < 0.69 ◦C, mean square error MSE < 0.47 ◦C2, and Coefficient of
Variation in the RMSE: CV RMSE < 3.09%. For operative temperature, the CV(RMSE) was
below 2.38%. Regardless of location, the results were better for hourly ventilation schedules.

So far, there has not been a study devoted to this problem. Therefore, this paper
confirms that daily averaging of ventilation airflow, suggested by EN ISO 13790, should
not be applied when using the simple hourly method. This is made all the easier by
the fact that this method allows for the use of hourly building use patterns and ambient
climate parameters.
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15. Belić, F.; Slišković, D.; Hocenski, Ž. Detailed Thermodynamic Modeling of Multi-Zone Buildings with Resistive-Capacitive
Method. Energies 2021, 14, 7051. [CrossRef]

16. Ahn, J. Thermal Control Processes by Deterministic and Network-Based Models for Energy Use and Control Accuracy in a
Building Space. Processes 2021, 9, 385. [CrossRef]

17. Freier, J.; Ceccolini, C.; Arnold, M.; Hesselbach, J. A Lumped-Capacitance Model for the Assessment of Energy Flexibility in
different Building Typologies. In Proceedings of the 2020 55th International Universities Power Engineering Conference (UPEC),
Turin, Italy, 1–4 September 2020; pp. 1–6. [CrossRef]

18. Underwood, C.P. An improved lumped parameter method for building thermal modelling. Energy Build. 2014, 79, 191–201.
[CrossRef]

19. Tindale, A. Third-order lumped-parameter simulation method. Build. Serv. Eng. Res. Technol. 1993, 14, 87–97. [CrossRef]
20. Lombard, C.; Mathews, E. A two-port envelope model for building heat transfer. Build. Environ. 1998, 34, 19–30. [CrossRef]
21. Gouda, M.; Danaher, S.; Underwood, C. Low-order model for the simulation of a building and its heating system. Build. Serv.

Eng. Res. Technol. 2000, 21, 199–208. [CrossRef]
22. EN ISO 13790; Energy Performance of Buildings—Calculation of Energy Use for Space Heating and Cooling. International

Organization for Standardization: Geneva, Switzerland, 2009.
23. Mijakowski, M.; Narowski, P.; Sowa, J. Integrated calculations of thermal behaviour of buildings and processes in AHU—The

tool for assessment of energy performance of complex buildings. In Proceedings of the Eleventh International IBPSA Conference,
Glasgow, Scotland, 27–30 July 2009; pp. 875–882. Available online: http://www.ibpsa.org/proceedings/bs2009/bs09_0875_882
.pdf (accessed on 14 September 2023).

24. Zangheri, P.; Armani, R.; Pietrobon, M.; Pagliano, L.; Boneta, M.F.; Müller, A. Heating and Cooling Energy Demand and Loads for
Building Types in Different Countries of the EU; Report in the Frame of the EU Project ENTRANZE; Politecnico di Milano: Milan,
Italy, 2014. Available online: https://www.entranze.eu/files/downloads/D2_3/Heating_and_cooling_energy_demand_and_
loads_for_building_types_in_different_countries_of_the_EU.pdf (accessed on 22 August 2023).

25. Tagliabue, L.C.; Buzzetti, M.; Marenzi, G. Energy performance of greenhouse for energy saving in buildings. Energy Procedia 2012,
30, 1233–1242. [CrossRef]
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27. Barwińska-Małajowicz, A.; Pyrek, R.; Szczotka, K.; Szymiczek, J.; Piecuch, T. Improving the Energy Efficiency of Public Utility
Buildings in Poland through Thermomodernization and Renewable Energy Sources—A Case Study. Energies 2023, 16, 4021.
[CrossRef]
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