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Abstract: Heritage from the COVID-19 period (in terms of massive utilization of mechanical ven-
tilation systems), global warming, and increasing electricity prices are new challenging factors in
building energy management, and are hindering the desired path towards improved energy efficiency
and reduced building consumption. The solution to improve the smartness of today’s building and
automation control systems is to equip them with increased intelligence to take prompt and appro-
priate actions to avoid unnecessary energy consumption, while maintaining a desired level of air
quality. In this manuscript, we evaluate the ability of machine-learning-based algorithms to predict
CO2 levels, which are classic indicators used to evaluate air quality. We show that these algorithms
provide accurate forecasts (more accurate in particular than those provided by physics-based models).
These forecasts could be conveniently embedded in control systems. Our findings are validated using
real data measured in university classrooms during teaching activities.

Keywords: air quality control; machine learning algorithms; forecasting methods

1. Introduction
1.1. Motivation

The importance of indoor air quality has seen renewed interest following the COVID-
19 outbreak, as frequent air changes have been identified as one of the most effective non-
medical interventions to mitigate the spread of the virus [1]. As the occupancy of public
buildings (like universities, hospitals, and shopping malls) is returning to pre-pandemic
levels, the effects of COVID-19 are still noticeable in the operation of heating, ventilation,
and air conditioning (HVAC) systems [2]. Indeed, the set of rules and policies introduced
to preserve a safe indoor environment and mitigate the probability of contamination in
closed areas have remained active in many countries as general guidelines to maintain
healthy indoor environments [1]. Most notably, an example of this is the continuous use
of mechanical ventilation—often at full power—when a building is occupied [3]. Indeed,
while mechanical ventilation was initially enforced to reduce infection risk in indoor
environments, it is now recognized as playing a pivotal role in improving overall air
quality in general [4,5], which is relevant for the well-being, health, and productivity of
building residents.

Mechanical ventilation, however, is also very expensive compared to indoor air recir-
culation strategies, especially during winter/summer times, when the use of ventilation
devices needs to be compensated with extra heating or air conditioning actions to maintain
the desired indoor temperature. From this perspective, the recent worldwide significant
rises in energy bills have only exacerbated the need to balance the increasing utilization of
ventilation strategies with energy efficiency measures, and with the interest of decreasing
energy consumption.

One way to easily accommodate increased expectations in air quality with the re-
duction in energy consumption is to utilize innovative building management systems
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(BMSs) [6–8]. Indeed, conventional control measures have been tailored to guarantee appro-
priate air quality in the worst-case scenario in a building—for example, during peak hours,
when the number of people inside reaches the highest values. However, this approach may
result in a waste of energy during most of the day if lower levels of occupancy are experi-
enced. Conversely, new BMSs monitor relevant air quality variables in real time, and switch
on HVAC actuators only when poor levels of air quality are observed. For instance,
CO2 concentration is frequently used as a proxy to estimate air quality, and mechanical
ventilation systems may be switched on when CO2 exceeds a given concentration level
(e.g., 1500 ppm). Simple strategies based on observed levels of CO2 are indeed effective at
decreasing the utilization of HVAC systems while guaranteeing that air quality does not
fall below a desired threshold.

Such strategies, however, suffer from two main drawbacks: (i) first, the control action
is only a reaction to a measured quantity (e.g., CO2 concentration). Conversely, it may
be more convenient to predict in advance the expected dynamics of air quality and take
preemptive measures to anticipate the reaching of undesired levels of CO2 concentrations.
In many buildings (e.g., universities, shopping malls), the flow of people can often be
predicted as they follow regular patterns (such as weekdays vs. festive days, times of
peak occupancy vs. times of low occupancy). As a result, high levels of CO2 frequently
occur around the same times of the day or week. Predictive methods that utilize historical
air quality data, if available, would enable BMSs to take more effective measures than
reactive methods based solely on monitored data. Predictive methods also have two key
advantages: firstly, they can anticipate high levels of CO2, and secondly, they can help in
deciding the most effective control action when high levels are observed (e.g., whether
to open windows for natural air exchange or to activate mechanical ventilation systems).
While natural ventilation is generally the cheapest solution, it may not always be sufficient
to restore desired levels of CO2, or it may actually become more expensive if the outdoor air
is at a significantly different temperature than the indoor air, and heating/cooling systems
would have to be activated to maintain the desired indoor temperature.

Accordingly, in this manuscript, we investigate, develop, and compare different algo-
rithms to predict CO2 levels in indoor environments, with the ultimate goal of embedding
such predictions in control systems, making them more effective than simpler systems that
rely solely on measured data; we aim to use these predictions to evaluate two possible
alternative control actions (using natural or mechanical ventilation systems) in order to
select the most convenient one. In particular, we compare a classic model developed on the
physics of the system and more recent machine learning algorithms to establish their ability
in the prediction task. The prediction capabilities are then evaluated on data measured in a
university classroom.

1.2. State of the Art

As we have already mentioned, COVID-19 has exacerbated the issue of energy effi-
ciency in buildings [1] and has contributed to renewing the interest of the energy community
in developing prediction algorithms for CO2 levels and air quality [9]. In general, due
to the complexity of air quality evolution and the large number of influencing factors,
machine learning algorithms (also known as black-box models) are increasingly becoming
the most popular tool for predicting air quality parameters in various fields [10–13]. A
comparison of various machine learning techniques in predicting CO2 levels in a room
was performed in [10]. The authors in [11] also tested different machine learning methods
based on historical data on temperature, humidity, and room activity to assess the effect of
different forecasting and history window time frames, as well as the impact of multiple
sensor modalities. A deep reinforcement learning-based control to maintain acceptable
air quality levels with the least energy consumption was proposed in [14]. The algorithm
considered the best prediction among machine learning methods to estimate the CO2
level and adjust the ventilation system accordingly. In [12], the authors predicted the
comfort level in university premises based on CO2 concentration, indoor temperature,
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and relative humidity using a Markov model, and also performed hourly CO2 predictions
based on historical CO2 data using an LSTM network. Different variations of the LSTM
method, including single-cell, stacked, and bidirectional LSTM algorithms, were used [15]
to predict the CO2 level in a bedroom of a residential building, based on occupancy and
ventilation rate. In [16], the authors proposed a novel method, which integrated Bayesian
optimization and empirical mode decomposition with the LSTM algorithm to improve the
accuracy of CO2 level predictions. Optimization of thermal comfort and indoor air quality
in multi-zone, open spaces using extreme gradient boosting and the genetic algorithm was
performed [17]. In [18] it was shown that prediction accuracy can be improved by using
multiple sensor nodes for prediction. This study utilized data from spatially correlated
neighboring sensors in a gated recurrent unit algorithm to predict air quality in a research
laboratory. CO2 levels were predicted using a multilayer perceptron neural network with
temperature and relative humidity as inputs in reference [19]. The authors tested models
with complete, partial, and zero real CO2 concentrations available during the learning
process and concluded that it is not feasible to completely omit CO2 data from sensors and
rely solely on closed-loop network predictions.

1.3. Paper Contributions

Differently from the aforementioned papers, in this paper, we provide the follow-
ing contributions:

• It is widely accepted that white-box or physical models lack precision for short-time
prediction; however, the benefits that data-based models may provide in compar-
ison are not well studied. In this work, we compare machine learning algorithms
with a physics-based model to appreciate the actual advantage of the first class of
methodologies;

• In addition, we compare a range of data-based algorithms, starting from a simple
regression algorithm, continuing with a more advanced KNN method, and finally
with a sophisticated LSTM neural network, to evaluate the needs and advantages of
more complex machine learning approaches;

• Finally, our case study is different from the others, as our CO2 predictions are per-
formed by exploiting both available historical data, as most of the other references do,
but also other measured variables, such as the opening and closure of doors/windows
and the full, partial, or non-utilization of mechanical ventilation devices.

2. Methodology

CO2 levels have traditionally been used as one of many indicators to evaluate indoor
air quality (IAQ). By monitoring CO2 levels, one can assess air quality, identify poorly
ventilated areas, evaluate the effectiveness of natural/artificial air-changing mechanisms,
and even indirectly estimate the number of occupants in a room. Physical models were
first deployed to estimate and predict the evolution of CO2 levels in indoor environments.
More recently, machine learning algorithms have been proven to be more accurate. In
this section, we briefly present a physical model and some machine learning models (i.e.,
a regression algorithm, KNN, and LSTM), and explain how they can be tailored to the
specific application of our interest. The accuracy of these models in predicting the evolution
of CO2 levels will then be evaluated in the next section, based on measured data from
university buildings.

2.1. Physical Model

Physical models are usually derived by the mass balance equation of CO2 in the indoor
environment, under the assumptions of a well-mixed model with a uniform and constant
concentration of CO2 in the room, and a well-defined value of the CO2 generation rate of
the occupants of the room.

Under the previous hypotheses, in a closed volume, the increase (or decrease) of
CO2 concentration CCO2 depends directly on the number of occupants, their activity, and air
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change. In particular, by using an estimate of the ṙ of CO2 expressed in m3/s (e.g., refer
to Table 1 from [20] for some values of ṙ as a function of possible occupant activities), and
knowing the volume (V) of the room, the number of occupants, nocc, and the increase of
CO2 concentrations are related as follows:

V
∂CCO2(t)

∂t
= ṙ · nocc. (1)

Equation (1) may also be reformulated in terms of the volume available for each
person, which can be considered an accurate variable as long as the height of the room does
not exceed the other two dimensions

V
nocc

= ṙ · 1
∂CCO2 (t)

∂t

. (2)

From Equation (2), it is straightforward to observe how the variation of CO2 concentra-
tion can be related to the number of occupants, provided that the rate of generation—which
is strongly correlated with the age, activity, and behavior of the occupants—is known and
constant.

If air ventilation is also considered, then the air ventilation, Q, can either be enforced
with a mechanical device or may correspond to the one available under natural conditions
(for instance, if windows (or doors) are open). The mass balance equation can, thus, be
generalized as follows:

V
∂CCO2(t)

∂t
= ṙ · nocc −Q(CCO2(t)− Cext), (3)

where Q is the air flow rate due to ventilation (either mechanic or natural) in m3/s, and Cext
is the outdoor concentration of CO2, which may be considered as constant. Equation (3)
may be rewritten in order to explicitly estimate the indoor levels of CO2 at time t, as follows:

CCO2(t) = CCO2(t0) · e−
Q
V t + (Cext +

ṙ · nocc

Q
) · (1− e−

Q
V t), (4)

where CCO2(t0) is the level of CO2 at some initial time t0.
Finally, note that when a room is empty, the concentration decreases according to:

CCO2(t) = Cext + (CCO2(t0)− Cext) · e−
Q
V t. (5)

Table 1. Typical value of CO2 production rates as a function of the activities of individuals [20].

Type of Indoor Activity CO2 Production Rate
per Person (ṙ in m3/s/person)

Adult people reading, seated 0.0044 ·10−3

Adult people seated
0.0052 ·10−3

or involved in light-intensity activities

Adult people standing
0.0063 ·10−3

or operating at medium physical activity

High-intensity physical activity 0.0174 ·10−3

2.2. Data-Based Models

As an alternative to the theoretical physical model introduced in Section 2.1, we now
see some data-based models that are based on historical data collected during measure-
ment campaigns, while little attention is devoted to the physics of the system. Usually,
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data-based models are valid alternatives when large enough observations are available,
and little deviations from nominal behaviors occur, as they do not require the simplify-
ing assumptions usually considered by physical models (e.g., the uniform and constant
concentration of CO2 or the exact knowledge of the actual production rates of the CO2 of
occupants).

2.2.1. A Simple Regression Algorithm

As a first example of a data-based model, we now consider a basic regression algo-
rithm, where the prediction of the evolution of CO2 is performed by simply averaging
the measurements of CO2 levels from the previous days. This is a very simple and basic
estimate, and is only considered to appreciate the actual improvements that would be
obtained by adopting more sophisticated prediction algorithms.

2.2.2. k-Nearest Neighbor

As a slightly more sophisticated algorithm than a basic regression algorithm, we now
consider the popular k-nearest neighbor (KNN) method. KNN is a supervised machine
learning algorithm that exploits the similarity between new data (in terms of explanatory
variables) and already available data (historical data, which are part of the training set),
to estimate the target value by averaging the available measurements. Roughly speaking,
the prediction of CO2 levels is performed by smartly averaging the historical values of
CO2 levels registered in similar conditions (i.e., the neighbors) of weather, occupancy, and
HVAC utilization.

The KNN algorithm is relatively simple and easy to implement, as there is no need to
build a model or make additional assumptions, and it can be applied to both classification
and regression problems. The weakness of this algorithm is that it usually requires a rich
historical dataset to provide accurate predictions, and the computational burden increases
with the size of the dataset.

The algorithm consists of the following steps:

1. Choose a number of neighbors, k, which will participate in forming the new prediction.
The choice of k is not trivial, and it significantly influences the performance of the
algorithm [21].

2. Calculate the distance between the explanatory variables in the target case and other
values in the training dataset. The classic choice as a distance measure for continuous
variables is the Euclidean distance, which, for vectors p and q, of length n, may be
computed in terms of their components, pi and qi, as follows:

D(p, q) =
√
(p1 − q1)2 + (p2 − q2)2 + ... + (pn − qn)2. (6)

In our application, the explanatory variables are the number of occupants in a
room, whether doors/windows are open, and whether the mechanical ventilation is
switched on or off (or in partial operation).

3. Choose the k closest neighbors, according to the list of distances calculated in step (2),
and assign weights.

4. Form the prediction, by taking the average of the CO2 measured values in the selected
k historical instances. The average has to be taken in a weighted fashion, using the
weights (and the neighbors) computed in step (3).

2.2.3. LSTM

As a final comparison, we consider long short-term memory (LSTM) neural networks.
LSTM networks are variations of recurrent neural networks, which are particularly well-
suited for handling time series data (such as CO2 time series), as they process not only single
data points but also entire sequences of data [22]. Many researchers have recently leveraged
the properties of LSTM networks and have used them in applications involving time series
data, such as voice recognition [23], translation [24], or weather forecasting [25]. The LSTM
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algorithm was initially proposed in [26] to accommodate long-term dependencies in the
data. Although several variations of the LSTM method have been recently proposed [22],
they usually rely on the same basic architecture, which is depicted in Figure 1 for the case
with only input and output gates.

tanh
ht - 1

ct - 1

σ

ct

ht

σ

it

ct

x(t)

tanh

ot

htInput gate Output gate

Neural node
Pointwise
operation Bias

Figure 1. Architecture of an LSTM network with only input and output gates.

As in Figure 1, the state of the cell at time t (ct) is updated in two steps: first, the input
gate creates a candidate update c̃t. Then, the cell state at the next time step is obtained
by appropriately combining the state at the previous time step with the update. More
specifically, the basic algorithm can be outlined in the following way:

it = σ(Wihht−1 + Wixxt + bi), (7)

c̃t = tanh (Wc̃hht−1 + Wc̃xxt + bc̃), (8)

ct = ct−1 + it � c̃t, (9)

ot = σ(Wohht−1 + Woxxt + bo), (10)

ht = ot � tanh ct. (11)

where ct is the cell state, xt is the input, ht is the output, and Wi, Wc̃, Wo and bi, bc̃, bo
represent classic weights and bias values.

Equations (7) and (8) are responsible for computing the update vector (c̃t). Next,
the previous cell state ct−1 is updated by combining the new candidate vector (c̃t), multi-
plied element-wise by vector it (Equation (9)). Here, we use the ‘�’ symbol to denote the
element-wise product of vectors.

Finally, Equations (10) and (11) refer to the output gate, where first a sigmoid layer
selects the output of the cell state, and then tanh converts the values into the range between
−1 and 1, and multiplies them by the output of the sigmoid gate.

3. Case Study

Our case study involves a lecture hall at the University of Pisa, as shown in Figure 2,
during morning classes. The lecture hall is located on the ground floor, its maximum
allowed occupancy is 140 people, and the volume of the room is 438 m3. There are two
windows and four doors—two internal ones (both leading to the corridor of the building)
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and two emergency doors (leading to an external courtyard), which are closed during the
normal utilization of the room.

(a) (b)

Figure 2. Lecture classroom (a) and aerial image of the building (b) of the case study at the University
of Pisa.

We formed our dataset by collecting measurements over 10 different days, during the
lectures of the same professors from 8:30 to 12:30. The time step of the measurements was
10 min, resulting in a total of 40 h of records, and about 240 samples overall. The data were
collected during classes of the same professors, with the objective of maintaining similar
conditions (e.g., in terms of the number of students in the room, and their activity during
the classes). The measurements were recorded using a system of sensors operating on
Z-wave technology (the sensors are shown in Figure 3), which is a radio frequency protocol
primarily used in residential buildings [27]. Devices working on Z-wave create a mesh
network to communicate with each other, enabling wireless control of smart home devices
via smartphone or computer. For the current study, the measurements were conducted
using sensors from [28]:

• Multisensor 9 in 1 SmartDHOME: It measures temperature (°C), brightness (lx),
CO2 (ppm), humidity (%), particulate matter (µg/m3), volatile organic compounds
(ppb), noise pollution (dB), movements, and the presence of smoke.

• Multisensor 4 in 1 SmartDHOME: It measures temperature (°C), luminosity (lx), hu-
midity (%), and movements.

The monitored data from both sensors were available via the MyVirtuoso Home
application. Two sensors placed in two different positions in the room were deployed to
read the values of CO2, but no significant differences were noticed. For this reason, we
shall report the sequence of CO2 values from a single sensor.

In addition, the number of people inside the room and their activity, according to
Table 1, the state of the windows and doors (open, closed, half-open), and mechanical
ventilation (switched on, switched off, switched on at half power) were also monitored. All
recorded profiles of CO2 levels are summarized in Figure 4, where two different background
colors indicate the two different classes (with a different number of students) and the white
background corresponds to breaks. From Figure 4, it is possible to appreciate that, as one
may easily expect, all CO2 time series exhibit the same behavior: the level of CO2 increases
gradually until there is a 10-minute break in the lesson, when the doors are open and
students leave the room for a short walk or coffee. Accordingly, the 4 h of lessons have
four peaks, followed by steep decreases corresponding to breaks or the end of classes.
Also, it is possible to see from Figure 5 that fewer students attend the second two hours of
classes (i.e., from 10:30 to 12:30) compared to the first two hours (i.e., from 8:30 to 10:30). In
fact, the peaks of CO2 during the second part of the morning reach lower values. On the
other hand, all curves are slightly different due to the fact that, on some days, mechanical
ventilation was switched on, off, or was partially working (different colors refer to different
mechanical ventilation operations). In addition, in some cases, doors or windows were also
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open, the number of students was not constant, lesson breaks occurred at slightly different
times, and class activities were different. For example, Figure 6 illustrates the effect of
open windows on CO2 concentrations on days 8 and 10. Even if—on both days—the
ventilation system was not operating, and the number of students in the first lectures was
approximately the same (see Figure 5), the opening of windows on day 10 (starting from
9:20) significantly flattened the CO2 levels around the second morning peak. Conversely,
day 8 experienced a significantly higher second peak of CO2 due to the windows being
closed, indicating a lack of natural ventilation. Finally, indoor and outdoor temperature and
humidity also varied on different days. All the aforementioned factors make the prediction
tasks quite challenging.

(a) (b)

Figure 3. Multisensor 4 in 1 SmartDHOME (a) and Multisensor 9 in 1 SmartDHOME (b) used to
collect data for the case study.

Figure 4. Measured CO2 profiles during the different days. Different line colors emphasize the role
of the ventilation system (ON, OFF, and 50%), while the different backgrounds refer to the first class,
the second class, and breaks.
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Figure 5. Number of people during the first (blue) and second (orange) lectures on the different days.

Figure 6. Measured CO2 profiles for day 8 and day 10.

3.1. Algorithm Setup and Model Training

We will now briefly describe how the algorithms described in Section 2 have been
tailored for the specific application of our interest. In particular, in all cases, we predicted
the level of CO2 for each day in the dataset, using the other 9 days as the training set.
Specifically, the training set was utilized to fit/train the algorithms.

Remark 1. Our choice of the training/test set was made to exploit the scarce data at our disposal
as much as possible. In this way, we sometimes predicted the CO2 levels of one day by using a
historical dataset based on data that were actually recorded in future days. While we are aware that
this strategy is not recommended or correct in some cases, in our case, it was possible to do so since
the ten time series of the ten days did not exhibit temporal trends.

KNN and LSTM require more inputs than the regression algorithm. In particular, they
provide an estimate of the CO2 levels for the entire morning based on the following data:

1. The initial concentration of CO2 at the beginning of the day;
2. The time series of the state of the doors during the morning. This information is coded

as a real number equal to ‘0’ if all doors are closed, as ‘1’ if they are open, and as ‘0.5’
if only one door is open;
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3. The time series of the state of the windows during the whole number. Similar to the
doors, it is coded with a real number, ranging from 0 to 1;

4. The time series of the number of people in the room during the whole morning;
5. The sequence of the state of the ventilation system, which again is coded with a

real number ranging from 0 to 1, depending on the rate of the ventilation system’s
operation power. Here, ‘0’ corresponds to the mechanical ventilation switched off.

The same information was also used by the physical model, where, with reference to
Table 1, we further assumed that the physical activity of students was “reading seated”,
while the professor was involved in “light intensity activity”. The input layer of the LSTM
network includes four features—occupancy, states of doors, windows, and ventilation. It
is followed by two LSTM layers, with a number of hidden neurons equal to 64, and the
final output layer (with a linear activation function) has one neuron. The number of epochs
was fixed at 200. The LSTM network was implemented by using the Keras deep learning
package [29].

The KNN algorithm was implemented by assessing the similarity of CO2 in the
previous 30 min (or less for the first minutes of prediction) and the same four features
(occupancy, states of doors, windows, and ventilation) were used to make a one-step
CO2 prediction. The number of neighbors (k) was chosen based on the best MAPE of
prediction for the number of neighbors, ranging from 1 to 20 (see Figure 7), and set equal to
10.

In all cases, we first normalized the training dataset to obtain a set with zero mean (µ)
and unitary standard deviation (std):

xnorm =
x− µ

std
. (12)

The control devices (doors, windows, and mechanical ventilation) were not controlled,
but only observed. This is due to the fact that an external company is currently responsible
for operating the HVAC devices, but in the near future, we plan to consider them as
controllable variables. For this reason, it is important to predict how CO2 levels vary under
each condition, so that the most convenient control action can be automatically taken based
on the different predictions of future CO2 levels. For instance, the energy manager of the
building may decide whether to open the windows, switch on mechanical ventilation,
or keep all windows closed and the mechanical ventilation switched off, based on the
prediction of how CO2 would evolve in each case and whether it would exceed a prescribed
threshold value.
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Figure 7. Evolution of MAPE depending on the number of neighbors, k.

3.2. Evaluation Metrics

The performance of the algorithms is assessed using the following indicators:

• Root mean square error (RMSE):

RMSE =

√
1
n

n

∑
i=1

(yi − ŷi)
2

• Mean absolute percentage error (MAPE):

MAPE =
1
n

n

∑
i=1
|yi − ŷi

yi
| ∗ 100,

• Coefficient of determination (R2):

R2 = 1− ∑n
i=1 (yi − ŷi)

2

∑n
i=1 (yi − ȳ)2 ,

where yi and ŷi correspond to the measured and predicted values at each sample instant i
(i.e., every 10 min), respectively, and ȳ is the average value of the yi values. As usual, lower
values of RMSE and MAPE refer to a better prediction accuracy, while R2 lies between 0
and 1, and a higher value corresponds to a better prediction.

4. Results and Discussion

In this section, we summarize the outcome of the comparison between the different
prediction strategies.

4.1. Machine Learning Algorithms Outperform the Physical Model

We first observe that all machine learning algorithms, including the simple regression
algorithm, outperform the physical model. As a significant example, we show the com-
parison between the physical model, LSTM, KNN, and regression algorithms in Figure 8.
During this day, the ventilation system was operating at full power, and the number of
students attending the lectures ranged between 77 and 106. For the presented case, the
MAPEs for the LSTM, KNN, and regression algorithms are 13%, 16%, and 24%, respectively,
while the error of the physical model is 38%. The CO2 concentration trend modeled by the
physical method is similar to the measured one. There are four peaks during the lecture
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period, followed by drops during the breaks, and the concentration of CO2 increase is
reflected correctly. However, there is a clear delay in the peaks (and drops) predicted by
the physical model that can be motivated by the difficulty in accurately modeling the quick
changes in CO2, most likely due to the simplifying air lumping assumption underlying
the physical model (and also, the difficulty in correctly modeling rates of air exchanges
with the external environment). Such delayed prediction of CO2 changes may in turn lead
to delayed and, thus, less efficient, control actions. Moreover, at 9:40, the physical model
overestimates the level of CO2 by 132%, while the LSTM and KNN algorithms overestimate
it only by 17% and 32%, respectively. Such an overestimation by the physical model could
trigger increased utilization of mechanical ventilation or the opening of windows, while in
reality, the CO2 level would not exceed 1300 ppm. This pattern is also observed on other
days in the dataset. In Figure 8, it is also possible to note that the regression algorithm
overestimates the first peak, since it does not use the information that the mechanical
ventilation is in operation (while all other methods do use this information).

Figure 8. Prediction of CO2 level for one day.

4.2. Comparison between LSTM, KNN, and Regression

The 10-day averages of prediction errors for LSTM, KNN, and Regression are presented
in Table 2. The best performance was achieved by the LSTM algorithm with a MAPE of
18%, RMSE of 253 ppm, and R2 of 0.79. KNN showed slightly worse results with MAPE
equal to 22%, RMSE equal to 290 ppm, and R2 equal to 0.71. Finally, the MAPE/RMSE/R2

of regression is 24%/247 ppm/ 0.69. Day-by-day errors are shown in Figure 9. The MAPE
of LSTM predictions varies between 13% and 25%, for KNN it ranges from 14% to 29%,
and for the regression algorithm, it ranges from 14% to 35%.

Table 2. Average prediction accuracy for 10-days.

MAPE, % RMSE, ppm R2

Regression 24 347 0.69

LSTM 18 253 0.79

KNN 22 290 0.71
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4.3. A Comparison of Different Environmental Conditions

We now compare the different algorithms in different settings: a new time series was
recorded for the same classroom during an exam, with a significantly smaller number of
students (only 60). The exam lasted approximately 1 h and 20 min, and during that time,
students were not allowed to stand up or leave the room. The ventilation system was
operating at full load throughout the whole time period. This case study presents a situation
that was not present in the historical dataset and, thus, may be used to evaluate the ability
of the different algorithms to generalize their predictions, or in other words, to work in
different conditions than those where they have been trained. The predictions of LSTM and
KNN for this dataset are presented in Figure 10. As one can easily expect, the regression
algorithm makes significant prediction errors, as its prediction is based on the (different)
historical dataset, and it does not exploit the information of the different environmental
conditions (MAPE of 105%). LSTM and KNN provide significantly improved accuracies,
and again, LSTM (MAPE of 14%) exhibits a better generalization ability to work in different
environmental conditions than KNN (MAPE of 24%).

4.4. Final Discussion

A generalization of the methodology and the obtained results is obviously an im-
portant concern. In fact, one would want the procedure to be reproducible in any other
classroom, and possibly in other non-scholastic public buildings.

In this case, the main limitation of the physical model is that it requires very accurate
details about the room (such as volume and shape, the power of the ventilation system, and
sizes of windows/doors to estimate volumes of air exchanges) and about the occupants
(number and physical activity). Sometimes, such a piece of information is not available,
but even when it is available, as in our case study, we show in Section 4.1 that only
approximate predictions may be obtained anyway (i.e., due to the simplifying lumping
assumption of the air mass).

Conversely, the machine learning approaches we tested provide more accurate predic-
tions in a more flexible way. Moreover, the price to pay is that an adequate historical dataset
needs to be available. However, as we have shown, it is very simple to equip rooms with
the required sensors—which may be wireless, as in our case study—and only 7–10 days of
data may be enough to provide accurate predictions. Also, the time series of one classroom
may be used to make predictions for the same classroom in a different scenario (e.g., with a
greatly reduced number of students). For example, Section 4.3 investigates this situation
and shows that ML algorithms exhibit nice generalizability properties.
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(a)

(b)

(c)

Figure 9. Prediction errors: (a) MAPE; (b) RMSE and (c) coefficient of determination R2 when a
different day of the dataset is chosen as the test set.
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Figure 10. Predictions for the exam day.

5. Conclusions

Heritage from the COVID-19 period, marked by the extended utilization of mechani-
cal ventilation systems, along with global warming and increasing prices, are factors that
hinder the path towards improved energy efficiency and reduced building consumption.
The solution is to minimize energy consumption and use it only when strictly necessary, by
equipping buildings with sensors and advanced control systems (e.g., BACS). However,
such strategies are reactive in nature and do not exploit possibly available past measure-
ments (e.g., to select the most appropriate control strategy).

In this manuscript, we explore the ability of machine learning algorithms to predict
CO2 levels and, thus, provide an accurate proxy of air quality. Such algorithms could be
conveniently embedded within BACS, in order to enhance their capability to actively choose
the best control action (e.g., whether to use mechanical or natural ventilation systems).

In particular, in this manuscript, we show that machine learning algorithms are more
accurate than the models based on the physics of the system, as the latter are good at
predicting average air quality behavior in the long term, but provide wrong predictions
in the short term (which are the kinds of predictions that are required by real-time BACS).
Conversely, LSTM and KNN algorithms have been shown to provide good predictions even
with a limited historical dataset and under environmental conditions significantly different
from those in the historical data. In particular, LSTM algorithms are more sophisticated
and require some time for training, but they outperform KNN solutions. All our results
have been tested on real data measured in university classrooms.

The next step of our work is to embed these machine learning algorithms directly
within the control system, to evaluate the actual benefits in terms of decreased energy
consumption, with respect to classic hysteresis-based CO2 control systems in BACS.
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