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Abstract: This paper proposes a new automatic tuning method for the proportional-integral (PI)
controllers of photovoltaic irrigation systems (PVIS) without the need for any other power source or
batteries. It enables the optimisation of the values of the PI parameters (Kp and Ki) automatically,
eliminating the requirement for skilled personnel during the installation phase of PVIS. This method
is based on the system’s voltage response when a disturbance signal is introduced through the
feedforward input of the PI controller. To automatically assess the response properties, two indicators
are proposed: the total harmonic distortion (THD), used to evaluate the sine response, and the total
square distortion (TSD), used to evaluate the square response. The results indicate that the tuning
changes for different irradiance and temperature conditions due to the non-linearity of the system,
obtaining the most conservative values at maximum irradiance and temperature. The robustness of
the results of the new automatic tuning method to abrupt photovoltaic (PV) power fluctuations due
to clouds passing over the PV generator has been experimentally tested and the results show that the
obtained tuning values make the PVIS stable, even when PV power drops of 66% occur abruptly.

Keywords: PV irrigation; water pumping; PV system; PI autotuning; tuning method; closed-loop

1. Introduction

In the photovoltaic (PV) industry, automatically finding the PV generator voltage that
corresponds to its maximum power point is a major challenge in maximising the efficiency
and energy production of grid-connected PV systems. A significant part of research in the
PV world focuses on finding the most suitable maximum power point tracking (MPPT)
algorithm for this purpose. There are a number of techniques that have been proposed to
achieve this goal [1–3]. In addition to the most widespread ones [4], such as perturbation
and observation (P&O) [5,6] and incremental conductance [7,8], there are newer ones that
use more modern techniques, such as neural networks [9,10]. Since the electrical grid where
PV systems are connected has no inertia, the MPPT algorithm only depends on PV power
(PFV) fluctuations due to irradiance (G) fluctuations, with the PFV − G relationship being
almost linear for medium and high G values [11].

However, when the PV system is not connected to the grid but to a subsystem with
inertia, the MPPT control algorithm no longer depends only on the fluctuations of G but
also on other variables related to this subsystem. This is the case for PV irrigation systems
(PVIS), which are composed of a PV generator, a variable frequency drive (VFD) and a
centrifugal pump coupled to a hydraulic system that lifts a variable water flow to a certain
height depending on the power provided by the PV generator (see Figure 1).

These systems are not normally supported by another power source or batteries. When
there is a sharp drop in PV power, the power consumed by the centrifugal pump must also
drop sharply in order to keep the voltage of the PV generator stable. This is achieved by a
complementary control algorithm to the MPPT that decreases the operating frequency of
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the VFD [12]. If this control algorithm does not reduce the operating frequency rapidly, the
DC voltage in the VFD (which is the same as the PV generator voltage) destabilises and
starts to oscillate and the VFD stops abruptly, causing a water hammer in the hydraulic
subsystem and an overvoltage between the VFD output and the centrifugal pump motor.

Figure 1. PVIS architecture.

The most common and effective method in performing this type of control is to use
proportional-integral-derivative (PID) controllers. The best-known methods of tuning PID
controller parameters, such as Ziegler–Nichols (ZN) [13,14], Cohen–Coon (CC) [15], Chien–
Hrones–Reswick (CHR) [16], Lambda [17], and AMIGO [18–22], are difficult to apply to
PVIS as they are non-linear systems. Therefore, manual tuning methods must be used,
which are tedious and require highly skilled personnel and specific instrumentation [23].
This practically limits the introduction of PVIS on the market. Some examples of the
application of these manual tuning methods are found in [24–26].

PVIS control is of the inverse type, which means that an increase in the control variable
(the voltage of the PV generator) generates a decrease in the output variable (the operating
frequency at the VFD output) and vice versa. These types of systems generate a large
amount of electromagnetic noise, so, usually, the derivative component of the control,
whose response is very sensitive to any noise, is cancelled. Therefore, the type of control
commonly implemented is an inverse proportional-integral (PI) type. Its general expression
is as shown in Equation (1):

f (t) = Kp · e(t) + Ki ·
∫

e(t)dt; e(t) = (VDC(t)−VSP); Kp ≥ 0; Ki ≥ 0 (1)

where f (t) is the output frequency of the VFD, VDC(t) is the PV generator voltage and VSP is
the setpoint voltage, which must be equal to the maximum power point of the PV generator.
In many applications, this formula is often expressed in terms of a new parameter, the
integral time (Ti), as seen in Equation (2):

Ti =
Kp

Ki
⇒ f (t) = Kp ·

[
(VDC(t)−VSP) +

1
Ti
·
∫
(VDC(t)−VSP)dt

]
(2)

Although, in general, the physical magnitude of the control and output signals may
be different (for example, in a PVIS, the magnitude of f (t) is s−1 and that of V(t) is volts),
in the controller, their magnitude is measured by transducers, whose output is usually
voltage values. It is for this reason that the parameter Kp is defined as dimensionless, Ki
has a dimension of s−1 and Ti has a dimension of s.

The mass market introduction of PVIS requires research into automatic tuning meth-
ods that do not require the intervention of qualified personnel. Automatic tuning (or
auto-tuning) means a method by which, from a set of input parameters, the optimal PI
control parameters are automatically obtained for a given PVIS without the need for the
intervention of skilled personnel.
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Auto-tuning methods are divided into two groups: model-based methods and rule-
based methods.

Model-based methods [27] focus on the analysis of the transient response of the
system [28], its frequency response [29,30] or the estimation of parameters [31]. The dif-
ficulty of their use lies in the fact that it is necessary to start with a dynamic model of
the system to be controlled. Mathematical models have been developed for some of the
subsystems that make up the PVIS [32,33], but there is no complete model of the entire
system, mainly due to their great diversity and because they have non-linear characteristics.

Rule-based methods [34,35] do not require an explicit model of the system. They are
based on imitating the manual tuning procedure performed by a qualified engineer. The
procedure may be based on transient responses, forced oscillations or load disturbances.
The system response to the disturbance is analysed and a set of general rules is applied to
adjust the PI parameter values until the optimum values are reached.

A rule-based tuning method for the tuning of the proportional-integral (PI) control
parameters of a PVIS is presented in [36]. This method is based on the addition of a
disturbance signal at the feedforward (FWD) input of the VFD. However, this method still
requires the supervision of qualified personnel to ensure that the system is kept operating
in its stable zone, and it has the following drawbacks that prevent its automation.

• The initial values of the parameters Kp and Ki for the tuning process and the type,
amplitude and frequency of the FWD input signal are not defined.

• The evaluation of system response signals is qualitative.
• External instrumentation (oscilloscope and signal generator) is required for the imple-

mentation of the tuning method.
• The PI control included in the internal programme of VFD is used. This has important

limitations, as both the range of variation of the control parameters and their accuracy
often differ from one model of drive to another. Another disadvantage is that infor-
mation on important aspects of the PID control, such as the sample time or even the
definition of the PI control parameters, is usually not available. As a consequence, the
results of the tuning method will be highly dependent on the VFD model used.

The novelty presented in this paper is the development of an automatic method for the
tuning of the PVIS PI parameters, proposing the following solutions to the problems identified.

• Two types of disturbance signals have been defined at the FWD input of the controller:
the same triangular one proposed in [36] and another one of sinusoidal type.

• To evaluate the quality of the system response signals, two indicators are proposed.
For the response to the sinusoidal signal, a standardised indicator, the total harmonic
distortion (THD), is proposed. As the response to the triangular signal corresponds to
a square signal, the total square distortion (TSD) is proposed as an indicator. For the
calculation of both indicators, the Fast Fourier Transform (FFT) is used.

• The PI control algorithm has been implemented in an external programmable logic
controller (PLC), which has allowed the definition of the range and precision of the
control parameters without any restrictions associated with a specific VFD model.

The proposed new method is iterative. The calculation of the PI parameters is ap-
proximated in successive iterations. During the tuning process, the method adjusts the PI
controller parameters gradually, ensuring that the system always operates in a stable zone.

Different tests have been performed to validate the performance of the proposed
automatic method. The results obtained show that the method is able to obtain optimal
values of the PI control parameters without affecting the stability of the system during the
tuning process and in a time interval of less than 15 min in all cases.

2. Materials and Methods
2.1. Laboratory Experimentation System

The tests reported in this paper have been performed with a system composed of the
following components:
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• A programmable logic controller (PLC);
• A personal computer;
• A hydraulic pump simulator;
• Three VFDs from different manufacturers;
• A 680 WP PV generator;
• Irradiance, cell temperature and PV generator voltage sensors.

2.1.1. PLC

The external PLC implements the PI control of the entire system, which provides great
advantages over the use of the internal control algorithm incorporated in the VFDs:

• The possibility to choose any value of the parameters Kp and Ki;
• The possibility to apply the tuning and control algorithm to any VFD model with an

analogue input to set the frequency;
• The start-up time in PVIS implementation is reduced since studying all VFD model

parameters is unnecessary.

The PI algorithm executed by the PLC generates the frequency at which the VFD
should operate. The output calculation period in the PI algorithm is 5 ms. Because of
this, the analogue input of the VFD must be used, which requires the PLC to have a
digital-to-analogue converter (DAC).

The controller chosen (Industruino IND.I/O D21G) includes a DAC with 12 bit resolution.

2.1.2. Personal Computer

The self-tuning method has been developed in Python. Communication with the PLC
is via a USB interface. The PLC responds to

• Command the VFD to start or stop;
• Modify the tuning constants Kp and Ki;
• Apply a sinusoidal or triangular signal to the VFD feedforward input.

2.1.3. Hydraulic Motor-Pump Simulator

The water pump is simulated by an air turbine connected to a 275 W induction
motor in order to simulate the water flow. This procedure has been widely used in the
literature [37–40].

2.1.4. VFDs

Three different models of commercial VFDs have been used for the tests:

• Omron (Kyoto, Japan) 3G3RX-A2004-E1F (three-phase 200 V; 0.75 kW);
• Yaskawa (Kitakyushu, Japan) A100 CIMR-AC2A0010FAA (three-phase 200 V; 2.2 kW);
• Fuji (Tokyo, Japan) Frenic Ace Drive-FRN0005E2E-7GA (monophase 200–240 V; 0.75 kW).

2.1.5. PV Array

The PV generator consists of 4 strings connected in parallel. Each string has 17 PV
modules in series of 10 WP and a maximum power voltage at standard test conditions (STC)
of 16.3 V, so the PV generator has a rated power of 680 W and a voltage at the maximum
power point of 277.1 V. It is oriented to the south with a 45° inclination. It is possible to
switch the strings on and off independently, which is useful to simulate very sharp power
drops and to be able to test with different power ratings.

2.1.6. Irradiance, Temperature and PV Generator Voltage Sensors

Cell temperature (Tc), ambient temperature (TA) and irradiance (G) data are obtained
from a calibrated cell.

A sensor with an input of 0 to 1000 VDC is used to measure the PV generator voltage.
It provides feedback to the PI controller.
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2.1.7. System Architecture

The diagram in Figure 2 shows the architecture of the control system.

PID

FEEDFORWARD
GENERATOR

SERIAL
COMMUNICATION

PLCMPPT

VOLTAGE SENSOR

CELL TEMP
SENSOR

VFD

PYTHON TUNING
ALGORITHM

START / STOP
ROUTINE

IO INTERFACE

Figure 2. Control system architecture.

2.2. Fundamentals of the New Tuning Method

The proposed method is based on the fact that when a feedforward signal (FWD) is
applied, the output frequency of the PI controller is given by Equation (3).

fOUT = fFWD + fPI = fFWD + Kp(VDC −VSP) + Ki

∫
(VDC −VSP)dt (3)

where

fOUT = frequency at which the VFD must operate;
fFWD = frequency value of feedforward signal;
fPI = output frequency calculated by the PI controller;
Kp = proportional constant of PI controller;
Ki = integral constant of PI controller;
VSP = generator voltage setpoint (set by the MPPT algorithm);
VDC = generator voltage.

When an optimally tuned system is perturbed, the instantaneous error (VDC −VSP)
should be much smaller than the cumulative error,

∫
(VDC −VSP)dt, so it can be neglected

from Equation (3) and we obtain Equation (4):

fOUT ≈ fFWD + Ki

∫
(VDC −VSP)dt⇒ VDC −VSP ≈

1
Ki

(
d fOUT

dt
− d fFWD

dt

)
(4)

If the disturbance is performed at constant G and Tc, the maximum power provided
by the PV generator is also constant, so that the output frequency of the VFD remains
constant in an optimally tuned system, as seen in Equation (5).

d fout

dt
≈ 0⇒ VDC ≈ VSP −

1
Ki
· d fFWD

dt
(5)



Energies 2023, 16, 7449 6 of 20

The variation in the system voltage around the setpoint voltage is directly proportional
to the derivative of the disturbance signal FWD (with a negative sign) and inversely
proportional to the value of Ki.

Experimental confirmation of the validity of these expressions can be seen in
Figures 3–5. Figures 3 and 4 show the response of the system (PV generator voltage) to
a sinusoidal disturbance at the FWD input. Figure 3 shows the two signals in time, and
Figure 4 shows the Lissajous diagram, in which the circular shape shows the 90° phase
shift, which is the phase shift between a sinusoidal function and its derivative. Figure 5
shows the response of the system to a triangular disturbance and its comparison with the
derivative of the triangular disturbance, which is a square signal.
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Figure 3. Comparison between the response of the system (PV generator voltage) and the sinusoidal
disturbance feedforward signal in the time domain.
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Figure 5. Comparison between PV generator voltage, feedforward (triangular) signal and feedfor-
ward signal derivative.

2.3. Description of the New Tuning Method

To define the characteristics of the FWD disturbance signals, we have considered
the results of the paper [36], which relates the FWD disturbance signal to the PV power
fluctuation due to the passage of a cloud over the PV generator of a PVIS. It is assumed
that the fastest possible cloud passage would cause the VFD operating frequency to drop
from its maximum value (50 Hz) to its minimum value (0 Hz) in 2.5 s, which is higher than
all the fluctuations recorded in the paper. Based on this, the characteristics of these FWD
disturbance signals are as follows.

• Range: 0 Hz to 50 Hz.
• Period: 5 s, including a drop in 2.5 s and a rise of the same magnitude.

Consider that we apply a sinusoidal FWD perturbation. Based on Equation (5), we can
establish that the better tuned the system is, the closer to a perfect sine the system response
will be. To measure the perfection of the system response, we have applied a widely used
standard indicator, the total harmonic distortion (THD) (Equation (6)).

THD(%) = 100 ·

√
∑n

i=2 H2
i

H1
(6)

where Hi corresponds to the amplitude of the i-th harmonic of the analysed signal and
H1 is the amplitude corresponding to its fundamental frequency. For a perfect sinusoidal
signal, the THD value is zero. For any type of signal, the smaller this THD value is, the
better its approximation to a perfect sinusoidal signal.

Figure 6 shows the results of applying a sinusoidal FWD disturbance to the system for
different values of the parameter Ki and a value of Kp = 0. It can be clearly seen that an
absolute minimum of THD = 3.15% appears for Ki = 19 s−1.

3.0%

3.2%

3.4%

3.6%

3.8%

4.0%

4.2%

4.4%

15 16 17 18 19 20 21

TH
D

Ki (s-1)

Kp = 0

Figure 6. Values of THD with Kp = 0 and different values of Ki for sinusoidal feedforward signal.
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Once the optimum value of Ki has been found, it is necessary to obtain the optimum
value of Kp. To do so, we use a similar method: Ki is fixed at its optimum value and a
sinusoidal FWD perturbation is applied for different values of Kp until we find the one
that gives the lowest THD. The results are shown in Figure 7. It is observed that there is no
clear absolute minimum and that, in addition, its range of variation is much smaller, less
than 0.6%.

2.0%

2.2%

2.4%

2.6%

2.8%

3.0%

0.4 0.6 0.8 1.0 1.2 1.4

TH
D

Kp

Ki = 19 s-1

Figure 7. Values of THD with Ki = 19 and different values of Kp for sinusoidal FWD signal.

From this result, it is concluded that this method is not suitable for obtaining the
optimum value of Kp. Alternatively, a triangular disturbance signal is tested, since the
response to this type of signal shows higher sensitivity to variations in Kp, as can be seen
in Figure 8.
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Figure 8. Voltage response using triangle as FWD signal (Ki = 10, different values of Kp).

The figure shows the system response with Ki = 10 and three different values of Kp.
A smaller value of Ki than the optimum has been chosen for illustrative purposes in order
to reduce the high frequency ripple and to make the effect of the Kp variation more visible.
At Kp = 0.01, a distorted signal appears with overshoot on both the rise and the drop. At
Kp = 1.60, the signal shows damped rises and falls, while the value of Kp = 0.3 is the
one that shows a signal closer to a perfect square. In order to quantify this behaviour, we
have defined a new indicator that allows us to evaluate which signal is closest to the ideal
square. We have called this indicator total square distortion (TSD) and its interpretation
is equivalent to the THD of sinusoidal signals: the smaller its value, the more similar the
analysed signal is to the perfect square signal. It is calculated using Equation (7):

TSD(%) = 100 ·

√√√√ n

∑
i=2

(
HS(2i−1)

HS1

−
H(2i−1)

H1

)2

(7)
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where HS is the amplitude of the odd harmonics of the perfect square signal and H is
the amplitude of the harmonics of the analysed signal (HS1 and H1 are the amplitudes
corresponding to the fundamental frequency of the signal). It has been experimentally
verified that, in this type of system, it is sufficient to consider only the first six odd harmonics
from the third one to obtain relevant values.

Figure 8 shows the values obtained: TSD(Kp=0.01) = 4.27%; TSD(Kp=0.30) = 1.83% and
TSD(Kp=1.60) = 13.44%. It can be seen that the resolution of this indicator is much higher
than that provided by the THD of the sinusoidal FWD disturbance signal.

To finish the tuning, this procedure is applied for the optimum value of Ki = 19 s−1

and the result is shown in Figure 9. It can be seen that it shows an absolute minimum at
Kp = 1.00.

0%
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7%

8%

9%

0.40 0.60 0.80 1.00 1.20 1.40

TS
D

Kp

Ki = 19 s-1

Figure 9. Values of TSD with Ki = 19 and different values of Kp for triangular FWD signal.

Automation of the New Tuning Method

The new tuning process defined above is quite suitable to be developed automatically
due to the following characteristics.

• The quality indicators of the tuning parameters, THD and TSD, are concretely defined
and can be obtained in real time from the FFT calculation.

• The optimal tuning values of the control parameters correspond to the absolute
minimums of both indicators. Ki can be obtained by calculating the minimum THD
for a sinusoidal FWD disturbance signal and Kp by calculating the minimum TSD
for a triangular FWD disturbance signal. This makes them easily identifiable by an
automatic method.

However, the system imposes a number of restrictions that must be considered when
designing and implementing the tuning method. The most important aspect is to prevent
the system from becoming unstable. In order to do so, it is necessary to take the following
requirements into consideration.

• The system tends to become unstable when the value of any of the parameters Kp or
Ki exceeds, even by a small magnitude, their optimal tuning values. This makes most
classical function minimum search algorithms inapplicable.

• Correct initialisation of the parameter values Kp and Ki is important to ensure that the
first iteration always produces a stable system response.

The first requirement is to find the minimum of the THD or TSD function by approach-
ing the optimum value of the tuning parameters from values below it. The second require-
ment is to find initial values for these parameters that meet the stable response condition.

This is easy to do for the initial Kp setting because a zero initial value will always
be less than its optimum value and does not cause system instability in the presence of
a sinusoidal FWD disturbance. However, the initial value of Ki is more difficult to set
because the amplitude of the PV generator voltage variation is inversely proportional to its
value. Thus, an excessively low value of Ki could produce a voltage oscillation that leads to
system instability. Therefore, in order to define the initial value of Ki, it is necessary to rely
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on the experience accumulated in the manual tuning of this type of system. According to
this experience, a value of Ki = 10 s−1 is adequate for the stable operation of these systems,
regardless of the nominal power of the PV generator.

Based on this, the initial values for the control parameters of the method are Kp = 0
and Ki = 10 s−1.

Finally, a minimum value for the increments of both control parameters must also be
defined. For this purpose, the THD and TSD have been calculated for 4 different periods of
the signal for different values of Kp and Ki and their mean value and standard deviation
have been obtained. It has been established that the difference between the mean values of
TSD and THD between two consecutive values of Kp and Ki, respectively, must be greater
than the standard deviation of these measurements. After performing different tests, the
results are as shown in Tables 1 and 2. It has been concluded that increments of Ki of 1 s−1

and increments of Kp of 0.05 will be performed. It can be seen that this criterion is only
met for some values of Kp and Ki, which are the closest to the minimum values of TSD and
THD, respectively.

Table 1. THD mean and standard deviation for Kp = 0.20 and different values of Ki.

Kp Ki (s−1) Mean THD (%) THD Stand.
Deviation (%)

0.20

14 5.13 0.08
15 4.15 0.15
16 3.62 0.10
17 3.37 0.08
18 3.12 0.16
19 2.93 0.10
20 2.87 0.23
21 2.94 0.07
22 3.09 0.12
23 3.39 0.18

Table 2. TSD mean and standard deviation for Ki = 20 and different values of Kp.

Ki (s−1) Kp Mean TSD (%) TSD Stand.
Deviation (%)

20

0.80 2.94 0.26
0.85 2.49 0.22
0.90 2.17 0.10
0.95 2.06 0.24
1.00 2.04 0.23
1.05 1.93 0.05
1.10 2.12 0.11
1.15 2.36 0.26

Two methods of automatic tuning have been developed, which differ in the execution
time and in the accuracy of the control parameter values. Both methods always start with a
check that the initial value of Ki is appropriate and that the system is stable.

- Fast method

The flowchart of the fast method is shown in Figure 10. It can be seen that it follows
almost the same procedure as described in the previous section.
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Figure 10. Fast method flowchart.

This method performs only two iterations. In the first iteration, the optimal Ki is
calculated. The starting point is a value of Kp = 0 and a value of Ki = 10 s−1. The
voltage setpoint is set to the value of the maximum power point of the PV generator and
a sinusoidal disturbance is applied to the FWD input. The calculation period of the PI
control is set to 5 ms. The voltage values of the PV generator are stored in memory with
the same periodicity. When the disturbance ends, the FFT of the PV generator voltage
signal is calculated and, based on its results, the THD indicator is calculated considering
the first 100 harmonics. The process is repeated with 1 s−1 increments in the value of Ki.
The iteration is repeated as long as the THD value is less than the previously calculated
value. At the moment that an increase in THD occurs, it is stopped and the value of Ki
from the previous iteration, which corresponds to the minimum THD, is selected as the
optimum value of Ki.

In the second iteration, the starting point is the optimal Ki value obtained in the
previous iteration and Kp = 0.05. The process is similar to the previous one, except that,
in this case, the applied FWD disturbance is a triangular signal and the TSD indicator is
calculated considering only the first six odd harmonics, starting with the third one. The
process is repeated for increasing values of Kp in 0.05 increments. The iteration is performed
as long as the TSD value is less than the previous one. The process stops at the moment
when an increase in TSD occurs and the value of the previous iteration, which corresponds
to the minimum TSD, is selected as the optimal Kp value.

- Complete method

The fast method has the disadvantage that the optimal value of Ki has been obtained
for a value of Kp = 0, but it is not guaranteed to be optimal for the final value of Kp. To
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overcome this problem, a more precise method has been developed, which we call the
complete method, whose flowchart is shown in Figure 11.

START
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SET INITIAL KP
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ITERATION +1
SET NEW KP

AND KI

KI = KI KP = KP

Figure 11. Complete method flowchart.

The number of iterations of this method is higher than that of the fast method. The
initial procedure is similar to the fast method but does not end with the calculation of the
Kp in the second iteration. A third iteration is performed to recalculate Ki with sinusoidal
FWD perturbation: increments of Ki are performed, but now the optimum value of Kp of
the second iteration is set instead of Kp = 0. If the value of minimum THD corresponds
to the same value of Ki as that obtained in the first iteration, the process is complete and
the same result as in the fast method is obtained. If this is not the case, a fourth iteration
is performed, starting from the new value of Ki obtained in the previous one and again
applying the triangular FWD perturbation and making increments of Kp until a minimum
TSD value is obtained. It is compared again, now with the value of Kp obtained in the
second iteration. If it matches, the process ends, and, if it does not match, a new iteration is
performed again, starting from this new Kp.

The process is repeated indefinitely until the value of one of the two parameters
matches that of the previous iteration.

It should be noted that the initial values of the variables in each new iteration do not
match those of the previous one. To reduce the number of steps in each iteration and speed
up the process, the initial value of the parameter is obtained by multiplying the previous
optimal value by a factor of less than one and rounding it off.
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3. Evaluation of the Result of Automatic Tuning

Once the tuning process has been completed, it is convenient to design a method to
evaluate whether the values of the control PI parameters obtained in the tuning process are
optimal for the system.

This evaluation should be performed by testing the robustness of the system against
the passage of clouds of different types, but this type of test requires waiting for the
appropriate weather conditions to occur. A simpler evaluation method that guarantees the
robustness of the system’s response to any real clouds is to abruptly decrease the PV power
of the system. In our experimental setup, this can be easily done by instantly disconnecting
some branches of the PV generator. Accordingly, the following test has been designed.

• The starting point is low irradiance conditions so that, with all three PV generator
branches activated, the frequency is close to 50 Hz but does not reach it. This en-
sures that the system is operating at the voltage of the maximum power point of the
PV generator.

• At one point, two generator strings are instantly disconnected, leaving the system
powered by only one string, so that the available PV power has been reduced by 66%.
This drop is considerably sharper than any real cloud can generate, so that we can
guarantee that, if the system responds without any alarm due to VFD destabilisation,
the tuning can be considered adequate.

• If the system responds without destabilisation, it can be concluded that the control
parameters obtained with this automatic tuning method are adequate for the correct
operation of the system.

4. Results and Discussion

In order to evaluate the suitability of the new automatic tuning methods, a series of
tests have been carried out, which are detailed below.

• Automatic tuning tests with the VFD model YASKAWA CIMR-AC2A0010FAA.
• Automatic tuning tests with other VFD models, OMRON 3G3RX-A2004-E1F and FUJI

FAD FRN0005E2E-7GA.
• Cloud pass-through testing of the above systems with the control parameters obtained

in auto-tuning.

In all the tests, the configuration of the VFDs was equivalent.

• Operating mode: V/f.
• Maximum frequency: 50 Hz.
• Frequency reference: analogue input 0–10 V.
• Acceleration/deceleration time: 0.01 s.

There is one key feature that is not fully configurable, which is how quickly the VFD
output responds to a change in the frequency reference. This is a fundamental factor in
the performance of the VFD, since it would be useless for the PI controller to perform
calculations every 5 ms if the refresh of the VFD output frequency occurs with a delay
much longer than this value. Normally, this information does not appear in the data sheets
of commercial VFDs, so the suitability of a particular model cannot be assessed beforehand.
However, in many VFD models, there is a parameter that allows a filter to be applied
to the analogue input signal. This type of filter is intended to reduce the noise that may
be coupled to the signal, but it has the effect of introducing a delay. For this reason, it is
advisable to select VFD models that include this parameter and set it so that the delay
introduced in the frequency reference signal is the minimum. Based on this criterion, the
three commercial VFD models used in this paper have been chosen.

PVIS are non-linear systems [24], so the optimal value of the control parameters can
be different depending on the weather conditions in which the tuning process is performed.
To evaluate the influence of these conditions, three tests have been performed for each VFD
under different available power (PDC) and Tc conditions: low G–low Tc, high G–low Tc,
and high G–high Tc.
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The PV power available from the PV generator has been calculated using
Equation (8) [11].

PDC = n · P∗[1 + γ · (Tc − 25)] · G
1000

(8)

where
n = number of PV generator branches connected;
P∗ = nominal power of each branch under STC conditions (170 WP);
γ = power correction factor with temperature (−0.34 %/°C);
Tc = cell temperature (°C);
G = incident irradiance on the PV generator (W/m2).

4.1. Auto-Tuning Tests with Yaskawa A1000 VFD

Three tests have been performed under different PDC and Tc conditions, which are
shown Table 3.

Table 3. Yaskawa VFD auto-tuning conditions for three different tests.

Test 1 Test 2 Test 3

Initial G (W/m2) 967 497 565
Initial Tc (°C) 54.2 30.2 35.2
Initial PDC (W) 138.3 81.9 180.7
Final G (W/m2) 989 669 517
Final Tc (°C) 52.6 34.8 32.4
Final PDC (W) 141.2 107.2 168.2

The tests have been performed by feeding the VFD with a single branch of the PV gen-
erator, with the exception of test 3, which was performed at low irradiance but connecting
two branches of the PV generator.

From the third iteration onwards, the initial values of the parameters have been
obtained by multiplying the final value obtained in the previous iteration by 0.85 and
rounding the result to its nearest test value.

4.1.1. Test 1: High G and High Tc

The results of this test are shown in Tables 4 and 5. The number of steps specifies the
number of values tested for the calculation of Kp or Ki in each iteration.

Table 4. Auto-tuning process for high G and high Tc.

Iteration Number
1 2 3 4 5 6 7 8 9

No. Steps 16 24 2 2 6 6 4 3 5
Ki (s−1) 24 24 20 20 21 21 20 20 20
Kp 0 1.15 1.15 1.00 1.00 1.05 1.05 0.95 0.95

Table 5. Final auto-tuning results for high G and high Tc.

Ki (s−1) Kp Computation Time

Fast method 24 1.15 22′00′′

Complete method 20 0.95 37′08′′

4.1.2. Test 2: Low G and Low Tc

The results of this test are shown in Tables 6 and 7.
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Table 6. Auto-tuning process for low G and low Tc.

Iteration Number
1 2 3 4 5 6 7 8 9 10 11

No. Steps 25 22 6 12 4 2 4 8 7 3 6
Ki (s−1) 33 33 32 32 29 29 27 27 28 28 28
Kp 0 1.05 1.05 1.40 1.40 1.20 1.20 1.30 1.30 1.15 1.15

Table 7. Final auto-tuning results for low G and low Tc.

Ki (s−1) Kp Computation Time

Fast method 33 1.05 25′21′′

Complete method 28 1.15 54′03′′

4.1.3. Test 3: High G and Low Tc

The results of this test are shown in Tables 8 and 9.

Table 8. Auto-tuning process for high G and low Tc.

Iteration Number
1 2 3 4

No. Steps 14 23 7 5
Ki (s−1) 22 22 24 24
Kp 0 1.10 1.10 1.10

Table 9. Final auto-tuning results for high G and low Tc.

Ki (s−1) Kp Computation Time

Fast method 22 1.10 20′21′′

Complete method 24 1.10 26′46′′

From the results of these three tests, we can highlight a series of important aspects
regarding the performance of the automatic tuning method.

Firstly, it should be noted that the value of the PI parameters is different in all cases,
both if we compare those obtained in the fast method and in the complete method and if
we compare those obtained in the three different meteorological conditions. This result is
expected due to the non-linearity of the system.

The maximum variation of Kp occurs from a minimum of 0.95 to a maximum of 1.15 (a
percentage variation of 21%). The maximum percentage of variation of Ki between the fast
and the complete method is 20%, which occurs between a minimum value of 20 s−1 and a
maximum of 24 s−1. If we compare the results for the three meteorological conditions, we
obtain a minimum of 20 s−1 and a maximum of 28 s−1, with a percentage variation of 40%.

It can be concluded that the results of the automatic tuning method are highly de-
pendent on the meteorological conditions in which it is performed. Therefore, it has to
be questioned under which conditions it has to be performed in order for its results to be
valid in all conditions. It should be noted that the resulting PI parameter values should
ensure the stable operation of the system under all weather conditions, but will only be
optimal under the conditions under which the tuning process has been carried out. The
smallest values of both Kp and Ki are those that produce the smoothest response of the
system, which ensures that there are no oscillations, so they are the ones that should be
chosen from all the results obtained in the different tests carried out. These values have
been obtained as a result of the complete method in the conditions of maximum G and
maximum Tc, so we can conclude that these are the meteorological conditions in which the
automatic tuning method should be executed.
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Regarding the execution time of the methods, the difference between the fast method
and the complete method is very variable, reaching 109% in test 2 and only 31.5% in test 3.
This difference is mainly due to the fact that, in test 2, there were 11 iterations, and, in
test 3, there were only four. Analysing the initial and final values of G and Tc in test 2, it
can be seen that there was a 34% variation in G and a 15% variation in Tc. It is reasonable
to suggest that the long duration of this test may be due to the large variation that these
magnitudes have experienced throughout the process.

Based on this, we can conclude that the tuning must be carried out by running
the complete method under conditions of maximum G and maximum Tc and that these
conditions remain stable throughout the process.

4.2. Evaluation of Cloud-Pass Test with Yaskawa A1000 VFD

After applying the automatic tuning method, its suitability for sudden fluctuations
in PV power was evaluated by performing a cloud-pass test. This test was performed in
low G conditions and three branches of the PV generator were connected, allowing the
drive to operate at a frequency slightly below 50 Hz. Two branches were disconnected
instantaneously, so the PV power was reduced by 66%.

The control parameters were set with the values Ki = 20 s−1 and Kp = 0.95, which
were the values obtained in the high G and high Tc test. The test result is shown in Figure 12.
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Figure 12. Voltage and frequency response to the cloud-pass test.

It can be seen that the system can perfectly support the instantaneous loss of 66% of its
PV power without extreme fluctuations in the VFD DC voltage, causing an undervoltage
alarm or an uncontrolled shutdown. The VFD voltage drop does not exceed 50 V and
returns to its setpoint in less than 3 s. Even if a slight oscillation occurs, it is quickly
damped and does not compromise the stability of the system. With regard to the operating
frequency of the motor pump, it is observed that the controller reduces it progressively and
smoothly, without abrupt changes, which has a positive effect on the mechanical durability
of both the motor and the rest of the system.

This result confirms that the tuning parameters obtained with the automatic tuning
method described in this section guarantee the robustness of the system’s response to any
power fluctuations caused by cloud passage.

The analysis of the robustness achieved in the system through this tuning method is
rigorous, given that it results in a power drop scenario that is unlikely to occur in real cloud
conditions. By successfully withstanding this drop, the system demonstrates its resilience
to sudden power fluctuations caused by passing clouds. This approach eliminates the
necessity for prolonged data collection and analysis to verify the correctness of the tuning.
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4.3. Automatic Tuning Tests with Other VFD Models and the Improved Complete Method

In order to analyse the influence of the VFD model used on the results of the new
automatic tuning method, tests have been carried out with two other VFD models, the
OMRON 3G3RX and the FUJI FAD.

For these tests, some modifications have also been introduced in the automatic tuning
method with the intention of improving it by minimising the execution time. These
modifications are as follows.

• The increase in the parameter Ki has been doubled in the first iteration, as well as the
increase in the parameter Kp in the second iteration. In the rest of the iterations, the
one used in the previous tests has been maintained. The aim of this change is to speed
up the development of these first two iterations before moving on to the following
iterations, where fine tuning is performed.

• From the third iteration onwards, the initial values of the parameters have been
obtained by subtracting a single increment of the parameter from the final value
obtained in the previous iteration. For example, if, in the second iteration, a final
value of Kp = 1.15 was obtained, the initial value of Kp in the fourth iteration is
1.15− 0.05 = 1.10.

• To consider the error in the measurement of the THD and TSD values, the comparisons
made by the method take the standard deviation (STD) of these measurements into
consideration. For example, if, in one test, the measured THD value is lower than in
the previous test, but the sum of this measured value and the STD is higher than the
previous measurement, then the iteration is finished.

The tests have been carried out for the three VFD models under the maximum G and
maximum Tc conditions allowed by the meteorological conditions at the time of testing, as
shown in Table 10.

Table 10. Auto-tuning conditions for testing with different VFDs.

Yaskawa A1000 Fuji FAD Omron 3G3RX

Initial G (W/m2) 890 930 938
Initial Tc (°C) 54.2 54.1 54.5
Initial PDC (W) 125.7 131.4 132.2
Final G (W/m2) 912 942 940
Final Tc (°C) 54.6 54.8 56.0
Final PDC (W) 128.4 132.5 131.1

Results obtained are shown in Table 11.

Table 11. Auto-tuning results for different VFDs.

Yaskawa A100 Fuji FAD Omron 3G3RX

Iteration Number Iteration Number Iteration Number
1 2 3 4 1 2 3 4 5 1 2 3 4 5

No. Steps 7 11 4 3 8 11 4 2 3 6 10 5 2 3
Ki (s−1) 20 20 21 21 22 22 23 23 23 18 18 20 20 20
Kp 0 1.00 1.00 1.00 0 1.00 1.00 0.95 0.95 0 0.90 0.90 0.85 0.85
Comput. Time 13′37′′ 15′16′′ 14′10′′

The following conclusions can be drawn from the results.

• The final values of the parameters Kp and Ki obtained for the A1000 VFD with this
improved method agree with those obtained by the complete method in the previous
test. The difference between them is equal to the minimum increment applied by the
method (0.05 in Kp and 1 s−1 in Ki), which is, in practice, the margin of error made in
the process. This shows that both methods give equivalent results.
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• The computation time is, in all cases, shorter than that used in the previous test, even
with the fast method, which shows that this improved method performs better.

• The maximum difference between the final results for Kp and Ki between the three
VFD models is 13% for Ki and 15% for Kp. This indicates that the VFD model used
influences the optimal values of the PI parameters. The cause of this is not obvious,
but we can attribute it to the analogue frequency reference input of the drives. As
already indicated, the delay introduced by the drive at this input is not known, nor is
its resolution. These two magnitudes have a direct impact on the oscillations of the PV
generator voltage around its setpoint.

5. Conclusions

In this paper, in a PVIS controlled by a PI control with a FWD input, it is verified that
the variations in the voltage of the PV generator (control variable) are proportional to the
derivative of the signal applied to the FWD input, which is added to the controller output
to provide the motor-pump operating frequency (output variable).

Considering the above, a new automatic PI parameter tuning method for PVIS has
been developed. The main features are as follows.

• It uses two types of FWD disturbance signals applied to the feedforward input, one of
sinusoidal type and the other of triangular type. Ideally, the sinusoidal signal should
cause a sinusoidal response in the PV generator voltage and the triangular signal
should cause a square response.

• Two indicators have been proposed to quantify the properties of the PV generator
voltage response. For the response to the sinusoidal disturbance, the classical THD
has been chosen. For the triangular disturbance, a new indicator has been defined
(TSD) that provides an estimate of the similarity to a square signal. Both indicators are
expressed in percentages and their ideal value is 0%.

• Two independent procedures have been developed to obtain the optimal values of
the control parameters Kp and Ki. To obtain the optimum value of the Ki parameter,
a sinusoidal FWD perturbation is applied and the value that provides the minimum
THD in the drive voltage signal is selected. To obtain the optimum value of the Kp
parameter, a triangular perturbation is applied and the value that gives the minimum
TSD in the drive voltage signal is selected.

• The new automatic tuning method has been implemented in an external controller,
independent of the VFD model. It is iterative: the two previous procedures are
alternated until the minimum values of Kp and Ki are reached.

Tuning tests have been carried out in different meteorological conditions of G and
Tc, obtaining different optimum values of the control parameters in each test due to the
non-linear nature of the system. It has been found that the most conservative values are
obtained at maximum G and maximum Tc. It has been established that these are the most
suitable conditions for carrying out the new automatic tuning process.

Tests have also been carried out with different commercial VFD models, obtaining
small differences in the optimum values of the PI tuning parameters, from which it is
deduced that it is advisable to carry out the tuning with the same VFD model that will be
definitively used in the system.

The robustness of the results of the new automatic tuning method to abrupt PV power
fluctuations due to clouds passing over the PV generator has been experimentally tested.
For this purpose, the system has been started up operating at the maximum power point
of the PV generator and at a motor frequency very close to its maximum value of 50 Hz.
Under these conditions, an instantaneous drop in PV power of 66% has been caused. The
system responds appropriately, lowering the frequency progressively and avoiding the
destabilisation of the VFD in the form of voltage oscillations that exceed the acceptable
range for the VFD. This demonstrates the validity of the new automatic tuning method
developed in this paper.
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