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Abstract: The improved delayed detached Eddy simulation (IDDES) approach used in the part I of
this investigation to study the self-ignition and combustion of hydrogen jets in a high-speed transverse
flow of hot vitiated air in a duct is extended in the following directions: (i) the wall boundary
conditions are modified to take into account the optical windows employed in the experiments;
(ii) the detailed chemical kinetic model with 19 reactions is used; (iii) a nonlinear turbulence model is
implemented in the code to capture the secondary flows in the duct corners; (iv) the wall roughness
model is adapted; (v) the synthetic turbulence generator is imposed upstream of the fuel injection.
As a result of improving the mathematical and physical problem statements, a good agreement
between the simulation and the experimental database obtained at the LAERTE workbench (ONERA)
is achieved.

Keywords: combustion; turbulence; heat exchange; transverse jet; hybrid RANS-LES method; IDDES;
roughness; nonlinear turbulence model

1. Introduction

Scale-resolving numerical methods became widely used for simulating complex tur-
bulent flows [1,2] after the year 2000 due to technological development. Significant success
was reached in modeling turbulent jets [3,4], the noise produced by them [4,5], and some
separated flows [6]. In a variety of cases, using scale-resolving simulations allowed for
reliable results without a specific method of calibration, whereas simulations based on
Reynolds equations (RANS) with semi-empirical turbulence model closures either pro-
duced much worse results or required an adjustment for a specific type of flow [2,6]. Hybrid
RANS/LES methods are now being applied to engineering tasks [7–9].

Nevertheless, there are several problems in the application of scale-resolving simu-
lations to turbulent flows with combustion in ducts. First of all, solving stiff differential
equations for the multicomponent chemically reacting mixture dynamics leads to a sub-
stantial addition to the computational cost of the simulation, thus limiting the possibility of
grid refinement [10]. Another problem is the wide range of length scales that are important
for the flow description. In particular, in turbulent combustion, significant processes occur
at the level of small vortices that are not resolved by large eddy simulations. Therefore,
it is necessary to use approximate semi-empirical models to describe the effect of turbu-
lence on reaction rates [11]. The available mathematical models for the different processes
occurring within the flow are far from perfect. In complex flows with combustion, only
detailed kinetic mechanisms guarantee a correct description of the reaction development,
but detailed kinetics require large computation efforts, and in the case of hydrocarbon fuels,
it is unsuitable for practical simulations [12]. All modern models of the turbulence effect on
average combustion rates have a very restricted range of applicability [11,13]. Models of
the combustion influence on turbulent mixing are still in a state of development [14]. Heat
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exchange at the duct walls is usually described in the paradigm of a given wall temperature,
although the joint simulation of the flow and the wall heating is very desirable [15]. Instead
of a direct simulation of the flow near the rough walls, only the influence of the wall rough-
ness on the friction and the velocity profile is described by approximate models [16]. In
the case of liquid fuels, the description of multiphase effects during injection, atomization,
vaporization, and consecutive combustion is a very complex problem [17].

It is well known that hydrogen is a promising fuel at the moment due to its envi-
ronmental friendliness and other superior physicochemical properties (e.g., [18,19]). The
current paper is following the study [20], in which scale-resolving methods were employed
for simulating the injection of fuel (hydrogen) into a high-speed turbulent crossflow of
“vitiated” hot air. It is worth noting that there are currently few studies of this kind. There-
fore, one of the objectives of the current paper is to study issues connected with using
scale-resolving methods for this type of flow. Experimental data obtained at the ONERA
LAERTE workbench within the LAPCAT II European project [21–23] are used. The experi-
ment was conducted on the combustion of hydrogen injected into the high-speed hot air
crossflow in a channel with a constant width and a rectangular cross-section. The duct
height profile was chosen so as to avoid a steady thermal chocking (an unsteady partial
thermal chocking does occur) and provide the conditions for self-ignition at a certain inlet
flow regime (named 20151123-R09 in [24], with the Mach number M ≈ 2, the stagnation
temperature Ttot = 1706 K, the total pressure ptot = 4.07 bar and the equivalence ratio
ϕ = 0.145). Before accessing the duct section, the air passed through a fire heater, where it
reached the set temperature due to hydrogen combustion. The resulting hot air contained
reaction products. Afterwards, the flow was accelerated to M ≈ 2 through a de Laval
nozzle. The experimental model section with a length of 1.192 m and a width of 0.04 m
was set at the outlet of the de Laval nozzle (Figure 1). The duct half-height at the constant
cross-section part of the model was 0.0177 m. The hydrogen fuel was injected from the
top and bottom walls normally into the flow. The experimental set-up contained optical
windows located along the duct, which allowed us to visualize flow structures with high-
speed Schlieren imaging and to register the chemiluminescence of the excited OH* radicals.
Additional measurements of the streamwise static pressure distribution and stagnation
temperature profiles at the model inlet were provided. The experimental facilities and mea-
surement methods are described in [21]. There are 128 wall pressure transducers (with a
measurement frequency of 10 Hz), which are connected to the duct by thin tubes. It means
that only average pressure values were measured. Additionally, high-speed Schlieren
(1 µs exposure time, 12,000 frames per second) and OH* radical chemiluminescence (4 µs
exposure time, 4000 frames per second) imaging were applied.
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Figure 1. The sketch of the ONERA LAERTE experimental set-up. The figure was courteously
provided by Dr. A. Vincent-Randonnier.

It is shown in [20,25] that the characteristic roughness size and wall temperature have
the most influence on the wall pressure distribution. Electronic microscope roughness
measurements conducted in ONERA revealed that the average roughness height was
65 µm, which is why this value was used in the simulation [20,24]. Since it was not
possible to determine the exact temperature of the set-up walls (an estimated temperature
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based on the averaging of four measurements in one of the runs was 716 K), a series of
RANS (Reynolds-Averaged Navier−Stokes equations [26]) simulations with different wall
temperatures (constant along the duct length) was performed. The best agreement with the
experiment was obtained with a temperature equal to 1413 K. This value was used in the
scale-resolving simulations described in [20]. However, the authors doubt the validity of
this temperature value since Pelletier et al. [24]. managed to obtain in simulations a good
agreement of the pressure peak with the experimental data at a wall temperature equal to
716 K. For this reason, estimations were performed, showing that the wall temperature
could not exceed 900 K during the experiment. These estimations are provided in the
current paper.

Following these estimations, it was decided to explore the influence of other physical
factors that were not considered in the mathematical set-up before. As was shown in the
experimental studies [27,28] and confirmed in numerical simulations [29,30], the interaction
between the corner separation and the symmetry plane flow separation has a major effect
on this type of flow. In order to account for this factor within the RANS method, it is
necessary to use non-linear turbulence models. In [29,30], the QCR (quadratic constitutive
relation) model of Spalart [31] and its modifications [30,32] were used. The second physical
factor is the initial turbulence and the turbulence at the model inlet. Within the framework
of the IDDES approach, it is desirable to introduce perturbations with a specified amplitude
and spectrum into the flow to ensure the transition of the simulation into the eddy-resolving
mode [33]. In the initial paper [20], it was assumed that the perturbations introduced by
the fuel injection would be enough for turbulence development. No additional means of
creating the turbulent content were used due to this assumption. Therefore, the boundary
layer upstream of the injection was described by the unsteady RANS equations (URANS).
However, accounting for the boundary layer turbulence may lead to a change in the
recirculation zone before the injection and in the corner separations. Another factor to
consider is the choice of the chemical kinetics model. It was shown in [34] that using the
19-reaction kinetics instead of the 7-reaction one allows to account for the heat generation
caused by peroxides, which does not change the pressure distribution but transforms
the structure of the separation region with combustion. The fourth factor is the presence
of the optical windows in the experiment. In all the previous numerical studies of the
experiment [20,21,23–25,35], this factor was not accounted for. On one hand, the window
surface is smooth (it would be more accurate to model them by switching off the roughness),
and, on the other hand, the windows can be viewed as close to insulated walls due to
the low heat conductivity. The fifth factor is the roughness size. According to [36], the
roughness model [37] does not correctly predict the flow at a height comparable to the
roughness size; instead, it should only provide a correct skin friction distribution and the
heat flux caused by the roughness, as well as the corresponding change in mean velocity
profile away from the walls. Therefore, the roughness height parameter in [37] should be
chosen so that the skin friction and heat fluxes are predicted correctly. This roughness size
may not be the same as the one measured in the experiment (65 µm in [24]). In [38], different
roughness shape and height were studied. For example, two types of roughness with the
same equivalent sand grain size [39] but with a two-dimensional and a three-dimensional
structure of the roughness element distribution were explored. Evidently, the skin friction
distributions for such models would be different, though the roughness model does not
reproduce this effect. This is another proof that the roughness model should not be regarded
as the same as the real roughness in the experiment. In [36], it is also suggested to use a
varying roughness size that depends on the position and the incoming flow parameters.
However, the exact expressions for such dependencies have not yet been found.

In the current paper, an attempt to take the aforementioned factors into account is
presented. A non-linear turbulence model is applied to describe secondary flows in the duct
corners. A synthetic turbulence generator at the duct inlet is used to simulate the boundary
layer in the eddy-resolving mode. A detailed 19-reaction kinetic scheme is employed to
describe hydrogen combustion. The optical windows of the experimental model are taken
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into account. The roughness size is used as the last adjustment for the computational
adaptation to the experimental data. It is worth noting that the modeling of turbulent
high-speed combustion in a duct with consideration of all the listed physical factors was
performed for the first time.

The paper is organized as follows: In Section 2, the mathematical model and the
numerical method are briefly described. Section 3 contains the analysis of the wall heating
in the experimental set-up. The influence of accounting for the optical windows is presented
in Section 4. The secondary flow influence is explored in Section 5. The roughness-size
influence is shown in Section 6. The influence of the inlet turbulence is presented in
Section 7. Finally, the scale-resolving simulation results are described in Section 8. A
discussion of the results and a conclusion are provided afterwards.

2. Mathematical Model and Numerical Method

The solver zFlare v. 1.3 [40] from the EWT-TsAGI package [41] is used in the current
work. It implements the finite volume method on a multi-block, structured mesh. To carry
out RANS simulations, the SST (shear stress transport) model [42] with an original rough-
ness model based on [37,43] is used. To calculate convective fluxes, the upwind WENO5
(Weighted Essentially Non-Oscillatory 5-point) monotonicity preserving scheme [44,45] is
used, and the viscous fluxes are approximated by a standard 2nd order central-difference
scheme. To carry out eddy-resolving simulations, the SST-IDDES (improved delayed de-
tached Eddy simulation) method [46], a hybrid scheme for convective fluxes [47], and
an original adaptive-implicit temporal scheme [20] are used. In the case of the RANS
approach, all simulations were conducted until a steady state was reached. It was charac-
terized by the residual values of the density field in the range 10−5–10−4. In the case of
the eddy-resolving approach, at each time step, a linear equation system for increments of
conservative variables was solved using the Gauss–Seidel method. The target L2 accuracy
in relative momentum increments ∆ρu, ∆ρv, ∆ρw (ρ is density, u, v, w are velocity vector
components) was set to 10−3. The numerical method and mathematical formulation of
the problem are described in more detail in the original work [20]. The adjustment of the
numerical schemes and the calibration of the subgrid model constants are presented in [48].
A comparison of the chosen numerical scheme within the framework of the eddy-resolving
approach with other modern schemes of the WENO family was provided in [49].

In contrast to [20], detailed kinetics with 19 reactions [50] were used throughout this
work. This choice is based on the results of [34], according to which the 7-reaction kinetic
scheme used in [20] can give a different three-dimensional flow structure with a similar
streamwise pressure distribution in the duct symmetry plane.

One of the crucial factors for modeling flows in rectangular ducts is the ability of the
numerical method to reproduce corner vortices. It has been shown in [29,30] that nonlinear
eddy viscosity models are able to cope well with this task. Moreover, it is stated (see [30])
that the presence of quadratic modifications in general, rather than their specific type, plays
a key role. In the current work, the SST-NL (non-linear SST) turbulence model [51] is chosen
as the nonlinear viscosity model.

The SST-NL model is a combination of the SST and S-BSL-EARSM (simplified baseline
explicit algebraic Reynolds stress model) [52] models. The expression for the Reynolds
stresses in the SST model [42] has the following form:

τij = −
2
3

ρkδij + 2µt

(
Sij −

1
3

∂uk
∂xk

)

where Sij =
1
2

(
∂ui
∂xj

+
∂uj
∂xi

)
is the strain rate tensor, µt =

ρa1k
max(a1ω,SF2)

is the turbulent eddy

viscosity, S =
√

2SijSij, F2 is the SST blending function, k and ω denote the turbulence
kinetic energy and its specific dissipation rate, ρ is density, δij is the Kronecker delta, and
a1 = 0.31.
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The Reynolds stress expression τij used in SST-NL model consists of two terms: a
linear one taken from SST and a nonlinear one based on the S-BSL-EARSM model:

τij = −
2
3

ρkδij + 2µt

(
Sij −

1
3

∂uk
∂xk

)
+ CNLρk

(
β4T4,ij + β6T6,ij

)
(1)

The tensor basis components T4 and T6 are expressed according to [52]:

T4,ij = S∗ikΩ∗kj −Ω∗ikS∗kj, T6,ij = S∗ikΩ∗klΩ
∗
l j + Ω∗ikΩ∗klS

∗
l j −

2
3 IV∗δij − I I∗ΩS∗ij

The terms S∗ij = τ
(

∂ui
∂xj

+
∂uj
∂xi
− 2

3
∂uk
∂xk

δij

)
and Ω∗ij = τ

(
∂ui
∂xj
− ∂uj

∂xi

)
are the dimensionless

traceless strain and vorticity tensors, τ = 1/(β∗ω) denotes the turbulent time scale, and
β∗ = 0.09 is the SST model constant.

The coefficients β in the Equation (1) are expressed through the tensor invariants
I I∗S = S∗mnS∗nm, I I∗Ω = Ω∗mnΩ∗nm, IV∗ = S∗mnΩ∗nkΩ∗km as follows:

β4 = − 1
Q , β6 = − N

Q1

where Q =
(

N2 − 2I I∗Ω
)
/A1, Q1 = Q

(
2N2 − I I∗Ω

)
/6, N = C1 +

9
4
√

2β∗ I I∗S , A1 = 1.245,
C1 = 1.8.

The model constant CNL adjusts the nonlinear term contribution to the Reynolds
stresses. The value of the constant recommended by the authors of the model is CNL = 1.4.

The ability of the SST-NL model to capture corner vortices is validated by a test with
a fully developed turbulent flow in a square duct. The duct width and height are 0.1 m,
and the flow has the following parameters: density is equal to 1.2 kg/m3, pressure is set to
101,325 Pa, temperature is 294.15 K, and bulk velocity Ub = 3 m/s. The Reynolds number
calculated from the bulk velocity and the duct width is Reb = 21, 400. The simulation
is carried out for a 0.6 mm long duct with periodic boundary conditions connecting the
inlet and outlet of the duct. A constant pressure gradient in the streamwise direction is
introduced to maintain a steady flow and compensate for the gas momentum losses caused
by wall friction. Due to the symmetric formulation of the problem, a quarter of the duct
is considered.

Figure 2 shows the profiles of the mean velocity components on the diagonal of the
duct cross section. The figure compares zFlare results (SST, SST-NL) with SST-NL [51] and
DNS data [53]. The obtained results demonstrate that despite the relatively small values
of the secondary flow (1 % of the bulk velocity), it has a significant influence on the flow
structure. Indeed, the SST model cannot reproduce the secondary flow and therefore gives
significant (up to 20%) errors in predicting the streamwise velocity. In contrast, the SST-NL
model is capable of modeling the secondary flow and therefore provides much better
agreement with DNS data (the error is less than 5%). These results are consistent with those
of the authors of the SST-NL model [51], although they are slightly quantitatively different.

The SST-NL model also improves the simulation of the corner flow at the wing-fuselage
junction. The results of the corresponding NASA Juncture Flow and CRM test cases are
reported in [54].

The computational domain was created using in-house code from the EWT-TsAGI
package [41]. It represents half of the duct from the de Laval nozzle end to the exhaust pipe
(Figure 3). The grid is almost Cartesian (its quality (determinant criterion) is about 1) and
contains 2100 × 140 × 312 hexagonal cells in x, y, and z directions, respectively. The height
of the first near-wall cell was equal to 2× 10−5 m ( y+ ∼ 1). The scale-resolving region is
located at 0.18 m≤ x≤ 0.8 m in the streamwise direction. There were 15 cells located across
the injector opening (Figure 4). A no-slip boundary condition was set at the bottom and side
walls with the constant temperature Twall = 716 K. Different modifications that allow for the
modeling of windows and rough surfaces are described below in corresponding sections.
A symmetry boundary condition was set at the top of the computational domain. An
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extrapolation boundary condition was set at the outlet. To set the inlet boundary condition,
a preliminary RANS simulation of the heater was used.
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3. Estimations of the Experimental Model Wall Heating

Since the wall temperature remained a parameter that could not be explicitly deter-
mined in the experiment, the problem of choosing the value of this parameter persisted. In
simulations [24,55], a value of 716 K was set over the entire length of the walls; in [20], in
the RANS formulation, the optimal value turned out to be almost twice as large—1413 K.
To test whether such a value was achievable in the experiment, the authors attempted to
estimate it.

For this purpose, a solution to the one-dimensional heat equation was obtained:
ρC ∂T

∂t = ∂
∂n

(
λ ∂T

∂n

)
, where n, T, ρ, C, λ are the surface normal distance, temperature, density,

heat capacity and thermal conductivity, respectively. It was taken into account that a
heat-resistant coating (O5Y2 Zr) was applied to the duct walls, with the main purpose of
preventing oxidation and deformation of the duct walls. The average thickness of this
coating is 0.0003 m. Then there is the copper wall, which is 0.066 m thick. The rest of the
simulation area is occupied by resting air. The parameters ρ, C, λ for the heat-resistant
coating, copper, and air are significantly different. Within each section, these parameters
are approximated by a quadratic function of T.

To correctly pose the Cauchy problem for the heat equation, two boundary conditions
and an initial temperature distribution are required.

The left boundary condition was based on the assumption that the parameters of
the stationary air flow moving along the wall are known outside of the boundary layer
(hereinafter denoted by the subscript “e”). The boundary layer is assumed to be stationary.
On the left boundary, where the heat-resistant coating contacts the bottom part of the
boundary layer, the heat flux value was specified. It was expressed through the friction
coefficient C f using the Reynolds analogy [56]:

qw = λ
∂T
∂n

=
1

2Pr0.57 C f Cpρeue(Tr − Tw)

where Cp, ρe, ue, Tr, Tw denote heat capacity at constant pressure, density at the outer
boundary of the BL (boundary layer), velocity of the flow core, recovery temperature, and
wall temperature, respectively. The friction coefficient C f itself is expressed through the
flow parameters presented below at the outer boundary of the BL using formulas from [57].
Since the flow is significantly turbulent, the recovery temperature was determined by the
formula Tr = Te(1 + 3

√
Pr · 0.5 · (κ − 1) ·M2

e ), where Te, Me are the temperature and the
Mach number, Pr = 0.72 is the Prandtl number and κ is the specific heat ratio.

The experimental run included filling the system with air (heated for 20–25 s), followed
by the stage of supplying fuel to the experimental model (about 5 s). Since the “hot”
stages were short, the flow parameters of the system filled with heated air were used for
assessments: Me = 1.97, κ = 1.304, ue = 1313.9 m/s, Tr = 1713 K, Te = 1120.5 K.

An adiabatic boundary condition was set on the right boundary, placed in the resting
air far from the wall. Initially, the temperature in the entire computational domain (i.e., the
initial temperature of the heat-resistant coating, of the copper wall, and of the resting air)
was set to 300 K.

The grid was constructed as follows: the first section (heat-resistant coating) included
15 cells with equal spacing, the second section had 16 cells with the same spacing, and then
the grid spacing increased to 0.2 m geometrically with a denominator of 1.029875. Further,
the geometric progression denominator was set to 1.1 up to the outlet. Thus, 250 cells were
placed on a computational grid with a length of 1.011649 m (170 cells in the copper section).

Figure 5 shows the temperature distribution in the area from 0 m (left boundary)
to 0.2 m. It is noteworthy that at the heat-resistant coating, the temperature decreases
by approximately 80 degrees, despite its insignificant thickness of 0.3 mm. This can be
explained by the fact that its thermal conductivity coefficient is almost 200 times less than
the corresponding coefficient for copper.
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The current one-dimensional simulation results show that during the experiment there
is not enough time for the wall temperature to rise to 1413 K. With an experiment duration
of 50 s, the wall heats up to 610 K, and with a duration of 150 s, it increases to 940 K. The
value of 716 K lies in the middle between these values, and is recommended in the work
of Pelletier et al. [24]. This is the value that is used in the simulations described below.
However, it should be taken into account that the above estimates ignore many factors:
uneven heating of the wall, heat fluxes in transverse directions, changes in flow parameters
during this time, the imposed Reynolds analogy, and the failure to take into account the
slow motion of air outside the experimental model.

4. Analysis of the Optical Windows Influence

Since no heat-resistant coating was applied to the windows and the thermal conductiv-
ity of glass is quite low, the presence of optical windows can be approximated by replacing
the boundary condition on the wall with a smooth, heat-insulated, no-slip surface. It was
taken into account that the windows occupy three sections along the X axis: [0.1394; 0.5584],
[0.6593; 0.8286], [0.9495; 0.1119] (numbers are given in meters) and at the same time cover
the entire height of the duct. Figure 6 shows the Mach numbers in the symmetry plane for
two RANS simulations with different boundary conditions: without and with windows.
As one would expect, taking glasses into account leads to the fact that the separation region
located in the center of the duct moves downstream since the integral friction is less. At
that, the height of the separation region increases. This is explained by the increase in the
second Damköhler number: DaII = (qchem − qwall)/(CpT), where qchem is the amount of
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heat released as a result of a chemical reaction, qwall is the heat flux into the duct walls,
Cp is the heat capacity at constant pressure. In the case of glass qwall = 0. However, the
influence of windows turns out to be very moderate and does not lead to a qualitative
change in the flow pattern.
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5. Analysis of the Secondary Flows Influence

To simulate secondary flows, the nonlinear SST-NL model described above was used
in this work. Figure 7 shows two RANS simulations using the SST and SST-NL models.
The separation regions in the corners and near the central plane are depicted as isosurfaces
of zero streamwise velocity. The streamwise velocity distribution near the bottom and
side walls of the experimental model is also presented. In addition, Figure 7 shows a
cross-section distribution of the wall-normal velocity component v. It can be seen that in the
original setup (left), there is a corner separation opposite to the central separation. When
switching to the SST-NL model, secondary flows arise in the corner, and as a result, the
corner separation disappears. In this case, the size of the central separation increases, which
is consistent with the data in [27,29,30]. Thus, taking secondary flows into account leads to
a significant change in the main flow structure, which can be observed in Figure 8 (a quarter
of the duct is shown there). The computational domain boundaries are indicated in gray.
The isosurfaces M = 1 are shown in a metallic color. The figure also contains streamlines
(black curves) and transverse fields of the streamwise velocity u in the cross-section of
the duct. It can be seen that the flow is displaced to the side walls of the duct by the
central separation. In the case of the SST-NL model, partial chocking is observed since a
larger cross-sectional area is occupied by a subsonic flow and the average Mach number
over the cross-section becomes less than unity. Additionally, in the case of SST-NL, the
streamlines are located more sparsely in comparison with the field obtained using the
SST model. Figure 9 shows the Mach number in the symmetry plane, the streamlines of
the hydrogen jet, as well as the isosurfaces, where the radical OH mass fraction is equal
to 0.017 (burgundy color). It can be seen that the formation of radicals occurs along the
perimeter of the fuel jet. In this case, two regions of their presence can be distinguished: the
separation zone located under the hydrogen jet and the jet mixing layer. In both cases, the
fuel passes from the mixing layer into the recirculation region, which becomes a stabilizer
for further combustion downstream since it is a source of hot reaction products. In the case
of the SST-NL model, in contrast to the SST, an additional source of heat release is observed
directly behind the normal shock. Combustion continuously interacts with turbulence
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and the gas-dynamic structure—it further increases the temperature and pressure and,
therefore, increases the thickness of the BL and the separation height. As a result, the
entire structure moves slightly upstream. In this case, the pressure peak almost does not
change its location (Figure 10), but its amplitude increases significantly, which is in better
agreement with the experiment.

Energies 2023, 16, x FOR PEER REVIEW 10 of 23 
 

 

shows a cross-section distribution of the wall-normal velocity component v. It can be seen 
that in the original setup (left), there is a corner separation opposite to the central sepa-
ration. When switching to the SST-NL model, secondary flows arise in the corner, and as 
a result, the corner separation disappears. In this case, the size of the central separation 
increases, which is consistent with the data in [27,29,30]. Thus, taking secondary flows 
into account leads to a significant change in the main flow structure, which can be ob-
served in Figure 8 (a quarter of the duct is shown there). The computational domain 
boundaries are indicated in gray. The isosurfaces M = 1 are shown in a metallic color. The 
figure also contains streamlines (black curves) and transverse fields of the streamwise 
velocity u in the cross-section of the duct. It can be seen that the flow is displaced to the 
side walls of the duct by the central separation. In the case of the SST-NL model, partial 
chocking is observed since a larger cross-sectional area is occupied by a subsonic flow 
and the average Mach number over the cross-section becomes less than unity. Addition-
ally, in the case of SST-NL, the streamlines are located more sparsely in comparison with 
the field obtained using the SST model. Figure 9 shows the Mach number in the sym-
metry plane, the streamlines of the hydrogen jet, as well as the isosurfaces, where the 
radical OH mass fraction is equal to 0.017 (burgundy color). It can be seen that the for-
mation of radicals occurs along the perimeter of the fuel jet. In this case, two regions of 
their presence can be distinguished: the separation zone located under the hydrogen jet 
and the jet mixing layer. In both cases, the fuel passes from the mixing layer into the re-
circulation region, which becomes a stabilizer for further combustion downstream since 
it is a source of hot reaction products. In the case of the SST-NL model, in contrast to the 
SST, an additional source of heat release is observed directly behind the normal shock. 
Combustion continuously interacts with turbulence and the gas-dynamic structure—it 
further increases the temperature and pressure and, therefore, increases the thickness of 
the BL and the separation height. As a result, the entire structure moves slightly up-
stream. In this case, the pressure peak almost does not change its location (Figure 10), but 
its amplitude increases significantly, which is in better agreement with the experiment. 

 
Figure 7. Structure of separations (flow is directed from left to right). RANS simulation using the 
SST (left) and SST-NL (right) models. Figure 7. Structure of separations (flow is directed from left to right). RANS simulation using the SST

(left) and SST-NL (right) models.
Energies 2023, 16, x FOR PEER REVIEW 11 of 23 
 

 

 

 
Figure 8. Influence of secondary flows (flow is directed from left to right). RANS simulation using 
the SST (top) and SST-NL (bottom) models. A quarter of the duct is shown. Figure 8. Influence of secondary flows (flow is directed from left to right). RANS simulation using

the SST (top) and SST-NL (bottom) models. A quarter of the duct is shown.



Energies 2023, 16, 7262 11 of 22Energies 2023, 16, x FOR PEER REVIEW 12 of 23 
 

 

 

 
Figure 9. Radical OH concentration isosurface = 0.017 (flow is directed from right to left). RANS 
simulation using the SST (top) and SST-NL (bottom) models. A quarter of the duct is shown. 

Figure 9. Radical OH concentration isosurface = 0.017 (flow is directed from right to left). RANS
simulation using the SST (top) and SST-NL (bottom) models. A quarter of the duct is shown.



Energies 2023, 16, 7262 12 of 22
Energies 2023, 16, x FOR PEER REVIEW 13 of 23 
 

 

 
Figure 10. Pressure distribution along the duct: RANS simulations with the SST model and hs = 65 
µm (blue line), with the SST-NL model and hs = 65 µm (pink line), 80 µm (orange line), 85 µm 
(green line), 90 µm (turquoise line); IDDES simulations with hs = 65 µm at the times 2.88 ms (red 
line) and 4.88 ms (brown line) and the experimental data (black dots) [21] are also shown. 

6. Analysis of the Influence of Roughness Height 
As has already been established in [25,34], the model roughness parameter signifi-

cantly affects the pressure distribution. According to [36], roughness models based on the 
assumption of a shift in the velocity profile should correctly reproduce the effects asso-
ciated with real roughness, namely increased friction and heat flow. In this sense, in [36], 
it is proposed to treat hs as a free parameter, the value of which must be selected so as to 
ensure the correct distribution of friction on the surface. However, no friction measure-
ments were carried out in the experiment [21]. Therefore, the hs parameter was adjusted 
based on the pressure distribution along the duct. It was found that the simulation with 
the value hs = 85 µm is closest to the experimental one in terms of the position of the 
pressure peak (Figure 10). It should also be noted that all RANS simulations, even with 
the SST-NL model, do not allow us to obtain the pressure plateau observed in the ex-
periment in the interval (0.45; 0.6) and also underestimate the pressure level before the 
injection, which is due to a poor quality of modeling the separation before the injection. A 
likely explanation may be an insufficient grid resolution in this part of the computational 
domain (there are 15 cells per injector diameter). These two problems were also observed 
in the original work [20]. Please note that the simulation with hs = 90 µm leads to an ex-
cessive increase in pressure directly behind the injected jet. This is a consequence of the 
fact that the separation region at such a value of hs attaches to the injected jet (Figure 11), 
which also leads to changes in the gas-dynamic structure in the inviscid core of the flow. 
In this case, combustion along the perimeter of the mixing layer disappears, only the 
combustion caused by separation remains, as evidenced by the temperature distribution 
along the duct (Figure 12). 

Figure 10. Pressure distribution along the duct: RANS simulations with the SST model and hs = 65 µm
(blue line), with the SST-NL model and hs = 65 µm (pink line), 80 µm (orange line), 85 µm (green line),
90 µm (turquoise line); IDDES simulations with hs = 65 µm at the times 2.88 ms (red line) and 4.88 ms
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6. Analysis of the Influence of Roughness Height

As has already been established in [25,34], the model roughness parameter signifi-
cantly affects the pressure distribution. According to [36], roughness models based on the
assumption of a shift in the velocity profile should correctly reproduce the effects associated
with real roughness, namely increased friction and heat flow. In this sense, in [36], it is
proposed to treat hs as a free parameter, the value of which must be selected so as to ensure
the correct distribution of friction on the surface. However, no friction measurements were
carried out in the experiment [21]. Therefore, the hs parameter was adjusted based on
the pressure distribution along the duct. It was found that the simulation with the value
hs = 85 µm is closest to the experimental one in terms of the position of the pressure peak
(Figure 10). It should also be noted that all RANS simulations, even with the SST-NL model,
do not allow us to obtain the pressure plateau observed in the experiment in the interval
(0.45; 0.6) and also underestimate the pressure level before the injection, which is due to a
poor quality of modeling the separation before the injection. A likely explanation may be
an insufficient grid resolution in this part of the computational domain (there are 15 cells
per injector diameter). These two problems were also observed in the original work [20].
Please note that the simulation with hs = 90 µm leads to an excessive increase in pressure
directly behind the injected jet. This is a consequence of the fact that the separation region
at such a value of hs attaches to the injected jet (Figure 11), which also leads to changes in
the gas-dynamic structure in the inviscid core of the flow. In this case, combustion along
the perimeter of the mixing layer disappears, only the combustion caused by separation
remains, as evidenced by the temperature distribution along the duct (Figure 12).
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7. Analysis of the Influence of the Resolved Turbulence at the Inlet

The IDDES simulation of the original work [20] did not use an STG (synthetic tur-
bulence generator), since it was believed that transverse injection itself is a sufficient
turbulence generation mechanism. However, in this case, the boundary layer before the
injection remains in the RANS mode (Figure 13), and turbulent structures typical for the
eddy-resolving method are observed downstream of the jet. In the current IDDES simula-
tion, an STG similar to that proposed in [33] was installed in a cross-section at 0.12 m along
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the X axis. For this purpose, the grid was changed manually: the beginning of the compu-
tational domain was shifted downstream from 0.065 m to a coordinate of 0.12 m (the inlet
section was distanced upstream from the injectors by approximately 20 BL thicknesses),
and the cells themselves were condensed to meet the STG requirements. Thus, the new
computational domain is 0.055 m shorter than the original one and contains approximately
104 million cells (12 million more than the original one). Since it was known from past
experience that the transition from RANS to IDDES leads to a shift in the gas-dynamic
structure, separation, and pressure peak upstream, the initial field for the IDDES simulation
was taken from the RANS simulation on the basis of the SST-NL model with hs = 80 µm
(5 µm less than in the best RANS simulation). The simulation showed that the roughness
could be reduced even more, so after the first 2 ms, a transition was made from 80 to 65 µm.
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The initial field consisted of the average flow from the RANS simulation with added
perturbations of the velocity components (u′, v′, w′) in order to prevent the dissipation of
turbulence and the transition of the numerical method to the RANS mode. The perturba-
tions were based on [58] and calculated as follows:

u′ = 0,
v′ = 0.3u0 · sin
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0.5 · 2πx
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H
)
,

w′ = 0.3u0 · sin
(
0.5 · 2πx

H
)
· cos

(
4 · 2πy

H

)
· cos

(
4 · 2πz
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where H = H(x) is the local height of the duct and u0 is the characteristic average value of
streamwise velocity (which was chosen to be 900 m/s). Figure 13 shows the Mach number
fields in the symmetry plane in the vicinity of the jet. It can be seen that introducing the
fluctuations leads to a decrease in the separated region before the injection, which causes a
decrease in the separation wedge angle and, therefore, a drop in the intensity of the oblique
shock wave. All of this interacts with the separated region in which heat release occurs. It
is worth noting that the STG also affects the BL on the side walls and, consequently, the
flow structure in the corners.
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8. Results of the New IDDES Simulation

Figure 14 shows the Mach number fields in the symmetry plane for the IDDES simula-
tion using the STG from the initial field based on the RANS simulation with hs = 80 µm.
The following times are presented: 0.00050 s, 0.00096 s, 0.00205 s, 0.00288 s, 0.00400 s, and
0.00488 s. It can be seen that, in contrast to [20], it was possible to achieve a stable normal
shock at the wall temperature of 716 K. The main role in this was played by the initial field
containing secondary flows in the corners and a large central separation, as well as the
generated turbulence at the entrance.
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Despite the fact that the RANS simulation was brought to a steady state, in the case of
the IDDES, the size of the normal shock above the central separation increased, and the
gas-dynamic structure, along with the separation, began to shift upstream. At the time of
0.00205 s, one can observe a downstream displacement of the entire structure associated
with the transition from hs = 80 µm to hs = 65 µm. However, after the flow adaptation to
the new boundary condition, the upstream displacement of shock waves and the central
separation continued. It is noteworthy that in the computation, as well as in the experiment,
the instantaneous pressure distributions on the duct wall contain a plateau in the area
(0.45; 0.6) m along the X axis. It can be observed in Figure 10, which shows the pressure
distribution from the IDDES simulation at 0.00288 s.

Nearing the time of 0.00400 s, the central separation connected to the recirculation
region behind the injected jet. The simulation was continued from this moment until
0.00488 s. During this period, time averaging was carried out to analyze the simulation
results. Figure 15 shows the averaged Mach number field. It can be seen that the central
separation attached to the injected jet is stationary. This flow pattern does not correspond
to the experimental data, according to which the shock wave structure and the region of
increased concentration of OH* radicals should fluctuate at X ∈ (0.23; 0.28) m.
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A possible explanation for the difference between the experimental data and the
simulations may be an incorrect description of the mixing layer between gases with
significantly different densities. A similar problem has already occurred for the authors
when modeling the turbulent mixing of helium-air co-flow jets [59]. The source of
errors in that case was the interaction of the central-difference scheme and the subgrid
model. It was possible to get the results in better agreement with the experiment by
increasing the eddy viscosity and changing the value of the subgrid model constants.
To test this hypothesis, a simulation was carried out in the field corresponding to the
time moment of 0.00205 s, with the values of the constants used in [59]. Figure 16 shows
the instantaneous field of the Mach number in the symmetry plane at 0.00069 s after
the start of the simulation. It can be seen that the partial chocking has disappeared, the
central separation has decreased and moved downstream, and small vortex structures
have been suppressed by viscosity. The resulting flow also does not correspond to the
experiment. This result indicates a strong influence of the subgrid stress model in this
flow, which requires a careful study in the future. Further tuning of the numerical
method without a detailed analysis of its impact, according to the authors, is not a
reasonable approach.
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9. Discussion and Conclusions

In this paper, the influence of various physical factors on the structure of a turbulent
flow with combustion in a duct was studied as follows:

• It was established that chemical kinetics and optical windows have a minor effect
on the pressure distribution along the duct. However, they affect the shape of the
separation zones.

• Roughness and the wall temperature, on the contrary, have a major effect on the
pressure distribution along the duct and a minor influence on the shape of the
separation zones.

• A significant influence on the pressure distribution along the duct and the shape of
the separation zones is exerted by the nonlinear model of turbulent stresses in the case
of the RANS approach and the generation of synthetic turbulence in the case of the
IDDES approach.

• It was demonstrated that within the RANS framework, at a given wall temperature
of 716 K, satisfactory agreement with the experimental pressure distribution can be
achieved by increasing the roughness height from 65 to 85 µm if the secondary flows
in the duct corners are reproduced in the simulation. In this case, the flow contains a
large central separation and partial chocking, which does not contradict the Schlieren
photographs taken in the experiment. However, no oscillations in this gas-dynamic
structure were observed.

In the IDDES simulation, the central separation reached the injected jet and joined the
recirculation region behind it. The streamwise pressure distribution in the region (0.3; 0.6)
m along the X axis turns out to be significantly overestimated compared to the experiment
and RANS simulations (Figure 10). This indicates a more intense heat release in this area.
For comparison, Figure 17 shows the concentrations of OH radicals in the symmetry plane
for the averaged IDDES simulation as well as RANS simulations with roughness heights of
65 and 80 µm. It can be seen that in the IDDES simulation, heat release begins sufficiently
earlier in comparison with the RANS simulation. In the previous section, it was established
that an increase in the eddy viscosity completely changes the flow pattern. All these facts
indicate that in the eddy-resolving simulation, the conditions necessary for self-ignition
(mixing of fuel and oxidizer, high temperatures and pressures) were formed much earlier.
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Figure 17. Concentration field of OH radicals in the symmetry plane. (a) averaged IDDES simulation,
(b) RANS simulation with hs = 65 µm, (c) RANS simulation with hs = 80 µm.

• The first reason for excessive temperature and pressure values in the flow may be
the initial field and the first 0.002 s of the simulation, during which hs = 80 µm was
maintained. To check this, an IDDES simulation was run from the field obtained in the
RANS simulation with hs = 65 µm. Figure 18 shows the simulation at the time moment
0.00204 s; the flow pattern is in good agreement with the experiment. However, the
pressure distribution on the wall contains a second peak at x = 0.3 m, which is not
present in the experiment. At the same time, the pressure is still overestimated in the
area (0.3;0.6) m along the X axis (Figure 19). During further modeling, the gas-dynamic
structure oscillated once along the X axis and reached the same state as the previous
eddy-resolving simulation.
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simulation from the initial RANS field with hs = 65 µm.

• The second reason may be an incorrect description of the separation before the injection,
as evidenced by the difference in the pressure distribution. In all simulations, the
pressure level before injection is lower than in the experiment; see Figures 10 and 19.
In RANS simulations, this disadvantage is probably compensated by an increase in the
roughness height. The question of modeling this separation using an eddy-resolving
approach and its effect on the combustion process requires a separate study.

• The third reason is a possibly excessive level of turbulence kinetic energy in the
boundary layer upstream of the injection. The synthetic turbulence generator converts
the turbulence energy received in RANS into resolved and subgrid energies while
maintaining the total value. However, the initial value was obtained as a result of a
relatively coarse simulation of the heater and may turn out to be too high. This may
not affect RANS simulations but may be significant in eddy-resolving simulations.
A decrease in the turbulence energy at the duct entrance will lead to a decrease in
the subgrid energy. Therefore, the eddy viscosity and the quality of fuel mixed with
oxidizer will decrease. This issue also needs to be researched separately.

• The fourth reason is modeling only the lower half of the duct. According to exper-
imental data kindly provided by Dr. A. Vincent-Randonnier, the selected mode is
statistically symmetric (4098 snapshots were taken, and the correlation coefficient
between the leading edges of the top and bottom flames ≈ 0.95). However, the in-
stantaneous positions of the top and bottom flames can differ by up to 6 mm in the
streamwise direction during the first 0.015 s of the simulation. In eddy-resolving
simulations, this may turn out to be significant. This can be investigated by simulating
the full model, which will require at least twice as many computational resources.
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