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Abstract: The jet impingement phenomenon is one of the processes which can enhance heat transfer.
Due to its complex nature, it has been the subject of many experimental and numerical analyses
in which researchers have tried to quantify and qualitatively describe it. However, the lack of
crucial information regarding procedures, accuracy, geometry settings, boundary conditions, etc.
makes it challenging to compare the results, validate turbulence models, and reproduce data. In this
publication, the authors show a consistent and systematic numerical analysis of round and turbulent
jet impingement based on RANS turbulence models. The results have been calculated for various
geometrical configurations, Reynolds number values, and turbulence models, and compared with
experimental and numerical data available in the literature to show their similarities and differences.
It led to unique data collection, which was used in the novel quantitative analysis and helped lead
to proposing the measure of the heat transfer performance of a particular turbulence model. Such a
measure has not been reported so far. The measure exhibited that no turbulence model is suitable for
all analyzed parameters. Quantitative comparisons enable recommendations of turbulence models
for analyzed cases which have the potential to accelerate the design process of devices and could be a
source of suggestions for other researchers.

Keywords: round impinging jet; turbulence; RANS; heat transfer; Nusselt number; measure of
discrepancies

1. Introduction

Experimental studies of complex physical phenomena remain a challenge. They
require much work, time, and money, and there is not a 100% certainty of success. A
similarly or even more challenging task is numerical modeling, especially in the case of heat
and momentum transfer. An example of such a complex phenomenon is jet impingement
turbulent heat transfer. Jet impingement represents the stream of fluid discharged from the
nozzle or orifice hitting the opposite wall. The most frequent turbulent jet goes through the
stagnation region, changing direction, laminarizing, and then developing into a turbulent
wall jet. Such changes in flow character involve strong gradients, which can be difficult
to ‘catch’ because they depend on various parameters. The common problem of both
experimental and numerical approaches is the lack of crucial information like configuration
or geometrical setup details, data referring to the inlet conditions, boundary conditions,
details of turbulence modeling, etc. One of the weak points of the research is repeatability.
Therefore, without all the mentioned critical information, it is impossible to compare
research work with the results of other research groups. It is also difficult to draw general
conclusions about modeling the jet impingement phenomenon, synthesizing the available
knowledge, and finding the reasons for the result discrepancies.

The experimental studies available in the literature have been conducted for many
different geometrical configurations (distance to impingement plate and diameter ratio
H/D) and values of Reynolds numbers; only a few of them corresponding to the selection in
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the presented numerical investigations were reported: H/D = 1, Re = 10,000–30,000 [1–3];
H/D = 2, Re = 10,000–30,000 [3–9]; H/D = 4, Re = 10,000–30,000 [2–4,6]; H/D = 6,
Re = 10,000–30,000 [1,3,4,6–11]. A brief overview of the selected experimental investiga-
tions together with their achievements can be found in Table 1. The literature’s survey of
the numerical investigations of the turbulence jet impingement phenomenon shows many
studies, geometrical configurations, and flow conditions. A brief overview of the numerical
investigations can be found in Table 2.

Table 1. A brief overview of the selected experimental investigations.

H/D* Re* Scope and Some Key Findings

Colucci et al. [1] 1
6

10,000
20,000
30,000
20,000
30,000

Analysis of influence of nozzle geometry (orifice and two hyperbolic nozzles).

• The hyperbolic nozzle is better than the orifice for H/D < 1 and Re > 30,000;
• The local Nusselt number values depended strongly on the Reynolds number

and H/D;
• For larger H/D (=6.0), the local Nusselt number was independent of the

nozzle geometry;
• The effect of the confinement on the local Nusselt number increases with

decreasing H/D.

Gulati et al. [2] 1
4

10,000

Analysis of the nozzle shape influence (circular, square, rectangular).

• An increase in the Reynolds number causes an increase in the heat transfer rate
for circular and noncircular jets;

• The average Nusselt number was almost the same for all tested nozzle
configurations;

• The pressure loss coefficient was the lowest for the circular jet and the highest for
the rectangular one.

Katti et al. [3]

1
2
4
6

20,000
23,000

Experimental investigation and theoretical analysis of local heat transfer
characteristics, and development of semiempirical correlations.

• Three regions were identified (stagnation, transition, and wall jet);
• An increase in the Reynolds number causes an increase in the heat transfer;
• The Nusselt number at the stagnation point increases with an increase in H/D

from 1 to 6 (for constant Re);
• The Nusselt number at the stagnation point increases with a decrease in H/D

below 1.

Lee et al. [4]
2
4
6

10,000
20,000
30,000

Investigation of local heat transfer characteristics in a stagnation region. Construction
of heat transfer data benchmark. Proposal of the Nusselt number correlation.

• For small values of H/D (=2), the local Nusselt number distribution has two
distinct maxima;

• The first maximum is related to the accelerated radial flow at the edge location of
the nozzle, and the second maximum is due to the transition from laminar to a
turbulent boundary layer;

• The locations of maxima move outward with increasing Reynolds numbers;
• For high values of H/D (>6), the local Nusselt number decreases monotonically

with the radial distance;
• The Reynolds number dependence is enhanced with increasing H/D as a result

of the increase in the centerline turbulence intensity of the jet.

Petera et al. [5] 2 23,000

Analysis of influence of the heat flux oscillations on the heat transfer process.
Comparison between the experimental and CFD results.

• The best agreement was provided by the k-ω Intermittency Transition
turbulence model;

• The second-order closure Reynolds Stress models with the implementation of
the explicit algebraic model for the anisotropic turbulent heat flux obtained the
best possible agreement with experimental data.
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Table 1. Cont.

H/D* Re* Scope and Some Key Findings

Gao et al. [6]
2
4
6

23,000

Study of heat transfer enhancement caused by the array of triangular tabs located at
the turbulent jets’ exits.

• The addition of the tabs at the jet exits had a significant effect on the heat transfer
produced by the impinging jet, particularly in the impingement region;

• For a small value of H/D (=2), the impinging jet produces a series of distinct
regions of significant heat transfer enhancement surrounding the
impingement region;

• For a higher value of H/D (=4 and =6), the heat transfer enhancement became
more uniform;

• Tabs significantly increased the turbulent mixing and played an essential role in
determining heat transfer enhancement for larger values of H/D;

• The turbulent mixing also reduced the development length of the jet.

Yan et al. [7] 2
6

23,000

Investigation of the local heat transfer coefficient for jet impinging on a flat plate.

• For a small value of H/D (=2), the heat transfer in the stagnation region is
proportional to Re0.5 and in the wall jet region to Re0.7;

• For a large value of H/D (=6), the Reynolds number dependence in the wall jet
region is unchanged, but in the stagnation region it is stronger, at Re0.56.

Baughn et al. [8] 2
6

23,300

Experimental study of jet impingement heat transfer. Influence of the
entrainment effect.

• The effectiveness is independent of the Reynolds number and the jet
temperature.

Baughn et al. [9] 2
6

23,750

Experimental analysis using a fully developed jet and well-controlled thermal
boundary conditions.

• For H/D = 2, the maximum heat transfer is at the stagnation point, then has a
minimum at x/D = ~1.3 and another maximum at x/D = ~1.8;

• The maximum stagnation point heat transfer occurs at H/D = 6.

Lytle et al. [10] 6 23,000

Local heat transfer characteristics at H/D < 1. Presentation of the Nusselt
number correlation.

• With a decreasing value of H/D, both mean velocity and RMS turbulence
fluctuations increase;

• For H/D < 0.25, heat transfer enhancement was observed due to the global
continuity-forced acceleration of the fluid, as well as a significant increase in the
turbulence level;

• The stagnation point heat transfer coefficients increase significantly with
decreasing values of H/D.

Lee et al. [11] 6 23,000

Analysis of an influence of the diameter of the nozzle on heat transfer.

• The potential core length increases with an increasing nozzle diameter;
• The jet momentum and turbulence intensity increase with a larger nozzle

diameter, which results in heat transfer enhancement at the stagnation point;
• For Re = 23,000 and all diameters of the nozzles, the maximum Nusselt number

at the stagnation point occurs at H/D = 7. The intensity of the turbulence reaches
roughly a maximum value in that region;

• The local Nusselt number increases with the increasing nozzle diameter in the
stagnation region;

• There is no effect of the diameter of the nozzle on the local Nusselt number in the
wall jet region (x/D > 0.5). Jet flow characteristics are almost lost in the
redevelopment of the boundary condition layer.

The H/D* and Re* list is narrowed down to values used as a reference.
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Table 2. Overview of numerical investigations.

Jet Type Nozzle
Shape Geometry H/D Re Models

Seyedein et al. [12] confined slot flat 2.5–7.5 5000–20,000 k-ε model family

Behnia et al. [13] confined
unconfined round flat (normal

and inclined) 6 23,000 v2- f

Heyerichs et al. [14] confined slot flat 2.6 10,000 k-ε and k-ω
model family

Behnia et al. [15] confined
unconfined round flat, pedestal 0.1–6 23,000 v2- f

Kura et al. [16] confined round flat 2 23,000 ζ-f

Jensen et al. [17] unconfined round flat 2 1.1·105–6.6·105 v2- f and k-ε
model family

Huang et al. [18] confined slot flat 4, 9.2

k-ω SST,
Kato–Launder,
Intermittency
transition

Granados-Ortiz et al. [19] unconfined round flat 5 23,000
k-ω SST,
Kato–Launder,
Transition SST

Wienand et al. [20] unconfined round flat 2, 6, 10, 14 23,000 k-ω SST,
Kato–Launder

Simionescu et al. [21] unconfined slot flat 2–10 2000–10,000 k-ε and k-ω
model family

Caggese et al. [22] confined round flat 0.5, 1.0, 1.5 16,500–41,800 k-ω SST

Chen et al. [23] confined round flat 2.5 ~1.4·105–2.6·105 k-ω SST

Petera [24] unconfined round flat 2, 6 23,000

k-ω SST, RSM,
Intermittency
transition,
Transition SST,
k-kl-ω

Hofmann et al. [25] unconfined round flat 2.5, 10 34,000, 124,000 k-ε and k-ω model
family, RSM

Sagot et al. [26] unconfined round flat 2–6 10,000–30,000 k-ε and k-ω
model family

Ortega-Casanova et al. [27] unconfined round flat, surface
with bumps 2 23,000 k-ω model family

Zhou et al. [28] unconfined round flat 2 4000–12,000 v2- f , k-ε and k-ω
model family, RSM

Buchlin [29] unconfined round flat 1 60,000 k-ε RNG

Isman et al. [30] confined slot flat 4–10 4000–12,000 k-ε model family

Nabadavis et al. [31] unconfined round flat 3–30 20,000–51,000 k-ε model family

Sharif et al. [32] confined slot flat, concave 2.6, 6 10,200, 11,000 k-ε model family,
k-ω SST, RSM

Kura et al. [33] confined round flat, concave,
convex 2 23,000 v2- f , k-ε model

family, k-ω SST

Kura et al. [34] confined round flat 2 23,000 v2- f , ζ-f, k-ε
model family

Kura et al. [35] confined round flat, concave,
convex 2 23,000 v2- f , ζ-f
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Table 2. Cont.

Jet Type Nozzle
Shape Geometry H/D Re Models

Aillaud et al. [36] unconfined round flat 2 23,000 LES

Dutta et al. [37] confined slot flat 4 20,000 LES

Hadžiabdić et al. [38] unconfined round flat 2 20,000 LES

Dairay et al. [39] confined round flat 2 10,000 LES

Uddin et al. [40] confined round flat 2 13,000, 23,000 LES

Dairay et al. [41] confined round flat 2 10,000 DNS

The information included in the table refers mostly to the geometry configurations,
hydrodynamics conditions, and applied turbulence models. The researchers directly con-
sidered various parameters, modeling approaches to the Nusselt number distribution
such as near wall treatment in RANS models [12–14], domain confinement [13,15], inlet
velocity profiles [13,15,16], inlet turbulence intensity [15,17], the influence of the turbu-
lent kinetic energy production limiter Kato–Launder [5,18–20], RANS turbulence models
k-ω family [5,14,18,20–28], k-ε model family [12–14,17,21,25,26,28–32], Reynolds Stress
Model [24,28,32], v2- f [13,15,17,28,33–35], and ζ-f [16,34,35]. Few numerical investigations
have been conducted for LES calculations to explain the second maksimum of the Nusselt
number [36–40]. One publication with DNS results is also available in the literature [41].

As can be seen, much work was already involved in analyzing single jet impingement.
However, it is not easy to compare the results. The researchers applied more and more
advanced numerical methods to get close to the experimental results, but one of the reasons
for the observed discrepancies may be the unknown or imprecise definition of the accuracy
of the boundary conditions. Therefore, general conclusions are not drawn, and researchers
focus on particular problems’ solutions.

Jambunathan et al.’s [42] work shows and attempts to explain scattering in the experi-
mental results under the influence of the geometry or confinement. This example shows
that the discrepancies in the empirical studies are well known in the jet impingement com-
munity. The lack of detailed information on various parameters in experimental studies,
such as the inlet velocity profile, the intensity of the turbulence, or even the geometric
dimensions of the nozzle, leads to problems when using it as a benchmark for numer-
ical investigations [13,43]. Kura et al. [16] reveal that the problem with the shortage of
information in research publications goes beyond experimental studies and also occurs
in numerical investigations. Without information about the flow conditions, turbulence
modeling, full geometry definition, research, and the results, comparisons are very difficult
or even impossible to make. Therefore, there is a need for such a detailed description.

The presented numerical investigations of the single round turbulent jet impingement
phenomenon focused on RANS turbulence modeling because of its low computation cost
compared with other approaches. Furthermore, due to the significant fragmentation of
numerical investigations in the literature, a consistent numerical study is introduced for
four different geometrical configurations, four Reynolds numbers, five different RANS
turbulence models, and a complete numerical setup. Moreover, the results are included
in a unique data collection available to everybody. The results are then compared with
experimental and numerical studies available in the literature. The method of comparison
is proposed by the authors, because such a method has not been found in the literature
so far. The measure for the comparison between the results obtained from various turbu-
lence models was proposed and gave a very good tool to quantify the level of agreement
between them.
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2. Numerical Model

Assuming that the fluid was Newtonian, incompressible, and without additional
sources of mass, momentum, and energy, the mathematical model based on the RANS
approach consisted of three stationary transport equations: mass, momentum, and energy,
defined as follows:

∂Ui
∂xi

= 0 (1)

ρ
∂

∂xi

(
UiUj

)
= − ∂P

∂xi
+

∂

∂xi

(
2µSij − ρuiuj

)
(2)

∂

∂xi
(UiΘ) =

∂

∂xi

(
a

∂Θ
∂xi

− uiθ

)
(3)

where: Ui,j are the average velocity components, m/s; ρ is the density, kg/m3; P is the
average pressure, Pa; µ is the dynamic viscosity, Pa·s; Si,j is the strain rate tensor, 1/s;
uiuj is the Reynolds stress term, m2/s2; Θ is the average temperature, K; a is the thermal
diffusivity, m2/s and ujθ is the turbulent heat flux, K·m/s.

When analyzing a turbulence phenomenon, it is necessary to incorporate the additional
equations of the turbulence models in the model, such as k, ε, ω, intermittency, v2, and f. In
this investigation, the performance of the following RANS models implemented in ANSYS
Fluent [44] was evaluated: low-Re k-ε, k-ε, k-ω, Intermittency transition, Transition k-kl-ω,
Transition SST, and v2- f . The Reynolds stress model has been declassified due to its poor
performance in the jet impingement phenomena [5,28,32,43].

One of the basic parameters which characterizes the flow is a Reynolds number defined
as follows:

Re =
ρUD

µ
(4)

where: ρ is the fluid density, kg/m3; U is the average inlet velocity, m/s; D is the inlet
diameter, m; and µ is the fluid dynamic viscosity, Pa·s.

The local Nusselt number distribution along the heated wall was used to compare the
results. The Nusselt number was defined as follows:

Nu =
αD
λ

(5)

α =

.
q

Tw − Tin
(6)

where: α is the heat transfer coefficient, W/(m2·K); D is the orifice diameter, m; λ is the
fluid thermal conductivity, W/(m·K);

.
q is the wall heat flux, W/m2; Tw is the local wall

temperature, K; and Tin is the reference inlet temperature, K.

2.1. Geometry, Boundary Conditions

Due to assumptions from Kolmogorov theory implemented in the RANS approach,
the 2D axisymmetric models were sufficient to study impinging jet phenomena. It was
confirmed by research by Kura et al. [45] and Petera et al. [5], who reported no significant
differences in the Nusselt number distribution between 2D and 3D geometries. One of the
geometries studied is presented in Figure 1, together with the boundary conditions.
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Figure 1. Geometry and boundary conditions. H/D = 2, D = 0.02 m.

For all analyzed cases presented in this article, the inlet part length was equal to
one inlet diameter D, and because of the use of a fully developed profile at the inlet, it
was unnecessary to extend it. The maximum length (xmax) was set to 8.5D to avoid the
influence of the outlet boundary condition on the heat transfer processes occurring near
the impingement region. Other researchers [17] claimed that the value of at least 6D is
sufficient for this kind of analysis. Preliminary analysis and some studies were performed
for geometries with an inlet diameter equal to 0.01 m and others, including the main
calculations for a geometry with an inlet diameter equal to 0.02 m. Inlet length, inlet
diameter, and domain length were fixed for all four geometrical configurations defined
by a dimensionless ratio of domain height H to inlet diameter (H/D = 1, 2, 4, 6). The only
dimension changing was the domain height, representing the distance between the inlet
and the impinging surface.

The air was used as a working fluid for all considered cases. Due to small temperature
differences (<15 K) and based on [30], it was decided to use constant thermophysical
properties; the values are presented in Table 3.

Table 3. Thermophysical properties of air defined at a temperature 293 K.

Density
ρ, kg/m3

Heat Capacity
Cp, J/(kg·K)

Thermal
Conductivity
λ, W/(m·K)

Dynamic Viscosity
µ, Pa·s

1.225 1006.43 0.0242 1.7894·10−5

The applied boundary conditions kept for all analyses are presented in Figure 1. Air
entered the computational domain with a constant temperature of 293 K. At all Reynolds
numbers considered (10,000, 20,000, 23,000, 30,000), a fully developed profile of velocity
and other turbulence parameters, i.e., k, ε/ω, etc., was implemented. They were calculated
in a separate model (pipe with periodic boundary condition). A comparison between fully
developed inlet profiles is presented in Figure 2. The radial velocity component is almost
zero (~10−10 m/s), so the magnitude of the velocity was equal to its axial component.
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Figure 2. Comparison of fully developed inlet profiles between Intermittency Transition, k-ω SST
Kato–Launder, and k-ε RNG Kato–Launder, H/D = 2, D = 0.02 m, Re = 23,000, Vaverage = 16.8 m/s;
(a) velocity magnitude; (b) turbulence kinetic energy.

The comparison between inlet profiles did not show significant differences for k-ω SST
Kato–Launder and Intermittency Transition turbulence models. However, the discrepancies
between them and k-ε RNG Kato–Launder turbulence models are visible for both velocity
and turbulent kinetic energy.

The bottom surface was a wall (no slip) with a constant heat flux of 1000 W/m2. All
other walls in the model were adiabatic. The pressure outlet (zero gradient) was set for the
right and top surfaces.

More in-depth considerations about geometry and boundary conditions are available in
the Supplementary File together with an inlet diameter and an inlet profile sensitivity study.

2.2. Discretization

Four block-structured system discretizations of each H/D ratio value (=1, 2, 4, 6)
were created. The total element number was between 46,060 and 80,100 at H/D = 1 and
H/D = 6, respectively. The inflation layer was applied to all the walls in the model, and the
value of y+ was approximately 1 (at the highest Reynolds number value). The exemplary
discretization is presented in Figure 3. The local Nusselt number distribution at the heated
wall was the most important parameter, so it was selected for the mesh sensitivity study.
Figure 4 compares the local Nusselt number distribution at the heated wall for three
different meshes and its close-up near stagnation region. The study showed two things:
first, the selected mesh (63,100 cells) has passed the grid independence test; second, the
local Nusselt number distribution near the stagnation point is sensitive to discretization in
that region, which was visible on the coarse grid. Therefore, grid generation in that place
must be performed carefully. The mesh sensitivity study was conducted similarly for all
other cases and investigations. The grid details are available in the Supplementary File.

2.3. Numerical Procedure

The numerical calculations were carried out in ANSYS Fluent 18.1. Table 4 presents
the general settings of the solver. The SIMPLE algorithm was selected for pressure-velocity
coupling, and the gradients were determined using the least squares cell-based method. For
spatial discretization of pressure, the second-order scheme was chosen. The second-order
upwind scheme was used to calculate the momentum, parameters of turbulence models,
and energy equation.
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Table 4. Solver general settings.

Solver type: Pressure-based Flow was incompressible (low value of Mach number, <0.1 at
Re = 30,000) [28].

Time: Steady-state There were no differences between steady-state and transient
results, which are discussed in the results section.

Space: 2D axisymmetric
It was explained in the previous section that, due to the
Kolmogorov theory’s assumptions regarding turbulence isotropy,
there was no difference between 2D and 3D.

Gravity: Disabled
Due to small temperature differences (less than 15 K) and large
Reynolds number values (Re > 10,000), it was assumed that
buoyancy effects are negligible.



Energies 2023, 16, 7236 10 of 27

Table 5 presents detailed information on the settings of the turbulence models. In
the papers by Seyedein et al. [12], Heyerichs et al. [14], and Zuckerman et al. [43], it was
assured that the wall function approach has poor performance in modeling such complex
phenomena, and direct solution of the boundary layer heat transfer is required. Therefore,
a particular focus was placed on near-wall treatment, and the value of y+ was always kept
below 1.

Table 5. Turbulence model options.

Model Options

k-ω SST
• Low-Re correction
• Production Kato–Launder
• Production Limiter

k-ε RNG
• Enhanced wall treatment
• Production Kato–Launder
• Production limiter

Intermittency Transition Model (k-ω SST)

• Low-Re correction
• Production Kato–Launder
• Production limiter
• Intermittency Transition Model

Transition SST
• Production Kato–Launder
• Production limiter

v2- f • Default

The selection of a convergence criterion involved stabilizing the average Nusselt
number value at the heated surface and ensuring that the residual values equal 10−6.
Additionally, other parameters, such as the outlet’s average velocity, were monitored to
assure that the calculations ran smoothly and that the model had no convergence problems.
More details on the considerations for convergence and residuals are provided in the
Supplementary File.

3. Results
3.1. Preliminary Results

The authors did not find in the literature any explicit justification for why steady-state
calculations are suitable for such cases. Therefore, the transient (with timestep equal to
10−4 s, maximum CFL number equal to 1) and steady-state analysis were performed. It was
found that there is no difference between the steady-state and transient models. Figure 5
shows snapshots of the unsteady velocity magnitude at various time steps.

The propagation of a large vortex structure along the impingement surface is visible.
The moment when the structure escapes the computational domain is almost the same
time as when the steady state is reached—about 220 ms. Moreover, the same structure
is visible during the steady-state calculations, and its development correlates with early
oscillations visible on the residuals plot. Figure 6 compares the local Nusselt number values
at the heated surface between steady-state and transient calculations. There is a negligible
difference; therefore, the steady state approach was selected for further calculations of
single turbulent jet impingement.

The studies presented in this section represent a necessary step taken before the
primary analysis. The purpose was to gain knowledge of the jet impingement phenomenon
and its modeling in ANSYS Fluent, select the most suitable turbulence model, and compare
the results with other researchers’ numerical and experimental investigations. Figure 7
compares preliminary CFD results and experimental data available in the literature.
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Based on the first analysis (Figure 7a), the low-Re k-ε models failed to predict local
Nusselt number distribution. The incredible overprediction (40–200%) of the Nusselt
number in the stagnation zone completely declassifies them for further use. Agreement
with the experimental results can be found far from the stagnation point at x/D > 2.5. This
investigation confirmed the conclusions of [13,25,46] that the low-Re k-ε models are not
suitable for modeling the jet impingement phenomenon. It should be emphasized that this
research was conducted to be coherent with all further research.
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In the second analysis (Figure 7b), the performance of the k-ε model family was
checked. Calculations were performed for three turbulence models with an enhanced wall
treatment option and without the Kato–Launder limiter. All three models failed to predict
a second Nusselt number maximum. Furthermore, discrepancies were found between the
CFD and the experimental results in the stagnation region x/D < 1.5 (overprediction: 2–6%)
and far away region x/D > 2.5 (underprediction: 2–12%). The RNG model shows the closest
similarity (0.7–2% at x/D < 1.5 and x/D > 2.5, respectively) of the local Nusselt number
distribution to that of experimental studies from the k-ε model family. These findings
correspond to statements found in the literature [21,25,26,30,32].

The purpose of the third investigation (Figure 7c) was to check the performance of the
k-ω model family. Calculations with three turbulence models without the Kato–Launder
limiter were performed. Like the k-ε family, all three models failed to predict a second
Nusselt number maximum (SST showed an inflection point and small second maxima,
but did not match the experimental results), the Nusselt number values in the stagnation
region x/D < 1.5 were in even worse correspondence (higher overprediction of the Nusselt
number 6–30%). For regions far from the stagnation point x/D > 2.5, the k-ω models
performed better than the k-ε model family (2–9%). The SST model exhibited the closest
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similarity (6–2% at x/D < 1.5 and x/D > 2.5, respectively) of the local Nusselt number
distribution to experimental studies. These findings corresponded to statements found in
the literature [21,25–27,32,43].

The last preliminary analysis (Figure 7d) was designed to check the performance of
other turbulence models implemented in ANSYS Fluent. The v2- f model and three others
capable of modeling the laminar-turbulent transition were analyzed. Surprisingly, three
models (excepting the k-kl-ω) predicted the second maximum of the Nusselt number and
matched the experimental data. Furthermore, the four models were characterized by small
discrepancies compared with previous studies in the stagnation region x/D < 1.5 and the
farthest away region x/D > 2.5 (1–3% and 1–12%, respectively). The performance of the
Intermittency Transition Model appeared to be the best among other models. Furthermore,
the v2- f model agreed well with one experimental data series in the stagnation zone [3].
These findings, like the prediction of the Nusselt number second maximum and the good
agreement with experimental data, corresponded to statements found in the literature
for the Intermittency Transition Model [5,18,24,25], the Transition SST [19], and the k-kl-
ω [24]. The Nusselt number distribution of the v2- f model was almost constantly offset
at approximately 8% higher than the experimental data. However, the findings of other
researchers contradicted this statement [13,15,17,28,33,35].

3.1.1. Kato–Launder Limiter

A good performance of the Intermittency Transition Model was brought to the au-
thors’ attention during the preliminary analysis. It was found that this is primarily due
to the Kato–Launder (KL) limiter (set on by default). The KL limits the production of
turbulent kinetic energy in the stagnation region, which was responsible for overpredic-
tion in the Nusselt number distribution [20]. For the last step during the preliminary
phase, the influence of KL on the k-ε RNG and k-ω SST models was checked. Figure 8
compares the numerical and experimental results for both models with and without the
Kato–Launder limiter.

Energies 2023, 16, x FOR PEER REVIEW 13 of 27 
 

 

 
Figure 8. Influence of the Kato–Launder limiter on the local Nusselt number distribution. k-ε RNG 
and k-ω SST models, H/D = 2, D = 0.01 m, Re = 23,000. The shaded area represents the experimental 
results [3,6–8]. 

The influence of the Kato–Launder limiter was visible in the results presented in the 
stagnation zone x/D < 1.5. The Nusselt number in the region far from the stagnation point 
x/D > 2 was the same as for the model without the limiter. The Nusselt number value was 
reduced by 8% and 10% for the k-ε RNG and the k-ω SST models, respectively. Moreover, 
the local minima and maxima were now clear for the k-ω SST turbulence model and better 
matched the experimental results in both the values and the shape. These results support 
the findings of other researchers [5,18-20]. Information about the influence of the Kato–
Launder limiter on the k-ε RNG turbulence model was not found in the literature. The 
results show that the limiter applied to the k-ε turbulence model causes a decrease in the 
Nusselt number in the stagnation region, except at the stagnation point itself, where a 
decrease of 7% of the underprediction of ~7% of the Nusselt number could be observed. 
The local Nusselt number distribution calculated using the k-ε RNG Kato–Launder model 
showed small minima and maxima. 

3.1.2. Preliminary Results Summary 
The preliminary steps showed that none of the analyzed turbulence models perfectly 

matched the experimental data. On the other hand, they all laid in the experimental data 
acceptance limits except for the low-Re, the standard, and the realizable k-ε models. Dis-
crepancies in experimental results were analyzed in [13,42]. The lack of details in experi-
mental procedures and different measurement techniques did not help in the validation 
of turbulence models of the jet impingement phenomenon [43]. The Intermittency Transi-
tion turbulence model seemed to be the best among the other turbulence models. This is 
why it was selected for the main analysis, together with the 𝑣 − 𝑓 and the Transition 
SST turbulence models. The study of the influence of the Kato–Launder limiter on the k-
ω SST and the k-ε RNG turbulence models exhibited that both models can be utilized for 
the primary numerical investigation. Therefore, five turbulence models were selected for 
further analysis to check their performance for other Reynolds numbers and H/D values. 

  

Figure 8. Influence of the Kato–Launder limiter on the local Nusselt number distribution. k-ε RNG
and k-ω SST models, H/D = 2, D = 0.01 m, Re = 23,000. The shaded area represents the experimental
results [3,6–8].



Energies 2023, 16, 7236 14 of 27

The influence of the Kato–Launder limiter was visible in the results presented in the
stagnation zone x/D < 1.5. The Nusselt number in the region far from the stagnation
point x/D > 2 was the same as for the model without the limiter. The Nusselt number
value was reduced by 8% and 10% for the k-ε RNG and the k-ω SST models, respectively.
Moreover, the local minima and maxima were now clear for the k-ω SST turbulence model
and better matched the experimental results in both the values and the shape. These results
support the findings of other researchers [5,18–20]. Information about the influence of the
Kato–Launder limiter on the k-ε RNG turbulence model was not found in the literature.
The results show that the limiter applied to the k-ε turbulence model causes a decrease in
the Nusselt number in the stagnation region, except at the stagnation point itself, where a
decrease of 7% of the underprediction of ~7% of the Nusselt number could be observed.
The local Nusselt number distribution calculated using the k-ε RNG Kato–Launder model
showed small minima and maxima.

3.1.2. Preliminary Results Summary

The preliminary steps showed that none of the analyzed turbulence models perfectly
matched the experimental data. On the other hand, they all laid in the experimental
data acceptance limits except for the low-Re, the standard, and the realizable k-ε models.
Discrepancies in experimental results were analyzed in [13,42]. The lack of details in exper-
imental procedures and different measurement techniques did not help in the validation of
turbulence models of the jet impingement phenomenon [43]. The Intermittency Transition
turbulence model seemed to be the best among the other turbulence models. This is why it
was selected for the main analysis, together with the v2- f and the Transition SST turbulence
models. The study of the influence of the Kato–Launder limiter on the k-ω SST and the k-ε
RNG turbulence models exhibited that both models can be utilized for the primary numeri-
cal investigation. Therefore, five turbulence models were selected for further analysis to
check their performance for other Reynolds numbers and H/D values.

3.2. RANS vs. DNS

During the analysis, a comparison was made between the RANS calculations and the
DNS results available in the literature [41]. Four selected turbulence models were compared
with the DNS analysis for the exact geometrical and hydrodynamical conditions: H/D = 2
and Re = 10,000. A fully developed profile (FD) and two profiles from DNS analysis were
used: convergent nozzle profile (CNP), which mimics the flat inlet profile, and a long tube
profile (LTP) similar to the fully developed one. Figure 9 compares the velocity inlet profiles
and the local Nusselt number distribution between the RANS and DNS results.

Several observations can be formulated.
First (Figure 9a), only one experimental data set was available for this case and the

DNS results did not match it. The authors suggested that this is due to differences in
velocity inlet conditions. It is seen that, depending on the type of velocity profile, the DNS
results more or less adequately reflected the experimental ones. The convergent nozzle
profile seemed to be more suitable for such analysis. However, in the stagnation area, it
underpredicted the Nusselt number values, while in the rest of the domain it overpredicted.

Second (Figure 9b), a comparison of the inlet velocities between DNS and the Inter-
mittency Transition Model reveals differences, especially the long tube profile and the
fully developed RANS one. Therefore, in our opinion, the long-tube profile is not fully
developed.

Third (Figure 9c), none of the RANS models perfectly matched the DNS data in
the entire range. The v2- f results were similar to the LTP DNS between x/D = 0.5 and
x/D =1.5. The k-ω SST Kato–Launder and Intermittency Transition models showed fewer
discrepancies than the DNS LTP data and match the experimental data almost perfectly far
from the stagnation region x/D > 2.5.

Fourth (Figure 9d), the last step in this study was to analyze the Intermittency Transi-
tion model with the same velocity inlet profiles as in the DNS study. According to DNS
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and RANS calculations, the Nusselt number distribution (for x/D < 2) is influenced by
the inlet velocity profile. This finding is also corroborated by references [15,16]. The local
Nusselt number distribution shape for CNP is similar to the DNS one, with a constant
offset of ~5% for small values of x/D < 1. The most significant discrepancies (~22%) and
different behavior of the Nusselt number can be found between x/D = 1 and x/D = 2.5.
It was mentioned previously that the LTP does not represent a fully developed velocity
profile. Minor differences (<2%) in the RANS Nusselt number distribution between LTP
and FD profiles support that observation. Moreover, fully developed and flat inlet pro-
files limit the Nusselt number values, and all not-fully-developed profiles lay between
them [15,47]. The enormous overprediction (35%) of the Nusselt number in the stagnation
zone in DNS calculations is not supported by any RANS model calculations (except v2- f )
and experimental studies.
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Figure 9. The local Nusselt number distribution and inlet velocity profile. H/D = 2, D = 0.02 m,
Re = 10,000, Vinlet,average = 7.30 m/s, Vinlet,max = 8.99 m/s. (a) Nusselt number distribution for DNS
and experimental results [4]; (b) comparison of the inlet velocity profile between DNS and RANS
Intermittency Transition Model; (c) comparison of the Nusselt number distribution between DNS,
RANS (FD), and experimental results [4]; (d) comparison of the Nusselt number distribution between
DNS and the RANS Intermittency Transition Model, influence of the inlet profile.
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3.3. Main Results

Figure 10 shows local values of the Nusselt number along the heated wall, at H/D = 1
and four values of the Reynolds number.
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All experimental data showed a second Nusselt maximum in the region between
x/D = 1.5 and x/D = 2.0. Analysis of the CFD results revealed that at Re = 20,000, 23,000,
and 30,000, only the k-ω SST Kato–Launder turbulence model indicated local maxima in
that region, while local minima of the Nusselt number characterized other models. At
Re = 10,000, v2- f , Transition SST and k-ω SST Kato–Launder turbulence models demon-
strated weak secondary maxima. Discrepancies in the Nusselt number stagnation point
values (20–30%) could be observed for cases where two experimental data sets were avail-
able, and all numerical results laid between them, except the v2- f turbulence model. The
k-ε RNG Kato–Launder and v2- f turbulence models were limiting the values of the Nusselt
number, and the results obtained with v2- f were always higher than k-ε RNG Kato–Launder
by ~23–34% and ~20–27% at x/D < 1 and x/D > 2.5, respectively. The shape of the v2- f
model was very close to the experimental data [3] in stagnation region x/D < 1 and the
far away region x/D > 2.5 with differences of ~5%. The region where v2- f failed was the
second maxima, at x/D between 1.5 and 2.0.

Based on the available results, the k-ω SST Kato–Launder appeared to be good enough
for H/D = 1 and Re = 10,000–30,000 cases.
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Figure 11 presents the local Nusselt number distribution along the heated wall, at
H/D = 2 and four values of the Reynolds number.
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Like in the case of H/D = 1, all experimental data exhibited a second Nusselt number
maxima, but its location seemed to shift toward the outlet, x/D ~1.8 and x/D ~2.0, at
H/D = 1 and H/D = 2, respectively. The same movement in the second Nusselt number
maximum could be observed for all turbulence models except the k-ω SST Kato–Launder,
for which the maxima were visible, whereas other models have had local minima. Moreover,
the second maximum was almost in the same place as in the H/D = 1 case. The numerical
results looked similar to those of the previous case: the Nusselt number values were
limited by the v2- f and k-ε RNG Kato–Launder turbulence models, the highest values
of v2- f model were in the stagnation point, and there were minor differences between
v2- f and one experimental results series [3] ~1–8%. Analysis of the Re = 23,000 case
revealed a large scatter in the experimental data of ~20%, 40%, and 60% at x/D < 1.0,
1.0 < x/D < 2.5, and x/D > 2.5, respectively. All the numerical data, except those from the
k-ε RNG Kato–Launder turbulence model, were localized between them. The shape of the
local Nusselt number calculated using the Intermittency Transition Model matched the
experimental results best in comparison with the others, and the differences between the
CFD and experimental data were ~7%, ~5%, and ~4% at x/D < 1.0, 1.0 < x/D < 2.5, and
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x/D > 2.5, respectively. The comparison of the results with other numerical investigations
not presented in Figure 11 is discussed in Table 6.

Table 6. Comparison with other numerical investigations available in the literature. H/D = 2,
Re = 20,000, 23,000.

Author Differences

Re = 20,000

Hadžiabdić et al. [38]
(LES)

Figure S15a

• Similar values and shape of the local Nusselt number distribution in comparison to k-ω
SST Kato–Launder, Intermittency Transition and Transition SST turbulence models for
x/D < 1.5 were observed;

• The second Nusselt number maximum in LES was close to Intermittency Transition and
v2- f turbulence models;

• In a region far from the stagnation point x/D > 2.0, the values of the LES Nusselt
number were lower than four RANS models and close to the k-ε RNG Kato–Launder
turbulence model.

Re = 23,000

Jensen et al. [17] (RANS)
Figure S15b

• v2- f model demonstrated very similar behavior of the local Nusselt number distribution
shape compared to the authors’ case, but with an almost constant offset of ~7% below;

• The source of discrepancies might be a difference in the Reynolds number value,
23,000 (authors) vs. 23,750 (Jensen et al.), but the Nusselt number value increased with
increasing Reynolds number values, while in the mentioned paper, an opposite behavior
was found for the same turbulence model.

Wienand et al. [20] (RANS)
Figure S15c

• Comparison of the k-ω SST Kato–Launder turbulence model indicated an overprediction
of the Nusselt number at the stagnation point of 3%;

• The shape of the local Nusselt number distribution at other x/D values was generally
the same as that of the authors, but with an almost constant offset of about 17%.

Petera [24]
(RANS)

Figure S15d

• Differences between the Intermittency Transition Model compared with the authors’
calculations of approximately 4–6% for the stagnation region and ~2% at far away
regions x/D > 2.0 were found;

• The local Nusselt number distribution for the Intermittency Transition Model calculated
by Petera resembled the authors’ results from the Transition SST turbulence model in the
stagnation zone;

• In the same publication, the k-ω SST turbulence model results could be found, but with a
~18% overprediction of the Nusselt number value at the stagnation point compared with
the calculations of the authors. In the region far from the stagnation point, both
investigations showed almost the exact behavior of the k-ω SST turbulence model. In
this case, the source of the differences was easy to find, and it was the Kato–Launder
limiter, which was turned off in Petera’s investigation;

• In another article by the same researcher [5], he presented the k-ω SST turbulence model
with the Kato–Launder limiter, which could be compared with the results of the authors.
The differences were smaller by ~4% at the stagnation point, but some discrepancies
could still be observed at x/D = 2.0.

Sagot et al. [26]
(RANS)

Figure S15e

• By comparing the results of k-ω SST and k-ε RNG turbulence models, a small difference
in the stagnation region (~2% for both models) and a significant one at x/D > 1.0 (~15%
for k-ε RNG and 15–30% for k-ω SST) could be observed;

• Large and almost constant underprediction compared with the authors’ results was
found at x/D > 2.5 for both models;

• The secondary maximum in the local Nusselt number distribution in the k-ω SST
turbulence model from Sagot et al. was shifted toward the domain outlet of about one
inlet diameter from the authors’ results. The values of the second Nusselt number
maximum were also different: 116 (authors) vs. 96 (Sagot et al.);

• Another interesting observation is that the k-ε RNG turbulence model results of the
authors were almost identical to those of the Sagot et al. k-ω SST model at x/D > 2.5.
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Table 6. Cont.

Author Differences

Ortega-Casanova et al. [27]
(RANS)

Figure S15f

• Comparison of the k-ω SST turbulence model indicated many differences;
• Overprediction of the Nusselt number value of about 6% at x/D < 0.5 and maximal

underprediction of ~16% at higher values of x/D compared with the authors’ case;
• Local minima and maxima from Ortega-Casanova et al.’s calculations were flatter

compared with the authors’ data;
• Both curves of the Nusselt number local distribution were consistent for x/D > 3.0.

Zhou et al. [28]
(RANS)

Figure S15g

• The shape of the local Nusselt number distribution was similar but lower, with an
almost constant offset of ~7% for both v2- f and k-ε RNG turbulence models compared
with the authors’ results;

• The values of the Nusselt number of the k-ω SST turbulence model were higher ~5%
than those of the authors and close to the Transition SST model at x/D < 1.0. At higher
values of x/D, the Nusselt number values were lower than the authors’ results of
approximately 10%;

• It is hard to see any local minima and maxima in the local Nusselt number distribution
of the k-ω SST turbulence model calculated by Zhou.

Aillaud et al. [36]
(LES)

Figure S15h

• Smaller values of the local Nusselt number compared with the experimental and
numerical results of about 15% at x/D < 2.0 and close to k-ε RNG Kato–Launder at
higher values of x/D > 2.0 were observed.

Uddin et al. [40]
(LES)

Figure S15i

• LES calculations showed similarities to k-ω SST Kato–Launder and Intermittency
Transition turbulence models at the stagnation region x/D < 0.5;

• At x/D between 2.0 and 3.0, the local Nusselt number distribution from the LES
calculations was close to the authors’ k-ε RNG Kato–Launder curve;

• Between x/D = 0.5 and 2.0 in the Intermittency Transition model, the Nusselt number
curve was similar to the LES results, with an average difference of 4%, but both the local
minima and maxima were shifted toward the stagnation point of about 0.25D compared
with the RANS model;

• The secondary Nusselt number maximum value was also lower than the Intermittency
Transition one of about 3%.

Based on available results, the Intermittency Transition Model appeared to be suffi-
ciently good at H/D = 2 and Re = 10,000–30,000 cases.

Figure 12 presents the local Nusselt number distribution along the heated wall, at
H/D = 4, and four values of the Reynolds number. Analysis of the experimental results
barely visualized the maximum of the secondary Nusselt number at Re = 10,000. For higher
Reynolds number values, the shape of the second maxima was more evident, especially
at Re = 30,000. The results at H/D = 4 continue the trend of shifting the local maxima
toward the domain outlet, and for this case, the position of the second Nusselt number
maximum was approximately x/D = 2.5. Analysis of the numerical results showed different
behavior at Re = 20,000, 23,000, and 30,000, and the secondary Nusselt number maximum
location was shifted in the opposite direction, toward the stagnation point, for the k-ω SST
Kato–Launder, Transition SST, and Intermittency Transition Model. The v2- f turbulence
model appeared to cause the stable position of the second Nusselt number maximum at
x/D = ~2.0. Compared with the previous geometrical configuration, the second Nusselt
number maxima were higher by about 8%. Moreover, an application of turbulence models
like k-ω SST Kato–Launder, Transition SST, and Intermittency Transition entailed the local
maximum in a region where the v2- f turbulence model posessed its local minimum. The
numerical results have shown a similar behavior to the two previous cases: the Nusselt
number values were limited by v2- f and k-ε RNG Kato–Launder turbulence models, the
highest values of the v2- f model were in the stagnation point, and there were minor
differences between v2- f and one experimental results series [3] ~1–13%. The analysis of
the numerical results focused only on the local Nusselt number distribution shape exhibited
that all the presented turbulence models failed. On the other hand, an analysis based on
the Nusselt number values revealed that at x/D < 1.0 and Re = 20,000, 23,000, and 30,000,
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all turbulence models caused values close to or between the experimental data, with small
discrepancies of about 3–9%.
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Heat transfer analysis at all presented Reynolds numbers at the stagnation point
showed small differences between the numerical and experimental data for the three turbu-
lence models k-ε RNG Kato–Launder, k-ω SST Kato–Launder, and Intermittency Transition
of about 1–9%. Analysis of the heat transfer for regions far from the stagnation point x/D
> 2 indicated, at Re = 10000, that all turbulence models were between experimental data
sets except the k-ε RNG Kato–Launder model, whose results differed by about 15%. Three
turbulence models (k-ω SST Kato–Launder, Intermittency Transition, and Transition SST)
were close to the experimental data at the region far from the stagnation point at Re = 10,000,
20,000, and 30,000. The v2- f turbulence model was the closest to the experimental results
at the Re = 23,000 case. An analysis of the shape of the local Nusselt number distribution
showed that the k-ε RNG Kato–Launder model was characterized by the smallest local
minima and maxima compared with other models.

Based on the available results, the k-ε RNG Kato–Launder model appeared to be
sufficiently good at H/D = 4 and Re = 10,000–30,000 cases.

Figure 13 presents the local Nusselt number distribution along the heated wall for the
last geometrical configuration H/D = 6 and four values of the Reynolds number.
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The experimental results analysis showed no visible local maxima of the Nusselt
number values in the entire range and all four Reynolds number values. The experimental
results at Re = 23,000 indicated a large scatter in the entire range of x/D, about 26%. The
numerical results presented a clear secondary Nusselt number maximum for k-ω SST Kato–
Launder, Intermittency Transition, and Transition SST turbulence models at Re = 20,000,
23,000, and 30,000. The v2- f model was an exception: a local Nusselt maximum was visible
at Re = 30,000. The only turbulence model consistent with the experimental data based on
the local Nusselt number distribution shape was the k-ε RNG Kato–Launder turbulence
model. At all four Reynolds number values, the k-ε RNG Kato–Launder turbulence model
was close to the experimental data at x/D < 2.5, the discrepancies were visible at higher
values of x/D, and average differences in the Nusselt number values were about 18%.
Analysis of the numerical results based on the Nusselt number values exhibited that for
two cases (Re = 20,000 and 23,000) where more than one experimental data set was available,
all turbulence modes fit the experimental data. Local Nusselt number distribution for both
the v2- f and Transition SST turbulence models were close to each other at x/D < 1.5. The
numerical results showed a similar behavior to the previous cases: the Nusselt number
values were limited by the v2- f and k-ε RNG Kato–Launder turbulence models, the highest
values of the v2- f model were in the stagnation point, and there were small differences
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between v2- f and one experimental results series [3] ~2–13%. Another observation was
(like in the previous case) a shift of the second Nusselt number maximum location for CFD
results towards the stagnation point to x/D = ~1.0, for k-ω SST Kato–Launder, Intermittency
Transition, and Transition SST turbulence models. Table 7 compares the authors’ results
with other numerical investigations.

Table 7. Comparison with other numerical investigations available in the literature. H/D = 6,
Re = 23,000.

Author Differences

Behnia et al. [15] (RANS)
Figure S15j

• Comparison of v2- f turbulence models showed similarities in the stagnation region
x/D < 1.0 with differences of 2–7%;

• At higher values of x/D (>2) the v2- f results by Behnia et al. were close to the authors’
k-ε RNG Kato–Launder turbulence model values with a difference of about 8%.

Petera [24]
(RANS)

Figure S15k

• Comparison of the Intermittency Transitions turbulence models indicated various
behavior in the stagnation region x/D < 1.5 with ~4–18% differences. For regions far
from the stagnation point, the differences were smaller (~3–4%) and close to each other;

• The local Nusselt number distribution from the Intermittency Transition turbulence
model by Petera was almost the same as the results of the Transition SST turbulence
model of the authors, with an average difference of about 1%;

• Comparison of the k-ω SST models showed similarities at x/D > 1.0 with differences less
than 1% and differences in the stagnation region equal to ~5%. The source of the
utilization of the differences was the Kato–Launder limiter.

Wienand et al. [20] (RANS)
Figure S15l

• Comparison of the k-ω SST Kato–Launder turbulence model indicated completely
different behavior at the stagnation point and at x/D > 1 with differences of ~12%;

• At the x/D > 2.5, results from k-ω SST Kato–Launder by Wienand et al. were close to the
authors’ k-ε RNG Kato–Launder turbulence model with an average difference of less
than 1%.

Based on available results, the k-ε RNG Kato–Launder model appeared to be suffi-
ciently good at H/D = 6 and Re = 10,000–30,000 cases.

4. Measure of the Differences

The scatter in the experimental data was already known in the community [5,13,15,42,43].
This article confirmed that numerical investigations have similar problems [16]. As was
shown before, there are many differences between the numerical results. In some cases, the
source of the differences was easy to identify, like different inlet profiles, the Kato–Launder
limiter, and the type of boundary condition at the heated surface (constant temperature
vs. constant heat flux). For other cases, it was difficult to find one primary source of the
differences, and it might have been the various inlet diameter, mesh, solver, turbulence
models implementation, etc. Usually, there was more than one source, and without all the
information about numerical setup, etc., it is almost impossible to compare CFD results.

Analysis of all presented numerical results allowed the authors to make a few interest-
ing observations. The results of the v2- f turbulence model were characterized by the global
maximum in the stagnation point for all analyzed geometrical configurations and Reynolds
numbers, and it was always higher than for other turbulence models. The stagnation point
heat transfer analysis indicated that the results of other models have had their local maxima
at H/D = 1, 2, and 4. The global maxima at the stagnation point could be seen at H/D = 6
for all turbulence models. The first Nusselt number maximum, a global one at H/D = 1,
2, and 4, was placed at about x/D = ~0.5 at H/D = 1 and 2, and H/D = 4 was moving
toward the stagnation point. The last geometric configuration (H/D = 6) caused a change
in the behavior of the local Nusselt distribution curve, the first Nusselt number maximum
became a local one, and its location was even more shifted (compared with the previous
case) in the direction of the axis. The numerical results showed that, with an increasing
value of H/D, the position of the secondary Nusselt number maximum moved toward
the stagnation point, which was an opposite observation compared with the experimental
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results. Analysis of the local Nusselt number distribution calculated using the k-ω SST Kato–
Launder, Intermittency Transition, and Transition SST turbulence models demonstrated
that at H/D = 1 and 2, the first one exhibits a higher magnitude of the second Nusselt
number maximum. It was closer to the stagnation point than for the other two models.
At higher values of H/D, the Transition SST turbulence model gave a higher value of the
second Nusselt number maximum, and its position was close to the axis. Both turbulence
models, k-ω SST Kato–Launder and Intermittency Transition, caused a similar tendency at
H/D = 4 and almost the same at H/D = 6. The Intermittency Transition Model is based
on k-ω SST with a modification, and is capable of representing the laminar to turbulent
transition, with almost the same local Nusselt number distribution at H/D = 6 suggesting
that the influence of the modification decreased with an increasing H/D ratio. At H/D = 4
(k-ω SST Kato–Launder, Intermittency Transition, and Transition SST) and H/D = 6 (k-ω
SST Kato–Launder and Intermittency Transition), the results possessed ‘artificial’ secondary
maxima in the local Nusselt number distribution, which were not confirmed by the ex-
perimental data. All three models had in common the Kato–Launder limiter and the last
two the laminar to turbulent transition, so one of those two options was responsible for
this ‘artificial’ secondary maxima, and this problem requires further investigation. Based
on the figures presented, the geometrical configuration H/D ratio significantly influenced
the behavior of the local Nusselt number distribution/turbulence models more than the
Reynolds number. At a constant value of H/D, the change in Reynolds number values
made the differences between models easier to see.

Another interesting question was why the local Nusselt number distribution calculated
by the authors with one turbulence model looked very similar to the different turbulence
model results calculated by others. Numerical analysis of turbulent flow usually requires
selecting the proper turbulence model, but the lack of standardized validation makes
selecting the turbulence model difficult. Another aspect that is even more important and
makes reproducibility of the numerical results almost impossible is the lack of a proper
numerical results database with all the critical information. That is why the authors tried to
present 80 different numerical results conducted in the same setup with the same solver,
etc. Additionally, each important piece of information (Nusselt number distribution values,
inlet profiles, meshes) not included in the text is available in the Supplementary File and
the repository, together with the Fluent case and data files for each of the 80 calculated
cases [48].

Proposal of the Measure

Discrepancies in the local Nusselt distribution between numerical and experimental
investigations have been presented. Sometimes, local heat transfer analysis was less
important than the overall heat transfer performance of selected turbulence models and its
comparison with the experimental data. Therefore, a quantitative measure of discrepancies
was proposed. The area under the local Nusselt number distribution curve was selected as
a parameter for such analyses. Because the Nusselt number can be considered to be the
ratio of the heat rate transferred by convection to the heat rate transferred by conduction,
the area can represent the overall value of this ratio. The area for each turbulence model,
Reynolds number, and H/D ratio was calculated, and then an averaging operation was
performed. The last step was the calculation of the absolute and relative differences between
the numerical and experimental data. The equations are presented below:

∆Nuarea =
∣∣∣Nuaverage

area,experiment − Nuarea,CFD

∣∣∣ (7)

∆%Nuarea =

∣∣∣Nuaverage
area,experiment − Nuarea,CFD

∣∣∣
Nuaverage

area,experiment
(8)

The output of this study was a matrix—for each Reynolds number and H/D ratio, the
relative and absolute differences for each turbulent model were obtained. To streamline
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the analysis, statistical data for each turbulence model were computed across the entire
spectrum of the Reynolds numbers and H/D ratios. Figure 14 presents the box and whisker
plot, which summarizes this investigation.
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Both plots indicated upper and lower extremes and quartile and median differences
between RANS and experimental average surface values under the local Nusselt number
distribution. Analysis of the plots revealed that the k-ε RNG Kato–Launder turbulence
model demonstrated the smallest discrepancies in the entire range of calculations. The
Transition SST and v2- f turbulence models are characterized by the most significant dif-
ferences in the entire range, both in maximal values and medians. The clear difference
between the first three and the last two models was visible. The results of this study also
confirmed similarities between the k-ω SST Kato–Launder and Intermittency Transition
turbulence models. The first three models had median differences below 10% and maximal
values of about 15%. Therefore, considering the quantitative and qualitative points of view
together with a local and overall analysis of heat transfer and the computational cost of
RANS models of the jet impingement phenomenon for all selected turbulence models with
the entire range of H/D and Reynolds number values, the final selection of the proper
turbulence models could be completed. Both the k-ω SST Kato–Launder and Intermittency
Transition turbulence models appeared to be sufficiently good at H/D = 1, 2, and 4 (with
caution). At higher values of the H/D ratio, the k-ε RNG Kato–Launder turbulence model
appeared to be a better choice.

5. Discussion and Summary

This paper presents the numerical setup of five turbulence models, four geometrical
configurations, and four Reynolds number values. A total of 80 cases were presented,
which could serve as a database of RANS calculations of round, turbulent jet phenomena.
The authors have also presented a preliminary analysis of their investigation, including
some selected studies, such as the influence of the Kato–Launder limiter on both the k-ω
SST and k-ε RNG turbulence models and a comparison between steady-state and transient
calculations. Furthermore, this paper presented a comparison analysis with experimental
data, DNS, RANS, and LES. The study of local heat transfer has been enriched by an overall
heat transfer comparison. After considering all the viewpoints mentioned, it is possible to
arrive at some general conclusions:

• Scatter in numerical results exists, and lack of detailed information about setup makes
comparisons difficult;

• The Kato–Launder limiter reduced the overprediction of the values of the Nusselt
number in the stagnation region in the k-ω SST and k-ε RNG turbulence models;
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• The second Nusselt number maximum location depended strongly on the H/D values;
• The second Nusselt number maximum was shifted toward the stagnation point with

increasing values of H/D;
• The geometry configuration H/D had a bigger influence on the local Nusselt number

distribution shape than the Reynolds number;
• Analysis of the the total heat transfer of turbulence models indicated that the k-ε RNG

Kato–Launder model was characterized by smaller differences for all the cases—a
median difference between the calculated and experimental results was less than 5%.
Two additional models with a median difference below 10% are k-ω SST Kato–Launder
and Intermittency Transition turbulence models;

• k-ω SST Kato–Launder and Intermittency Transition turbulence models are recom-
mended at H/D = 1 and 2 (Re = 10,000, 20,000, 23,000, and 30,000);

• k-ε RNG Kato–Launder turbulence model is recommended at H/D = 4 and 6 (Re =
10,000, 20,000, 23,000, 30,000).

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/en16217236/s1. Table S1. Geometry dimensions for all analyzed H/D val-
ues. Figure S1. Influence of the type of boundary condition of the top surface on the Nusselt number
distribution. k-ω SST Kato-Launder, H/D = 2, D = 0.02 m, Re = 23,000. Figure S2. Influence of an
inlet diameter on the Nusselt number distribution. H/D = 2, D = 0.01 m and D = 0.02 m, Re = 23,000.
(a) k-ε RNG Kato-Launder, (b) k-ω SST Kato-Launer, (c) Intermittency Transition. Figure S3. Influence
of (a) a velocity inlet profile H/D = 2, D = 0.02 m, Re = 23,000, k-ε RNG Kato-Launder, on (b) the kinetic
turbulence energy profile, (c) the Nusselt number distribution. Figure S4. Influence of (a) a velocity
inlet profile H/D = 2, D = 0.02 m, Re = 23,000, k-ω SST Kato-Launder, on (b) the kinetic turbulence
energy profile, (c) the Nusselt number distribution. Figure S5. Influence of (a) a velocity inlet profile
H/D = 2, D = 0.02 m, Re = 23,000, Intermittency Transition, on (b) the kinetic turbulence energy
profile, (c) the Nusselt number distribution. Figure S6. Mesh details, H/D = 1, the total number of
cells = 46,060. Figure S7. Mesh details, H/D = 2, the total number of cells = 63,100. Figure S8. Mesh
details, H/D = 4, the total number of cells = 71,200. Figure S9. Mesh details, H/D = 6, the total num-
ber of cells = 80,100. Figure S10. Monitor of the average Nusselt number at heated surface, (a) until
2000 iterations, (b) until 14,000 iterations; the residuals, (c) until 2000 iterations, (d) until 14,000 itera-
tions. H/D = 2, D = 0.02 m, Re = 23,000, k-ω SST Kato-Launder. Figure S11. Comparison of numeri-
cally obtained velocity profiles with experimental data [49], (a) x/D = 0.0, (b) x/D = 0.5, (c) x/D = 1.0,
(d) x/D = 2.0. H/D = 2, D = 0.02 m, Re = 23,000, Vb = 16.8 m/s. y—vertical distance from the heated
wall (y/D = 0—heated wall), x—horizontal distance from axis (x/D = 0—axis). Figure S12. Com-
parison of numerically obtained turbulent kinetic energy k profiles, (a) x/D = 0.0, (b) x/D = 0.5,
(c) x/D = 1.0, (d) x/D = 2.0. H/D = 2, D = 0.02 m, Re = 23,000. y—vertical distance from the
heated wall (y/D = 0—heated wall), x—horizontal distance from axis (x/D = 0—axis). Figure S13.
Velocity profile development. H/D = 2, D = 0.02 m, Re = 23,000, (a) y/D = 2.0, (b) y/D = 1.5,
(c) y/D = 1.0, (d) y/D = 0.5, (e) y/D = 0.25, (f) y/D = 0.005. y—vertical distance from the heated
wall (y/D = 0—heated wall, y/D = 2.0—exit of the inlet channel), x—horizontal distance from axis
(x/D = 0—axis). Figure S14. Turbulent kinetic energy profile development. H/D = 2, D = 0.02 m,
Re = 23,000, (a) y/D = 2.0, (b) y/D = 1.5, (c) y/D = 1.0, (d) y/D = 0.5, (e) y/D = 0.25, (f) y/D = 0.005.
y—vertical distance from the heated wall (y/D = 0—heated wall, y/D = 2.0—exit of the inlet channel),
x—horizontal distance from axis (x/D = 0—axis). Figure S15. Comparison of the local Nusselt number
distribution between numerical analyses. (a)—H/D = 2, Re = 20,000, (b–i)—H/D = 2, Re = 23,000,
(j–l)—H/D = 6, Re = 23,000. References [5,11,13,15–17,20,24,26–28,36,38,40,47,49] are cited in the
Supplementary Materials.
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