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Abstract: Renewable energy communities have gained popularity as a means of reducing carbon
emissions and enhancing energy independence. However, determining the optimal sizing for each
production and storage unit within these communities poses challenges due to conflicting objectives,
such as minimizing costs while maximizing energy production. To address this issue, this paper
employs a Multi-Objective Particle Swarm Optimization (MOPSO) algorithm with multiple swarms.
This approach aims to foster a broader diversity of solutions while concurrently ensuring a good
plurality of nondominant solutions that define a Pareto frontier. To evaluate the effectiveness and
reliability of this approach, four case studies with different energy management strategies focused on
real-world operations were evaluated, aiming to replicate the practical challenges encountered in
actual renewable energy communities. The results demonstrate the effectiveness of the proposed
approach in determining the optimal size of production and storage units within renewable energy
communities, while simultaneously addressing multiple conflicting objectives, including economic
viability and flexibility, specifically Levelized Cost of Energy (LCOE), Self-Consumption Ratio (SCR)
and Self-Sufficiency Ratio (SSR). The findings also provide valuable insights that clarify which energy
management strategies are most suitable for this type of community.

Keywords: renewable energy community (REC); energy management strategies; multi-objective
optimization algorithm; multi-swarm MOPSO; energy storage systems; energy storage sharing

1. Introduction

The centralized production of electric energy from fossil fuels is still a significant
component of the global energy matrix [1]. However, to decrease the reliance on these non-
renewable sources, there has been a growing trend towards renewable energy sources [2].
Furthermore, the increasing economical accessibility of renewable energy production
technologies, combined with recent government policies aimed at promoting renewable
production, has encouraged more consumers to become prosumers. By assuming the role
of both consumers and producers, they contribute to a decentralization of electrical energy
production [3,4]. Although beneficial for the environment, the integration of distributed
energy resources into the electrical grid poses new challenges due to the variability of
endogenous resources and the changes to the paradigm for which distribution networks
were designed (i.e., distributing energy from upstream to downstream) [5]. Currently, one
of the most popular solutions to this problem is Renewable Energy Communities (RECs) [6].
RECs can be defined as groups of individuals and /or organizations that combine decen-
tralized production resources, forming prosumer communities that share renewable energy
production with one another [7]. On one hand, these communities promote the decentraliza-
tion of energy production, increase energy efficiency, enhance energy security, and ensure
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greater independence of participants from conventional energy sources. On the other hand,
these communities face significant variability and unpredictability due to renewable energy
production [8]. Nonetheless, this variability and unpredictability can be mitigated by the
complementarity of resources (such as wind and solar) to balance the variability in energy
production, or by the introduction of energy storage systems [9]. Energy storage systems
can store surplus energy produced during times of high production and discharge it during
times of low production, enabling RECs to become more self-sufficient and reducing their
reliance on the electrical grid. Additionally, the introduction of energy storage systems
in RECs also enables new energy-sharing concepts (such as storage sharing) that enable
the sharing of the same energy storage system by different community participants [10].
However, minimizing the reliance on the electrical grid and enabling this type of operation
(energy and storage sharing) requires an energy management system (EMS) to optimize the
energy flow and manage the different energy sources within the RECs [11]. EMS strategies
can be divided into three categories: (i) classical strategies, (ii) metaheuristic strategies, and
(iii) intelligent strategies [12].

Classical EMS strategies refer to straightforward mathematical programming and
classical programming approaches, which can be further categorized into constrained
and unconstrained strategies. Constrained strategies are used to optimize the power flow
while adhering to specific constraints and include linear programming [13], nonlinear
programming [14], mixed-integer nonlinear programming [15] and mixed-integer linear
programming [16]. On the other hand, unconstrained strategies involve decision theory
(rule-based and deterministic-based) that uses technical, economic, or environmental con-
straints to optimize, control, schedule, and manage the different energy sources (production
and storage units) [17-19]. Classical EMS strategies are a common method to obtain energy-
efficient systems in a secure and reliable way. In [20], a linear programming optimization
model was employed to investigate the impact on distribution grids of the different energy
community configurations, different operating strategies, and different battery placements.
In [21], an individual peer energy trading price model is proposed for the diversified
community to allocate an individual peer trading price to each building group according to
its intrinsic energy characteristic and grid import price. However, despite their capabilities
and the availability of versatile classical EMS strategies, they present some disadvantages,
especially in large-scale systems (with high number of decision variables). To overcome
this limitation, some authors choose to divide the optimization problem into subproblems
(decentralization). In [22], a decentralized demand response in energy communities is
proposed, incorporating flexible loads and energy storage systems. A multi-block alter-
nating direction method of multipliers (ADMM) approach is used to decompose the large
scheduling problem into a set of home optimization subproblems.

Metaheuristic strategies rely on optimization algorithms to achieve efficient power
flow optimization while ensuring compliance with specific REC constraints. These al-
gorithms can explore the search space using multiple variables and constraints, thus
achieving high-quality solutions. Some of the most popular metaheuristic algorithms
are Particle Swarm Optimization (PSO) [23], Genetic Algorithms [24], Cuckoo Search Al-
gorithm [25], Whale Optimization Algorithm (WOA) [26], Tabu Search Algorithm [27],
Grey Wolf Optimizer [28], Black Widow Optimization (BWO) [29], Self-Adaptive Elephant
Herd Optimization (SA-EHO) [30], Mixed Integer Distributed Ant Colony Optimization
(MIDACO) [31] and Grasshopper Optimization Algorithm (GHA) [32]. Intelligent EMS
strategies are nonlinear computational algorithms generally based on Artificial Neural
Networks (ANNSs) and Fuzzy Logic (FL) [12,33,34].

Artificial Neural Networks (ANNSs) are a type of machine learning algorithm inspired
by the structure and function of the human brain. They were developed in the 1940s and
have since become an important tool for solving complex problems even when working
with incomplete data. Recent advancements have led to an increased adoption of ANNs
in EMS for forecasting and control applications. ANNs provide an effective means for
analyzing complex and nonlinear relationships within RECs because of their ability to
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recognize patterns in data and make accurate predictions for future load demand and
renewable energy production.

Game theory is a type of strategy that studies how individuals and entities make strate-
gic decisions in interactive situations, examining the choices and behaviors that arise from
these interactions. In this context, innovative approaches like the Vickrey—Clark-Groves
(VCG) and optimization techniques are used to create decentralized, peer-to-peer (P2P)
energy trading solutions within microgrids. These methods help optimize prices and trade
quantities between energy producers and consumers. In [35], the Vickrey—Clarke-Groves
(VCG) mechanism and the particle swarm optimization (PSO) are applied to optimize P2P
energy trading in a microgrid. The objective of the optimization problem is to identify
the ideal prices and the amounts of energy traded between producers and consumers in a
decentralized way.

One of the fundamental aspects that contribute to the efficient operation of an REC
is the optimal sizing of each participant’s production and storage units. This is especially
important to complement the variability of natural resources used for energy production;
ensure system reliability; manage the initial investment effectively; and account for the
diverse profiles of each participant, whether residential or industrial. Thus, the optimal
sizing of energy communities has been the subject of great interest by the scientific commu-
nity due to the growing maturity of renewable technologies (mainly with the reduction of
their cost) and the increase and enormous volatility in electricity prices [36-39].

To increase efficiency and spread the adoption of RECs, this article determines the
optimal sizing of all renewable energy production and storage units within an REC, re-
gardless of the number of participants. Through the optimal sizing of the various energy
production and storage units, participants can produce, consume, share, store, and sell the
energy produced by RECs, actively contributing to decarbonization and energy transition.

Another distinguishing aspect of this study lies in the dimensioning methodology,
which is based on the Multi-Objective Particle Swarm Optimization (MOPSO) algorithm
with multiple swarms. This approach aims to enhance solution diversity and ensure a
wide range of nondominant solutions, creating a Pareto frontier. Furthermore, to ensure
greater independence in the exploration of the multidimensional search space and mitigate
the problem of premature convergence, the implemented optimization technique decom-
poses the multidimensional search space into smaller subspaces [40,41]. Thus, the various
swarms act in their corresponding multidimensional subspace, allowing a cooperative and
collaborative way of sizing the various energy production and storage units inherent to
each REC participant. The sizing of the various units was carried out considering economic
and technical criteria, namely the levelized cost of energy (LCOE), the self-consumption
ratio (SCR), and the self-sufficiency ratio (SSR).

Furthermore, to assess the performance and sustainability of various energy man-
agement strategies within the REC, four distinct approaches were implemented. These
strategies encompass different levels of cooperation, participation, and collaboration among
the various production and storage units of electric energy. By employing these manage-
ment strategies, the study aims to comprehensively analyze and compare their effectiveness
in the REC operations.

The structure of this paper is as follows: Section 2 offers an overview of the system
modeling; Section 3 presents the energy management strategies, problem formulation, and
the optimization approach; Section 4 discusses the results; and finally, Section 5 presents
the study’s conclusion.

2. System Modeling

Before sizing the system’s individual technologies, the models must be defined to
simulate the system realistically and accurately. However, simulating any REC as close to
reality as possible can be very complex, given the numerous variables and constraints that
need to be considered [42].
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In this section, we present the mathematical models of the system components. The
simulated community consists of different energy sources (namely solar and wind power)
that directly supply the existing electrical load. Additionally, the community includes
an energy storage system (specifically batteries) that plays a crucial role in storing excess
renewable energy for later use. These models are essential for a comprehensive under-
standing of the renewable energy community’s dynamics and for devising effective energy
management strategies.

2.1. Batteries

In the existing literature, many different models can be found to simulate and describe,
in a feasible and detailed way, the behavior of different types of batteries under different
operating conditions [43]. They can be divided into four different groups: Electrochemical,
Stochastic, Electrical, and Analytical models [44].

The Kinetic Battery Model (KiBaM) is a popular analytical model developed by Man-
well and McGowan [45] that is widely used in energy storage system simulations. As
illustrated in Figure 1, this mathematical model represents a battery with two reservoirs
(available charge and bound charge) separated by a conductance. The available charge
reservoir contains the available energy of the battery (q1) that can be immediately supplied
to the load, and the bound charge reservoir contains the battery’s remaining energy (g,)
that cannot be immediately converted into electrical energy since it is only responsible
for supplying energy to the available charge reservoir. The battery’s capacity ratio of
available energy to total energy is defined by c [46]. The energy flow exchange between
reservoirs depends on the conductance (k) that represents how quickly the energy from
the bound charge reservoir is converted to the available charge reservoir or vice-versa,
depending on the operating condition, and on their height difference (h; — h;), where
hy =g1/c and hy, = g2/ (1 — ¢). The battery’s capacity is the sum of both reservoirs’ capac-
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Figure 1. Kinetic Battery Model (KiBaM).

When the battery is discharging, the available charge reservoir supplies its energy to
the connected load, while the bound charge reservoir supplies its energy to the available
charge reservoir at a slower rate, causing the height difference of both reservoirs to increase.
When the battery is charging, the available charge reservoir charges at a faster rate than
the bound charge reservoir. When the battery is not being used, a flow of energy occurs
between both reservoirs, causing the reservoirs to balance each other until both reservoirs’
heights are equal (1] = hy). The amount of energy contained in each reservoir, in each time
step, is represented by the following equations [46]:

/ iy (@ake = Peg) (1= e7R) Py (Rt — 14 k)
gy = qe M+ . - : o
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where q'1, ¢, and 41, ¢» are the available charge and bound energy at the end and beginning
of each time step, respectively, in [kWh] [46]; At is the time step; and P,; is the charge or
discharge power of each time step [kW], depending on the operating conditions.

The maximum discharging and charging power of the battery in kW, in each time step,
is given by the following Equations (3) and (4):
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This mathematical model is computationally efficient and allows for the description of
electrochemical processes occurring within the battery using a reduced set of parameters:
the total charge ratio stored in the available charge reservoir (c), the conductance (charge
flow rate) between both reservoirs (k), and the maximum capacity of the battery (qp.).
These parameters can be estimated through a series of experimental measurements with
constant discharge currents or by using the battery datasheet (at least three discharge
curves). Furthermore, it can capture nonlinear effects during charging and discharging,
such as recovery effects and capacity rate. However, it does not account for the effects of
temperature and battery aging [47].

2.2. Photovoltaic System

The Photovoltaic system (PV) is a crucial and impactful component of an REC, al-
though it provides intermittent production with large variability and unpredictability.
Therefore, carefully selecting a model that best suits each specific application is essential.
Various models in the literature are used to simulate the behavior of Photovoltaic (PV) mod-
ules under different operating conditions, including factors such as dust, cell temperature,
partial shading, irradiance, and others. [43]. Various models with one, two, or even three or
more diodes are commonly used in literature. However, these models imply a considerable
amount of computational time and effort, unnecessary for this type of simulation. In this
paper, to reduce the computation effort, a synthesized model is used to determine the
output power of the PV modules, defined as a function of the PV cell temperature and solar
irradiance (G). The power output of the PV system in each time step, with N; modules
connected in series and Nj, modules connected in parallel, is given by Equation (5) [48,49].

Ppy = Wmppt (PSTC GSTC (14 avoc(Teen — TSTC))> N;sNp )
where piyppt is the photovoltaic system efficiency of the maximum power point tracking
method (MPPT) [%]; Ps7c is the maximum power under Standard Test Conditions (STC)
[W], i.e., a solar irradiance of 1000 W/m?Z and a temperature of 25 °C; G is the given solar
irradiance in each time step [Wm™2]; Ggpc is the irradiance under STC [Wm™2]; ayoc is
the temperature coefficient of the open-circuit voltage under STC [V°C~!]; Tsrc is the cell
temperature under STC conditions [°C]; and T, is the cell temperature in each time step
[°C] given by Equation (6) [50,51].

G
Teet1 = Tamp + oo X (NOCT — Tnocr) (6)
NOCT
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where T,,,;, is the ambient temperature in each time step [°C]; NOCT is the Nominal
Operating Cell Temperature [°C], measured with 800 W/m? irradiance, 20 °C ambient
temperature and wind speed of 1 m/s; Gyocr is the irradiance under NOCT [Wm~2]; and
Tnocr is the temperature under NOCT conditions [°C].

2.3. Wind Turbine Generator

The power output of a wind turbine generator is influenced by both the site character-
istics and the technical features of the wind turbine. The most significant factors are the
wind speed at the turbine hub height and the power output curve.

The wind speed measured by an anemometer is not directly at the turbine hub height.
Therefore, it must be converted to that height to accurately estimate the true wind speed.
This conversion is essential to ensure precise calculations and effective evaluation of the
wind turbine’s power generation [52,53]. A widely used conversion approach employs the
power law expressed by Equation (7).

AN
vh—va<ha) )

where V}, [ms~1] is the wind speed at hub height hj, [m]; V, [ms~!] is the wind speed at the
anemometer height /1, [m]; and « is the power law exponent or friction coefficient.

Many different models are used in the literature to simulate and obtain the power
curve of a wind turbine regarding the wind speed and hub height, such as physical, linear,
and nonlinear models. Although these methods are straightforward to implement in
any REC simulation, they are not always accurate when simulating stall-controlled wind
turbines. In this type of wind turbine, the pitch angle is fixed, so when the wind speed
is above the rated wind speed the turbine power output cannot be held constant and
decreases because of aerodynamic losses between the blades and the wind. Thus, in this
paper, the authors used the power output curve provided by the manufacturer to accurately
simulate the wind power system.

3. Problem Formulation and Energy Management Strategies

In this section, we present the employed energy management strategies, the opti-
mization strategy, and the problem formulation for determining the optimal sizes of the
system components within the REC. The management strategies were designed with a
focus on real-world operations, aiming to replicate the practical challenges encountered
in actual RECs, thus enhancing the approach’s realism and applicability. The problem
formulation defines the objective function and constraints that describe the purpose/goals
of the optimization problem.

3.1. Energy Management Strategies

To test the performance of the REC in different operating conditions, four energy
management scenarios proposed in [54] were implemented. A summarized description of
these scenarios can be found in Table 1.

Table 1. Renewable Energy Community Scenarios.

Scenarios Description

Scenario 1 Independent microgrid participants.

Scenario 2 Sharing renewable energy after charging individual batteries.
Scenario 3 Sharing renewable energy before charging individual batteries.
Scenario 4 Sharing distributed renewable energy and battery storage systems

among participants before charging individual batteries.
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In Scenario 1 (S1), an individualist position is assumed by all the community partici-
pants, mimicking a conventional microgrid with no energy transactions between them. In
Scenario 2 (S2), the surplus energy from distributed renewable systems is shared within the
community after fully charging the individual batteries. In this scenario, the community
participants prioritize charging or discharging their own batteries when they have an
energy surplus or shortage. If the battery reaches the upper limit of its state of charge
(SOCjuax), any remaining excess energy is shared within the community before being ex-
ported to the electrical grid. Inversely, if the battery reaches its lower limit (SOC,;,,), any
remaining required energy is supplied by available energy from other prosumers before im-
porting from the grid. In contrast, in Scenario 3 (S3), the surplus renewable energy is shared
directly to cover other community participants’ load demand before being dispatched to
the individual batteries. This scenario considers the efficiency losses associated with battery
operations and ensures that the excess renewable energy is efficiently utilized to meet the
REC’s energy needs. In Scenario 4 (54), all the batteries and renewable energy sources are
shared to enhance renewable penetration and minimize grid dependence. The operation
in this scenario follows a specific rule: when one participant has surplus power, it can be
utilized to meet the load demand of other peers. The participants first charge their own bat-
teries to SOCyy and then proceed to charge other peers’ batteries sequentially. Conversely,
when a participant faces an energy deficiency, they can purchase redundant generation
from other peers, then discharge their own battery to SOC,,;,, and finally discharge other
peers’ batteries if needed. This collaborative approach allows for improved renewable
integration and effective utilization of distributed energy resources within the community.

3.2. Problem Formulation

The optimal sizing of the studied REC is evaluated based on two different system eval-
uation criteria: economic and flexibility criteria. The economic criteria involve analyzing
cost-related factors, while flexibility criteria assess the system’s ability to adapt to varying
demand and supply conditions, ensuring an efficient and reliable energy management.

3.2.1. Economic Criteria

The Levelized Cost of Energy (LCOE) is widely recognized as a crucial economic factor
in the optimal planning and design of Hybrid Energy Systems (HES) [55]. Its prominence
attracts investors, policymakers, and consumers, making it a pivotal consideration in the
design of the REC [56].

LCOE can be defined as the effective cost of energy generated by the REC, in $/kWh [57].
It is calculated by the ratio of the sum of the total annualized cost (C,y;;,47) and the annual
electrical energy served by the system (Eg,eq), as expressed in Equation (8).

LCOE = Sannual (8)
served
where C,;,1,q1 is the product of the net present cost (NPC) and the capital recovery factor
(CRF), as expressed by Equation (9):
Cannuai = NPC-CRF(i,N) )

The Net Present Cost (NPC) of a system, representing its life-cycle cost, is determined
by Equation (10) [51], where i denotes the nominal interest rate and N represents the
project’s lifetime:

NPC = Cogm + Ccap (10)

Ceap = EpatCpat + Npy-Cpy + Nwr-Cwr (11)

In Equation (11), Ccgp is the initial capital cost, where Cpog v is the maintenance and
operation cost; Ey,; is the sum of the participants’ battery-rated capacities; Npy and Nyt
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are the sum of the PV modules and wind turbines of the participants, respectively; and Cy,;,
Cpy and Cyyr define the cost per kWh of the batteries, the cost of each PV module, and the
cost of each wind turbine, respectively. The capital recovery factor (CRF) is calculated with
Equation (12).

i(14i)N
1+ -1

The economic parameters are shown in Table 2.

CRE(i,N) = (12)

Table 2. Economic parameters.

Parameter Value
Nominal interest rate (i) [%] 0.05
Project lifetime (N) [years] 20

3.2.2. Flexibility Criteria

The flexibility criteria are crucial parameters for optimizing both energy consumption
and production [58]. The Self-Consumption Ratio (SCR) and Self-Sufficiency Ratio (SSR) are
two well-known parameters that enhance the flexibility of energy systems. These criteria
play a significant role in achieving an efficient and resilient renewable energy community.

SCR can be defined as the quantity of energy produced internally by the system’s
renewable energy sources, which is also used internally for consumption [58]. This includes
both the energy directly used by the load, as well as the batteries’ charging energy (acting
like an additional load) [59]. Figure 2 shows a typical power profile of an REC with this type
of renewable energy production system. In this Figure, Area B represents the surplus energy
produced during that day, Area C represents the renewable energy directly consumed or
stored by the REC, while Area A shows the energy deficit that must be imported to satisfy
the load demand.

6k — Renewable Energy (Wind and PV) — Load ]

W)

Power (K

0 12 24
Time (Hours)

Figure 2. Typical load and production profile.
Using the nomenclature in Figure 2, SCR can be defined by Equation (13):

C

R=——
SCR=g7¢

(13)

Although SCR is a valuable and viable parameter for designing an REC, if the opti-
mization problem were solely formulated to maximize SCR, the resulting configuration



Energies 2023, 16, 7227

9 of 33

Totul

n

Z

(2
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Y EL,

would always be the smallest possible in terms of produced energy. This limitation under-
scores the need to use SCR in combination with other criteria when formulating an REC
optimization problem. By incorporating multiple criteria, the solution can achieve a more
comprehensive and balanced configuration that optimizes both energy production and
consumption, ensuring the REC’s effectiveness and practicality [58]. SSR is also considered
to minimize energy community transactions with the electrical grid. SSR represents the
proportion of energy consumption supplied by internally produced energy. Using the
nomenclature depicted in Figure 2, SSR can be defined by the following equation:

C
SSR = —— 14
A+C (14)

3.2.3. Variables and Constraints

For each participant p, the design variables considered for the optimal sizing and
design of the REC are the battery-rated capacity (Cbatp) [kWHh]; the number of PV modules
(N, pvp) ; and the number of wind turbines (Ny p), each subject to upper and lower bounds,
as enumerated in Equation (15). These bounds were designed based on a typical renewable
energy installation in residential areas.

0 < Cpar, <25
0 < Npy, <50 (15)
0 < Nwr, <10

The primary goal of any REC is to minimize its exchanges with the electrical grid
by enabling the exchange of surplus energy consumed or produced among participants.
To achieve this objective in the simulated REC discussed in this article, two additional
design restrictions were implemented in the simulation parameters to further optimize
the results. To significantly increase independence from the grid, the energy interactions
with the electrical grid were limited to 25% of the total energy transacted in the REC, as
specified by Equation (16). This limitation was implemented to foster a greater reliance on
intra-community energy exchanges and storage, leading to reduced reliance on the grid
and enhancing the overall self-sufficiency of the renewable energy community.

8760
Z EImp Exp( ) < 0.25: ETotul( ) (16)
where Efmp and ngp are the imported and exported energy exchanged by the REC with

the electrical grid by each participant p, respectively, in each hour t. Furthermore, E?g tal 18
the total energy transacted by the participant p, as given by Equation (17):

p p
Wmd(t) + EBatc;m,Xe(t) + EBatD,-sd,me( ) + Elmpc ( ) + EEXPsz ( ) + EImp( ) + EExp( )) (17)

where EI’;V and EWI ; are the PV and wind energy produced by each participant p,

E?
and E
ButDzschurge

charge and discharge the batteries, respectively; and E?mp

defmes the intra- community en-

respectively; E are the charging and discharging energy used to

p
and EExp

BatCh arge
represent the

intra-community transactions of each participant: E} Impc,

ergy importations, while EL

Expe, defmes the intra- Community energy exportation by each

participant p.

The other optimizing restriction promotes intra-community energy interactions, en-
couraging participants to exchange surplus or required energy among themselves, as
shown in Equation (18). This equation sets a lower limit for the intra-community energy
value traded between participants, ensuring that it remains above 30% of the total energy
imported by the REC. By encouraging such interactions, the renewable energy community
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fosters a collaborative approach, optimizing energy utilization and minimizing dependency
on external sources.

n 8760 8760 8760
Y\ X Etmpen () + X Ebxpe,, (1) ] > 03} Epup(t) (18)
t=1 t=1

p:] t=1

where E P Con and E Expe defines the sum of all the REC participant’s intra-community
energy importations and exportations, respectively.

3.3. Optimization Strategy

The optimization technique implemented in this paper combines the specificities of the
Multi-Objective Particle Swarm Optimization (MOPSO) algorithm with the use of multiple
swarms that cooperate and share information and lived experiences (history) to achieve a
set of high-quality solutions. The use of multiple swarms constructs a greater diversity of
new solutions and explores the multidimensional search space with greater independence
and efficiency. Moreover, the optimization technique used divides the multidimensional
search space into smaller subspaces, providing greater independence in the construction of
new solutions (exploration of the search space) and minimizing the problem of premature
convergence. The number of subspaces and the number of swarms depend on the number
of participants in the REC. Each swarm acts in its corresponding subspace, optimizing
the sizing of the various energy production and energy storage units inherent to each
participant of the REC (Npy ” NWT,,, Cbatp) cooperatively and collaboratively. The multiple
swarms use the broadcast strategy to share information and lived experiences (history)
with each other, i.e., the social component of each swarm (gbest) is transmitted and shared
with all the other swarms.

3.3.1. Multi-Objective Particle Swarm Optimization (MOPSO)

Multi-Objective Particle Swarm Optimization (MOPSO) is a population-based, stochas-
tic metaheuristic algorithm that is very effective in solving multi-objective optimization
problems, i.e., optimization problems involving two or more objective, typically antag-
onistic, functions [60]. It is a metaheuristic algorithm inspired by the foraging behavior
of certain animal species involving a population of particles that represent possible solu-
tions. The particles can communicate and cooperate with each other to determine a set
of promising solutions, i.e., a set of solutions with a good trade-off between the differ-
ent objective functions (nondominated solutions). The particles are randomly positioned
within the multidimensional search space (d) and evaluated using the objective functions
inherent to the optimization problem (with or without constraints). Particles move based on
their current velocities and positions, the individual experience of each particle (cognitive
factor), and the collective experience of the population’s particles (social factor). Thus,
during the optimization process, the velocity and position vector are updated according to
Equations (19) and (20), respectively:

f;rl = a)~vi-"d +cqo1- (pbestf’d - xi-‘,d) +cp12e (gbest’; - xi‘(,d) (19)

Xt =y + o (20)

where vi‘ ; represents the velocity of each particle 7 in iteration k; xl ; is the position of

particle 7 in iteration k; w is the inertia factor; cq e ¢, are the acceleration coefficients used to
adjust the cognitive and social contributions when updating the velocities, respectively; and
r1 e rp define the stochastic characteristic given by two random numbers evenly distributed
in the interval [0, 1].

For single-objective optimization problems, gbest and pbest represent the global and
personal best positions, respectively. However, for multi-objective optimization problems,
there is more than one global optimal solution, requiring the determination of a set of
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nondominated solutions (nondominated front, Pareto optimal front, or simply Pareto
front). The concept of dominance is a relationship between two possible solutions within
the multidimensional search space. A nondominated solution is one that is better than
other solutions in at least one objective function, yet not the worst solution in any of the
remaining functions. In each iteration, this set of nondominated solutions is determined,
registered in a given hypercube, and stored in a repository with limited capacity.

For the collective experiment (gbest), in the MOPSO algorithm, each particle selects a
solution from the repository associated with a given hypercube through the roulette wheel
selection method that selects a nondominated solution from the repository based on a
probability. This probability is calculated using the ratio between the individual fitness
of the solutions (objective function value) and the quality of the solutions that compose
the repository, i.e., the sum of all the individual fitness of the solutions. Furthermore, for
its individual experience (pbest), each particle considers the current/recent nondominated
solution produced by the particle itself in the iterative process. These selection procedures
of gbest and pbest promote a good diversification in the construction of new solutions
(population) and, simultaneously, maximize convergence to the real Pareto optimal front,
ensuring a good diversity in the solutions that constitute it.

As aforementioned, the movement of each particle belonging to the population, i.e.,
its new velocity and position, is calculated through Equations (19) and (20), respectively.
However, it is essential to prevent particles from “traveling” outside the multidimensional
search space during the iterative process. This constraint is expressed mathematically
by Equation (21):

{if xfijl'l > uby then xﬁ;l = uby 1)
if xi it <Ibgthen xfi1 = Iby

Through this procedure, if any of the lower (Ib) or upper (ub) limits are exceeded,
the movement of the particle is modified to ensure that the new position is within the
search space.

The iterative process ends when the stopping criterion is reached. The stopping
criterion may reflect several aspects inherent to the optimization problem: simulation time;
maximum number of iterations; the maximum number of objective function evaluations;
and population stagnation, i.e., if there is no significant improvement of the solutions
during a certain number of iterations; among others.

3.3.2. Proposed Optimization Procedure

Figure 3 presents the flowchart of the implemented optimization procedure in this
article for an REC with n participants. Initially, all the variables relative to the optimization
problem and all the required variables for the correct use of the MOPSO optimization algo-
rithm are initialized, such as the number of participants in the REC (1); the meteorological
variables (temperature, irradiance, wind speed); the load profiles of each participant of the
REC; the dimension of the optimization problem (d), the lower (Ib) and upper (ub) bounds;
the number of particles in the population (np); the maximum capacity of the repository of
nondominant solutions; and the number of maximum iterations allowed (tmax), among
others. After these initializations, the initial positioning of the particles is determined with
the following structure:

Multidimensional Search Space

xi = Npv,, Nwt,, Cpat;» Nevyr Nwtys Cpatyr Nevs, Nwts, Cpatys - - - Nev,r NWT,, Chat,, (22)

swarm 1 swarm 2 swarm 3 swarm n
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Figure 3. Optimization Strategy Diagram.

A random initial position is determined within the multidimensional search space
(defined in Equation (15)), considering a population of 15 individuals per dimension and a
maximum number of allowed interactions (100 iterations per dimension). The population of
particles is divided into several swarms with a star topology, i.e., in each swarm, all particles
communicate with each other. The various swarms evolve and move independently, while
maintaining their own repository of nondominated solutions.

In each iteration, the performance of each particle regarding each swarm was deter-
mined using the economic and technical criteria detailed in Section 4.1 (Equations (8)—(18)).
However, to evaluate the performance of each particle, a string code scheme was con-
structed by broadcasting the social component of each swarm (gbest1 23, . ), where n is the
number of participants in the REC, as described in Equation (23):

Particle Position for swarmy

xX; = val, Nwt,, Cpat,, gbesto, gbests, . .., gbest, (23)
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Subsequently, a repository control mechanism evaluated the individual and collective
performance of each particle and, consequently, determined the nondominant solutions
inherent to each swarm. As aforementioned, the movement of each particle was determined
by Equations (19) and (20). However, to prevent a new position of the particles outside the
multidimensional search space, during the successive iterations, the confinement strategy
described by Equation (21) was implemented. In this strategy, if any of the limits (lower or
upper limit) were exceeded, the particle movement was modified ensuring that the new
position was within the search space.

The execution of the various swarms, i.e., the various MOPSO optimization algorithms,
ended when the established stopping criterion was reached. The established stopping
criterion was within the maximum number of allowed interactions (100 iterations per
dimension). Once the optimization process was completed, i.e., when the stopping criterion
was reached, an external repository was created with all the nondominated solutions deter-
mined by the various swarms. Through this external repository, a nondominated solution
(Final Trade-Off Solution) was selected based on the fuzzy set membership function [61,62].

4. Results Discussion and Analysis

In this section, an evaluation and performance analysis is conducted based on the
results obtained from the implemented multi-objective optimization algorithm for each
scenario. Firstly, the characteristics of the simulated renewable energy community and
the corresponding data profiles will be presented and analyzed. Lastly, all the optimized
scenarios obtained from the application of the implemented multi-objective optimization
algorithm will be evaluated and discussed.

4.1. Renewable Energy Community

The community under study represents a microcosm of sustainable energy production
and consumption, comprising three participants, denoted as (a), (b), and (c) in Figure 4.
This configuration enables a comprehensive analysis of the interactions and dynamics
among participants utilizing different energy sources. Each of the three participants in the
community can produce, consume, and potentially store renewable energy under the four
energy management scenarios described in Section 3.1.

,%’7 @) e 3
* ()

w—=
LY

Figure 4. Renewable Energy Community Architecture.

Additionally, when the community’s load demand exceeded the local renewable
energy production capacity, participants could import additional energy from the electrical
grid. This interaction with the grid provides several advantages for the renewable energy
community. First, it ensures a reliable power supply, particularly during periods of low
renewable energy production or high load demand. Second, it allows for the integration
of intermittent renewable energy sources with the grid’s baseload power, ensuring a
continuous and stable energy supply. Third, the grid connection enables the community to
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participate in feed-in tariff programs, incentivizing the production and export of excess
renewable energy.

4.1.1. Mathematical Models Parameters

This subsection presents a comprehensive overview of the key mathematical model’s
parameters used in the simulations. These parameters encompass the characteristics of the
batteries, PV, and wind turbine models.

Batteries Model Parameters

To accurately replicate the dynamic behavior of a battery within an energy community,
it is necessary to adjust certain model parameters values. These parameters enable the
model to mimic nuances and interactions that batteries exhibit when integrated into the
energy systems of real-world communities, allowing for a more precise representation of
their performance [45,57]. Table 3 presents the battery model parameters values used in
the simulation.

Table 3. Batteries Model Parameters Values.

Battery Model Parameter Value
k 0.38
c 0.271

Photovoltaic Model Parameters

The photovoltaic module selected for simulation purposes was the Sharp ND-R250A5,
characterized by 60 polycrystalline silicon cells (with 156.5 mm x 156.5 mm) connected
in series, divided into three strings, with each string protected by a bypass diode, i.e., a
bypass diode for every 20 cells in the PV module [63]. The specifications of the selected PV
module are displayed in Table 4.

Table 4. Photovoltaic Model Parameters.

PV Model Parameter Value
Hmppt 95%
Pstc 250 W
Gsre 1000 Wm 2
ayoc —0.0044 vec!
Tstc 25°C
GnocT 800 Wm 2
NOCT 47.5°C

Wind Turbine Generator

The selected wind turbine generator was the Bergey BWC XL-1, a 1 kW three-bladed
wind turbine, with horizontal axis and a 2.5 m rotor diameter. It shows remarkable
low-wind-speed performances, with intended applications for charging batteries and
supply electrical loads in remote power systems or rural electrification programs. The
corresponding power curve is displayed in Figure 5, and the corresponding parameters
provided by the manufacturer are displayed in Table 5.
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Figure 5. Power curve of the Bergey BWC XL-1 Wind Turbine.

Table 5. Wind Turbine parameters.

Wind Turbine Model Parameter Value
Rated Power 1.000 W
Maximum output power 1.200 W
Rated wind speed 11.0m/s
Cut-in wind speed 2.5m/s
Furling wind speed 13.0m/s
Cut-out wind speed 20.0m/s

hy, 20m

ha 10m

o 0.4

To complete the wind component modeling, the power law exponent («) must be
addressed for the simulation site characteristics. The power law exponent or friction
coefficient value depends on numerous factors like terrain roughness, altitude, exposed
site level, temperature, and season of site [64].

The value normally used for this parameter in open land areas is 0.142 [65]. However,
this value does not take into consideration various terrain roughness characteristics and
atmospheric stability classes, leading to large discrepancies in wind speed value prediction
and huge errors in energy estimation [66]. Given this fact, the value chosen for this
parameter was 0.4, a fair value considering a location with high surface roughness, with a
high stability atmosphere [66-68].

4.2. Data Profiles

The data profiles used in this article were obtained from the U.S. Department of
Energy’s (DOE) Open Energy Data Initiative (OEDI) [69], a large and centralized repository
of datasets containing weather data of all the Typical Meteorological Year version 3 (TMY3)
locations, as well as dataset simulations of the residential and commercial prototype model
load profiles for these locations. TMY3 is the most recent version of the TMY, a group of
selected weather data measured in more than a thousand different locations across the US
for at least 15 years [70], fused and shortened into a single year, representing hypothetically
typical weather data in each different location, with one year of values with one-hour
resolution (8760 h time series data) based on real-life values.

Load data: Three different location datasets were selected from the TMY3 residential
load datasets with different time-series statistical values and shape profiles. Weather
data: The weather data profiles were made by scaling the TMY3 weather data of one
of the locations (base location), proportionally to the other two locations, including a
+20% deviation to induce additional variability [71]. These weather datasets contain
multiple parameters, three of which are required to simulate the energy community using
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the mathematical models described in Section 2: air temperature, solar irradiance, and
wind speed.

Box and whisker diagrams were used to visualize and understand in greater detail the
dataset profiles used to simulate the REC. The dataset profiles for each REC participant are
presented with two different resolutions: hourly and monthly. Thus, one can visualize the
behavior and evolution of each dataset profile during the 24 h of the day, but also visualize
throughout the 12 months of the year. Figure 6 shows the hourly resolution box and whisker
diagrams of the three load data profiles: Load 1 in diagram (a), Load 2 in diagram (b), and
Load 3 in diagram (c); and the three weather data variables of the base location (simulation
location of load 2): air temperature in diagram (d), irradiance in diagram (e), and wind
speed in diagram (f). Figure 7 shows the same datasets but in a monthly resolution box
and whisker diagrams, with the same disposition and identification.

b

[

G o (b) . ©)
b [C—IFacility Energy [KWh] 1 | [ Facility Energy [kWh] [IFacility Energy [kWh]
—— Mean Facility Energy [kWh] 451 o Mean Facility Energy [kWh] il —— Mean Facility Energy [kWh]

W
w

Bl | e

= =
= =
= 3k =
5 55|
225} 2
H w w
5 E“ 2 E—-
.g .g 1k
w 1.5 w
I

—

T

. ﬁééé%g

—NOFDOMODMO— NI T UHON DN O NS —ONOFNOMNODMO N UHONONO T NNMT T ONOMIFNONS OO N ONONO —NNOT
rrrrrrrrrr NN o L at et oY (T f o (o] e GO Y
Hour Hour Hour
_(d) i (e) 1 (f)
| [ Air Temperature [°C] 1 1200 - |[C_iradiance (Wim?] 1 10 - |[——IWind Speed [ms]
= Mean Air Temperature [°C] —&— Mean Irradiance [‘me2] —=— Mean Wind Speed [m/s]
4 9 fo)
1000 - Py
8 09q_2080,°
T Q cggg ° o
£ 800 E7 g6 Bge 8
= 36 8o
8 ® 8 g g
I | € 600 @ 5
A A A H A S H k<] Hy h=]
I g ! g 4
E | =
400 - 2 3 || HERAEaU]]
2
200 ¢
1
rrrrrrrrrr IO T e IO T e OO
Hour Hour Hour

Figure 6. Box-and-whisker diagrams with an hourly resolution for each dataset profile. (a) Participant
(a). (b) Participant (b). (c) Participant (c). (d) Air temperature. (e) Solar Irradiance. (f) Wind speed.
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Figure 7. Box-and-whisker diagrams with a monthly resolution for each dataset profile. (a) Participant
(a). (b) Participant (b). (c) Participant (c). (d) Air temperature. (e) Solar Irradiance. (f) Wind speed.

Table 6 presents the time-series statistical analysis for each dataset profile, including
the mean, median, standard deviation, and statistics related to the shape of the dataset
profiles, such as skewness and kurtosis. As can be seen, load profiles 1 and 2 exhibited
very similar mean values. However, they differed significantly in terms of their standard
deviation: Load Profile 1 had a high standard deviation of 66%, while Load Profile 2 had
a standard deviation of only 42%. Moreover, these two load profiles displayed distinct
skewness values: Load Profile 1 had a positively skewed distribution, while Load Profile
2 showed an approximately symmetric distribution. On the other hand, Load Profile 3
featured a lower mean and median values, with a lower standard deviation compared to
the other two loads, as intended. However, its shape metrics were similar to Load Profile
1. The air temperature revealed a very symmetric shape distribution, also demonstrated
by the proximity between the mean and median values, despite a high standard deviation
value. Inevitably, the irradiance showed very dispersed values, demonstrated by the high
value of standard deviation in contrast with the null median value.
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Table 6. Time-Series Analysis of Dataset Profiles: Statistical Values.
Parameter Mean Median St. Dew. Skewness Kurtosis

Load 1 [kWh] 1.4347 1.0874 0.95063 1.2517 3.6939

Load 2 [kWh] 1.4373 1.3567 0.60812 0.56598 2.849

Load 3 [kWh] 0.88781 0.80909 0.33569 0.99622 3.5528

Air Temperature [°C] 14.6192 154 9.306 —0.20139 2.1832

Irradiance [Wm 2] 177.8128 0 261.7154 1.3709 3.6711

Wind Speed [ms~1] 2.7075 2.48 1.2744 0.80935 3.7417

Table 7 provides detailed information on the maximum and minimum values of each
dataset profile, including the corresponding month, day, and hour when these values
occurred. As expected, the maximum energy demand of the load profiles occurred during
the evening, and the minimum energy demand of the load profiles happened during
the night. Similarly, the air temperature showed expected results, registering the highest
temperature during the afternoon of summer times, in harmony with the irradiance, and
reaching the minimum air temperature value in the winter.

Table 7. Time-Series Analysis of Dataset Profiles: Maximum and Minimum Values and Corresponding
Dates.

Parameter Max.  Hour of the Day = Month of the Year Min. Hour of the Day = Month of the Year
Load 1 [kWh] 4.2977 17 8 (Aug.) 0.40097 4 6 (Jun.)
Load 2 [kWh] 3.9086 17 7 (Jul.) 0.45593 4 8 (Aug.)
Load 3 [kWh] 2.0233 19 12 (Dec.) 0.39432 4 8 (Aug.)

Air Temperature [°C]  38.09 14 7 (Jul)) —10.46 9 1 (Jan.)
Irradiance [Wm 2] 1017 13 5 (May) 0 * *
Wind Speed [ms '] 8.83 19 11 (Nov.) 0 * *

* Multiple results.

Finally, Table 8 details the highest and lowest mean dataset values of each profile, with
the respective hour and month they occurred. In the hour resolution diagrams, all load
profiles show a similar shape with a slight peak during early morning hours and reaching
daily peaks during the end of the evening/beginning of the night. Monthly, all the load
profiles have completely different behaviors: Load Profile 1 had a substantial increase in
values during the summer months, while Load Profile 3 displayed the opposite scenario,
and Load Profile 2 had no significant changes during the months of the year. Relative to
the air temperature data profile, as expected, the temperature rose with sun exposure, but
with very little variation, increasing hourly after sunrise and dropping during the evening,
and throughout the night. Monthly, the temperature increased gradually until the summer
months and decreased substantially during the autumn and winter months. The hour of
the day with the highest mean air temperature was the 15th hour (18.1138 °C), while the
hour with the lowest mean air temperature (11.787 °C) was the 7th hour. The month of July
had the highest mean air temperature (27.3003 °C), while January had the lowest mean air
temperature (1.3899 °C).
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Table 8. Time-Series Analysis of Dataset Profiles: Mean value details of each dataset profile.

Hourly Resolution Profiles Monthly Resolution Profiles

Parameter Evaluation Value Hour Value Month
Highest mean value 2.4427 18 2.3372 8 (Aug.)
Load 1 [kWh]
Lowest mean value 0.58 4 0.88195 11 (Now.)
Highest mean value 2.3471 20 1.6732 7 (Jul.)
Load 2 [kWh]
Lowest mean value 0.6279 3 1.1867 5 (May)
Highest mean value 1.4899 21 1.0971 1 (Jan.)
Load 3 [kWh]
Lowest mean value 0.51981 3 0.7179 8 (Aug.)
Highest mean value 18.1138 15 27.3003 7 (Jul.)
Air Temperature [°C]
Lowest mean value 11.787 7 1.3899 1 (Jan.)
Highest mean value 570.8571 13 273.5148 7 (Jul.)
Irradiance [Wm 2]
Lowest mean value 0 * 87.5972 12 (Dec.)
Highest mean value 3.2959 14 3.2932 2 (Feb.)
Wind Speed [ms1]
Lowest mean value 2.3648 7 2.1831 8 (Aug.)
* Multiple results.

Regarding solar irradiance, the location was not very privileged, reaching the monthly
highest mean value (273.5148 Wm—2) in the month of June and the lowest monthly mean
irradiance (87.5972 Wm™2) in December. The hour with the highest mean irradiance
(570.8571 Wm™?2) was the 13th hour of the day.

The wind speed at the location was relatively slow and revealed consistent wind
speeds throughout the day and the year, with the highest monthly mean value
(3.2932 ms~!) in February, approximately the same as the highest hourly mean value,
while the lowest monthly mean value (2.1831 ms~!) was in August.

4.3. Performance Evaluation and Results Discussion

This section presents and analyzes the results obtained with the implemented multi-
objective optimization algorithm discussed in the previous sections. To ensure the reliability
of the results, the implemented optimization algorithm underwent 15 simulations. Figure 8
provides a representation of the statistical distribution and variability of the objective
functions’ fitness values.

As can be seen, Scenario 1 presents a low standard deviation for LCOE, indicating
relatively consistent operational costs. The mean LCOE value is 0.0609, while the median
LCOE is slightly lower at 0.0604. The SSR and SCR present relatively high mean values,
with 0.8154 and 0.6676 respectively. In Scenario 2, the LCOE exhibits a higher mean value
of 0.0435 and a slightly higher median value of 0.0429. The SSR and SCR values are
also valuable, with SSR at 0.6805 and SCR at 0.6451. This suggests that, despite higher
operational costs, the community maintains a high degree of self-sufficiency and self-
consumption. Scenario 3 presents the highest LCOE among the scenarios, with a mean
value of 0.0523 and a median of 0.0468. The SSR and SCR values are lower in this scenario,
indicating a focus on community independence over cost-efficiency. Lastly, Scenario 4
demonstrates a lower mean LCOE of 0.0371 and a median of 0.0468, making it the most
cost-effective scenario. The SSR and SCR values are also advantageous, with SSR at
0.5082 and SCR at 0.5524, suggesting a balanced approach between cost efficiency and
community independence.
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Figure 8. Statistical distribution of the objective functions’ fitness values.

Table 9 displays the sizing ratio for each participant’s optimal battery capacity and the
optimal installed renewable capacity in each scenario. This ratio is calculated by dividing
the installed capacity of the storage systems or the renewable energy sources for each
participant by their load’s maximum value. This ratio ensures a more reliable assessment
of each element’s optimal sizing within the renewable energy community.

Table 9. Sizing Ratio for Renewable Energy Community Scenarios.

Participant 1 Participant 2 Participant 3
Scenarios Storage Systems  Renewable Energy = Storage Systems  Renewable Energy  Storage Systems  Renewable Energy
Ratio Systems Ratio Ratio Systems Ratio Ratio Systems Ratio
Scenario 1 7.9079 2.5955 4.8611 1.9828 3.7229 2.1523
Scenario 2 6.4251 1.4827 1.7909 2.6864 2.3268 2.0941
Scenario 3 2.4712 0.7426 2.0468 2.3666 2.3268 2.0941
Scenario 4 0.9885 2.2241 0.7675 2.0468 2.5595 2.9085

In the following subsections, we discuss a performance analysis of each scenario,
considering the optimal sizing of each element within the renewable energy community.
This analysis provides a comprehensive understanding of the strengths and weaknesses of
each scenario, aiding in the selection of the most suitable approach for a sustainable and
efficient renewable energy community.

4.3.1. Scenario 1

This scenario provides a baseline comparison for the other scenarios where each
participant adopts an individualist position within the community. Scenario 1 resembles a
conventional microgrid where there are no energy transactions between the participants.
Participants rely on their own individual renewable production and batteries to meet their
load demand, exchanging required or surplus energy only with the electrical grid. Figure 9
shows the hourly average values of PV production, battery discharge and charge, imported
and exported energy from/to the grid, and the average load of each participant. These
diagrams offer a concise visual representation of the energy dynamics and transactions of
the community, allowing for a comprehensive understanding of the participants’ renewable
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Figure 9. Scenario 1: hourly energy contributions. (a) Participant (a). (b) Participant (b). (c). Participant (c).

In this scenario, the energy storage systems are exclusively used for individual en-
ergy storage, with no coordination or collaboration among community participants to
maximize the community’s energy independence. As indicated in Table 9, all participants
exhibit a similar renewable production ratio of approximately two. However, they present
considerable differences in their Storage Systems Ratio.

As Figure 9 illustrates, this lack of energy-sharing mechanisms within the community
result in surplus energy being exported to the electrical grid without benefiting other REC
members. Consequently, most of the available renewable energy in the RECs is exported to
the main grid.

Importantly, all participants rely solely on solar energy production systems, with each
participant achieving their maximum PV production at 12:00 PM: Participant (a) achieved
a maximum PV production of 5.82 kWh, Participant (b) reached 8.34 kWh, and Participant
(c) achieved 10.26 kWh. Therefore, during periods of low solar irradiation, the community
becomes dependent on the electrical grid to supply its load demand. Similarly, when
renewable energy production is insufficient to satisfy the participant’s load demand and
the energy storage systems present a reduced SOC, the community relies exclusively on
the electrical grid for energy supply. On average, each participant imports 0.19 kWh of
energy from the electrical grid per hour to satisfy their demand. This reliance is evident in
the increased energy importation from the grid throughout the night hours. As a result,
the use of the energy storage systems during these hours decreases in correlation with the
respective SOC levels.

To perform a broader analysis of the community operation in Scenario 1, Figure 10
depicts a diagram that illustrates the monthly cumulative energy values of PV production,
energy storage systems, imported and exported energy from/to the grid, and the load for
all the community’s participants. This diagram provides a comprehensive overview of the
community’s energy dynamics over the course of a year. By showcasing the cumulative
values, this analysis allows a macro-level understanding of the participants’ renewable
energy production, storage, grid interaction, and overall energy consumption patterns over
the year.
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Figure 10. Scenario 1: monthly energy contributions.

As seen in Figure 10, the community’s overall PV production varies in solar energy pro-
duction throughout the year, reaching maximum production in May and a mean monthly
production of 4677.43 kWh.

During the summer months, there is a significant rise in load demand, which decreases
during the spring and autumn months. However, there is a slight increase in load demand
during the peak winter months (November, December, and January). Notably, during
these months, the total renewable production cannot satisfy the REC’s total load demand.
As a result, there is a substantial increase in energy importation from the electrical grid,
surpassing the amount of exported energy. Conversely, in other months, particularly during
the spring and summer, renewable production greatly exceeds the load demand. This
creates an evident disparity in energy flow, with higher energy exportation to the grid.

The energy storage systems usage remains relatively consistent throughout the year,
which indicates a consistent reliance on the energy storage systems to meet the community’s
load demand regardless of seasonal variations in load demand and renewable production.

4.3.2. Scenario 2

In contrast to the individualist position in Scenario 1, where participants rely solely on
their renewable production and batteries, Scenario 2 promotes a collaborative approach. In
this scenario, participants prioritize meeting their load demand, and any surplus or deficit
power is exchanged among other participants within the community. This enables efficient
utilization of available energy resources within the community and reduces reliance on the
electrical grid. As Table 9 suggests, in this scenario, participant (a) has a storage system
ratio much higher than the other participants but, however, presents a lower renewable
production ratio. As for participants (b) and (c), they present very similar ratios in terms of
production and storage. Figure 11 presents the hourly average values for each participant
in Scenario 2.
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Figure 11. Scenario 2: hourly energy contributions. (a) Participant (a). (b) Participant (b). (c). Participant (c).

As depicted in Figure 11, Participant (a) exhibits a notable load demand during the day.
To meet this demand, Participant (a) relies on the electrical grid, individual energy storage
systems, or intra-community energy transactions with other participants, especially during
the afternoon. These transactions become necessary during hours of low wind energy pro-
duction, when the capacity of the individual storage systems is insufficient to meet the load
demand and other participants have surplus energy due to high PV production. Although
only two participants had solar production systems, this type of production significantly
contributed to the community’s renewable energy supply, producing, on average, approxi-
mately 1.03 kWh of electricity per hour. Conversely, Participant (a) benefits from significant
surplus energy during the night due to the wind energy production systems. This surplus
energy facilitates the charging of Participant (a)’s energy storage systems, thereby reducing
the reliance on other transactions. In contrast, Participant (b) experiences significant en-
ergy surpluses during hours of high solar irradiation, due to the PV production systems.
This surplus energy is mainly used to charge the energy storage systems and fulfill the
load demand of other participants. Additionally, Participant (b) typically experiences an
energy production surplus throughout the entire day, benefiting from the advantageous
complementarity between PV and wind production. Consequently, Participant (b) became
the community’s top exporter, with an hourly average intra-community transaction of
0.081 kWh and an average energy sale to the electrical grid of 0.96 kWh per hour.
Figure 12 depicts the monthly cumulative energy contributions that resume the RES opera-
tion in Scenario 2.

As shown in Figure 12, grid interactions exhibit a significant pattern throughout
the year. Initially, during the early months, grid interactions are primarily characterized
by energy exportation to the electrical grid, indicating a surplus of energy within the
community. However, as we transition into the summer months, the balance shifts and grid
interactions predominantly involve energy importations. This shift can be attributed to the
reduced production of wind power during this period, resulting in a deficit of renewable
production to meet the total load demand.
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Figure 12. Scenario 2: monthly energy contributions.

4.3.3. Scenario 3

In Scenario 3, community participants share their surplus renewable energy directly
to fulfill the load demand of other participants before relying on their batteries for charging.
This collaborative approach ensures an efficient utilization of excess renewable energy
to effectively supply the energy needs of the community, reducing the utilization of the
individual storage systems and, therefore, improving their lifespan. As can be seen in
Table 9, both participants have similar installed capacity ratio, but, on the other hand,
participant (a) present a distinct renewable production ratio when compared to the other
participants. Figure 13 illustrates the hourly average energy for each participant in Scenario 3.
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Figure 13. Scenario 3: hourly energy contributions. (a) Participant (a). (b) Participant (b). (c). Participant (c).

As can be observed in Figure 13, Participant (a) exhibits a distinct load demand pattern,
particularly during daylight hours, when there is a decrease in energy consumption. To sup-
ply its energy needs during daylight hours, Participant (a) mostly relies on intra-community
energy exchanges and grid importation. On average, Participant (a) imports 0.255 kWh of
electricity per hour from the community and 0.253 kWh from the grid, reflecting its low
renewable energy production during daylight hours. In contrast, Participants (b) and (c)
demonstrate significant surplus renewable generation, primarily due to their PV generation
systems. During the night hours, both Participant (a) and Participant (b) experience a
substantial surplus in wind energy production. Figure 14 illustrates a monthly cumulative
energy diagram for Scenario 3.
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Figure 14. Scenario 3: monthly energy contributions.

Figure 14 exhibits a similar behavior to Scenario 2 but with a notable increase in inner-
community transactions. During the early months, the renewable energy production matrix
is largely dominated by wind energy and, as the peak summer months approach, gradually
decreases and is partially replaced by PV production. However, during these peak months,
renewable energy production becomes insufficient to meet the high load demand, mainly
due to the decrease in wind energy production. As a result, the grid interactions, which
were predominantly energy exportation, shift towards energy importation to satisfy the
load demand. Moreover, community transactions account for a significant portion of the
energy flow, reaching an average of 191 kWh per month.

4.3.4. Scenario 4

In Scenario 4, all renewable energy sources and storage systems are shared among
the participants. When one participant has surplus energy, it can be used to meet the load
demand of others. Firstly, they charge their own batteries to SOCj;sx and then proceed
to charge other peers’ batteries sequentially. Conversely, if a participant faces an energy
deficit, they can use the energy surplus from others, discharge their battery to the lower
limit of SOC,,;,;, and even discharge other peers’ batteries if necessary. As can be seen in
Table 9, both participants present similar renewable production ratio, but with a diversified
production mix. Specifically, participant (a) presents a production mix consisting only of
wind production, participant (b) a mix of photovoltaic and wind production and, on the
other hand, participant (c) only has photovoltaic production.

Figure 15 presents the hourly average energy for each participant in Scenario 4. As
shown, Participant (a) experiences frequent energy deficits during the day, relying on intra-
community energy exchanges, occasional grid transactions, and even energy exchanges
with other participants to fulfill its energy needs. These deficits are primarily due to the
limited wind energy production, while the other participants have significant surplus
energy, especially during peak PV production in the afternoon. However, during the night,
Participant (a) benefits from excessive energy production, enabling the charge of their
individual batteries. In contrast, Participant (b) has substantial surplus energy during the
day, due to their PV production, complemented by considerable wind energy production
during the night. On the other hand, Participant (c) consistently faces energy deficits
during the first and last hours of the day, as no renewable energy production is available in
that period. Nevertheless, Participant (c) has substantial surplus energy from PV sources
during daylight hours. Like Participant (b), Participant (c) also capitalizes on the high PV
production during energy deficit hours to charge its storage systems. Figure 16 presents a
monthly cumulative energy diagram that summarizes the RES operation in Scenario 4.
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Figure 16. Scenario 4: monthly energy contributions.

Unlike the previous scenarios, in Scenario 4, the total renewable energy production
consistently exceeds the total load demand every month of the year, even during peak
summer months when wind production is negligible. This indicates a more efficient and
optimized energy system. In the winter and autumn period, grid transactions are primarily
energy exportations, and the community heavily relies on inner-community exchanges
and battery exchanges. However, individual battery reserves are not frequently needed.
On the other hand, in the spring and summer periods, grid transactions gradually shift
towards grid importation. Moreover, energy storage system reserves increase in this period,
while community and battery exchanges have a relatively lower impact on the overall
community operation.

4.4. Overall Results and Analysis of Renewable Energy Scenarios

The following section presents and discusses the overall results of each scenario,
including an analysis of the energy dynamics, performance metrics, and the impact of
collaborative approaches on renewable energy integration. Examining the outcomes of
each scenario one can evaluate the effectiveness of different energy management strategies
and their implications for achieving greater energy independence, optimizing renewable
resource utilization, and minimizing reliance on the electrical grid within the renewable
energy community.
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As seen in Figure 17, Scenario 1 exhibits a high percentage of grid exchanges (33%),
which can be attributed to the individualist approach adopted by the community partici-
pants. With no energy transactions among participants, the participants’ surplus energy is
exported to the grid, resulting in a higher percentage of exportations (22.4%) compared to
importations (10.4%). In this scenario, all the renewable energy generation (67%) comes
exclusively from PV production, with no wind power production.
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Figure 17. Percentage of transacted energy in each scenario.

In Scenario 2, grid transactions constitute 31.2% of the total energy usage, where 24.0%
are grid exportations and 7.2% are grid importations. Community transactions accounted
for 3% of the energy usage, while renewable energy sources (RES) contributed 65.8% of the
energy supply. Within the renewable energy generation category, PV generation accounts
for 40.3%, and wind power generation contributes 25.5%.

In Scenario 3, grid transactions represent 27.6% of the total energy in the renewable
energy community (where grid importations represent 9% and exportations 18.6%). By
prioritizing the use of excess energy to meet the load demand of other participants before
charging their individual batteries, the need for grid interactions is reduced. This balanced
distribution between exports and imports from the grid reflects a more efficient use of
renewable energy resources, which reached a percentage of 64.7%, of which 41.6% resulted
from solar origin and the remaining 23.1% from wind production.

In Scenario 4, the decrease in overall grid interactions (24.8%, where 20.6% were grid
exportations and 4.2% were importations) can be attributed to the collaborative approach
adopted by the community participants. By sharing batteries and renewable energy sources,
surplus energy can be used to meet the load demand of other community participants,
resulting in a higher percentage of community transactions (12.3%). Notably, most of the
battery transactions were selling transactions (70%), indicating the community’s proactive
use of surplus energy to reduce dependence on external sources.
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Overall, the variations in the percentage of grid transactions and community transac-
tions in each scenario reflect the different energy management strategies employed. The
collaboration and sharing of resources within the community leads to a more efficient
utilization of renewable energy and a reduction in dependence on the electrical grid.

Table 10 presents several performance metrics that summarize the renewable energy
community’s operations in each scenario. The Initial Investment column represents the
amount of money required to initially implement each scenario. This parameter is cal-
culated based on the initial investment required to build each CER, assuming costs of
170 Euros per solar panel, 3500 Euros per wind turbine, and 800 Euros per kW of battery.
The Annual Cost of Energy indicates the annual energy cost associated with the com-
munity’s operation under each scenario. This parameter is calculated based on the total
energy imported and exported by the CER during the simulated year, assuming a cost of
0.22 Euros per kWh for importing and 0.06 Euros per kWh for exporting to the grid.

Table 10. Performance Metrics for Renewable Energy Community Scenarios.

Annual

Initial Annual . Annual
Annual Annual Annual . Community
. Investment Community Greenhouse
Scenario Energy Cost Exported Imported . Battery
Cost (Euro) Energy (kWh) Energy (kWh) Transactions Transactions Gas
(Euro) 8y 8y (KWh) (kgCO,)
(kWh)
Scenario 1 55,930 1371.3 13,536 6233 0 0 72,908
Scenario 2 51,700 1054.7 16,176 4794 2021.3 0 73,750
Scenario 3 41,750 1185.5 11,090 5388.6 4584.7 0 57,879
Scenario 4 39,720 777.53 17,329 3534.2 10,318 4793 72,037

The Annual Exported Energy and Annual Imported Energy columns show the amount
of energy exported to and imported from the electrical grid, respectively. The Annual
Intra-Community Transactions and Annual Community Battery Transactions columns
represent the amount of energy exchanged within the community and through battery
transactions, respectively. Lastly, Annual Greenhouse Gas Emissions quantifies the amount
of greenhouse gases emitted during the year under each scenario. The reference values
used for the calculations was 0.373 kg CO, per kWh, which corresponds to the United
States electrical grid average Greenhouse Gas Emissions in 2021. Additionally, the specific
values for greenhouse gas emissions factors were as follows: 0.028 kg CO, per kWh for the
energy storage system, 0.225 kg CO, per kWh for the PV modules and 0.008 kg CO, per
kWh for the Wind Turbine [72].

As shown in Table 10, Scenario 4 emerges as the most favorable option in terms of
economic factors, with a relatively lower Initial Investment compared to other scenarios,
indicating a more cost-effective implementation. Additionally, this scenario demonstrates a
significantly lower Annual Energy Cost, highlighting its efficiency and cost-effectiveness
in long-term operations. Scenarios 2 and 3 show a balanced Initial Investment Cost with
a relatively low Annual Energy Cost. In contrast, Scenario 1 exhibits a higher Initial
Investment Cost and Annual Energy Costs.

In terms of energy independence and grid interaction, Scenarios 2 and 4 exhibit the
highest Annual Exported Energy, suggesting a higher surplus of energy. Additionally,
Scenario 4 has a relatively lower Annual Imported Energy, indicating reduced reliance on
the electrical grid. This scenario also shows the highest Annual Community Transactions
and Annual Community Battery Transactions, highlighting active collaboration and battery
energy sharing among community participants. In terms of environmental impact, Sce-
nario 2 has the lowest Annual Greenhouse Gas Emissions, indicating a more sustainable
energy operation.

Based on these performance metrics, Scenario 4 stands out as the most favorable
option, offering a lower Initial Investment, which contributes to cost savings in the imple-
mentation phase. Additionally, it demonstrates reduced energy costs, ensuring long-term
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affordability and sustainability. Scenario 4 also presents higher energy independence,
with a significant amount of exported energy and a lower reliance on imports from the
grid. Moreover, this scenario exhibits a reasonably low rate of greenhouse gas emissions,
reflecting its environmentally friendly approach. Nonetheless, Scenarios 2 and 3 also
display promising characteristics, demonstrating active community engagement and a
well-balanced energy operation. While they do not outperform Scenario 4 in all aspects, they
present valuable alternatives that foster collaboration and contribute to the community’s
energy sustainability.

4.5. Future Works

The research presented in this study provides valuable insights into the optimiza-
tion of renewable energy communities. However, several avenues for future research
and exploration can further enhance our understanding and practical implementation of
collaborative energy sharing and optimization strategies:

Scalability Assessment: Exploring the scalability of the proposed optimization ap-
proach is crucial. Investigating its applicability to larger and more complex renewable
energy community settings can help determine its robustness and efficiency in a broader
range of scenarios [73].

Geographical Variability: Examining how different geographical locations and climates
impact the effectiveness of energy management strategies is important. Understanding how
environmental factors influence energy sharing and distribution can lead to region-specific
optimization models [74].

Regulatory and Policy Implications: Research into potential regulatory and policy
implications for the successful implementation of collaborative renewable energy sharing
in communities. This includes exploring legal frameworks and policy changes necessary to
support and incentivize energy sharing initiatives at various levels [9].

Practical Case Studies: Implement pilot RES or collaborate with real-world stake-
holders and implement the proposed optimization strategies in pilot projects to validate
theoretical models and provide practical insights [75].

Integration of Emerging Technologies: Evaluate the integration of emerging renewable
energy technologies, including blockchain, into the optimization framework. Assess the
efficiency gains, economic benefits, and potential for enhancing trust and transparency in
energy sharing and management [76,77].

5. Conclusions

In conclusion, this article presented a comprehensive analysis of a renewable energy
community, examining four different scenarios with varying degrees of collaboration
and energy management strategies. The sizing of the various energy production and
storage units inherent to each participant was carried out using a multi-swarm MOPSO
considering economical and technical criteria, namely the levelized cost of energy (LCOE),
self-consumption ratio (SCR) and self-sufficiency ratio (SSR).

The results revealed valuable insights into the performance and effectiveness of each
scenario. Scenario 4 emerged as the most beneficial option, showing a lower initial invest-
ment, reduced energy costs, higher energy independence, and a reasonable greenhouse
gas emission. This collaborative approach, where surplus power is shared among partici-
pants and individual storage systems are utilized as a last resort, demonstrated improved
renewable energy integration and a decreased reliance on the electrical grid. Additionally,
Scenarios 2 and 3 also displayed promising characteristics, emphasizing active community
engagement and balanced energy operations.

The study further demonstrated the effectiveness of using a multi-swarm and multi-
objective optimization approach to find the optimal solutions that balance various aspects
of community energy dynamics. Overall, the findings from this research contribute to
advancing our understanding of renewable energy integration in community settings and
offer valuable guidance for enhancing the resilience and sustainability of future energy



Energies 2023, 16, 7227 30 of 33

systems. As renewable energy adoption continues to grow, collaborative approaches like
those explored in these scenarios will play a vital role in building more sustainable and
self-reliant communities.

Author Contributions: Conceptualization, ].E.,, C.M., ].P,, M.d.R.C. and S.M.; methodology, ].E., C.M.
and J.P; software, ].E, C.M. and ].P; investigation, ].E,, C.M., ].P,, M.d.R.C. and S.M.; formal analysis,
M.d.R.C. and S.M.; writing—original draft preparation, J.F., C.M. and ]J.P.,; writing—review and
editing, M.d.R.C. and S.M.; visualization, J.F., CM. and ].P; supervision, M.d.R.C., ].P. and S.M. All
authors have read and agreed to the published version of the manuscript.

Funding: J.P.D. Faria was supported by the doctoral Grant SFRH/BD /151349 /2021 financed by the
Portuguese Foundation for Science and Technology (FCT), and with funds from MPP2030, under
MIT Portugal Program.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Lowe, R].,; Drummond, P. Solar, Wind and Logistic Substitution in Global Energy Supply to 2050—Barriers and Implications.
Renew. Sustain. Energy Rev. 2022, 153, 111720. [CrossRef]

2. Overland, L; Juraev, J.; Vakulchuk, R. Are Renewable Energy Sources More Evenly Distributed than Fossil Fuels? Renew. Energy
2022, 200, 379-386. [CrossRef]

3. Grzani¢, M.; Capuder, T.; Zhang, N.; Huang, W. Prosumers as Active Market Participants: A Systematic Review of Evolution of
Opportunities, Models and Challenges. Renew. Sustain. Energy Rev. 2022, 154, 111859. [CrossRef]

4. 2030 Climate & Energy Framework. Available online: https:/ /climate.ec.europa.eu/eu-action/climate-strategies-targets /2030
-climate-energy-framework_en (accessed on 23 March 2023).

5. Buraimoh, E.; Aluko, A.O.; Oni, O.E.; Davidson, L.E. Decentralized Virtual Impedance- Conventional Droop Control for Power
Sharing for Inverter-Based Distributed Energy Resources of a Microgrid. Energies 2022, 15, 4439. [CrossRef]

6. Ourahou, M.; Ayrir, W.; EL Hassouni, B.; Haddi, A. Review on Smart Grid Control and Reliability in Presence of Renewable
Energies: Challenges and Prospects. Math Comput. Simul. 2020, 167, 19-31. [CrossRef]

7. Martirano, L.; Rotondo, S.; Kermani, M.; Massarella, F.; Gravina, R. Power Sharing Model for Energy Communities of Buildings.
IEEE Trans. Ind. Appl. 2021, 57, 170-178. [CrossRef]

8.  Ahmadifar, A.; Ginocchi, M.; Golla, M.S.; Ponci, F; Monti, A. Development of an Energy Management System for a Renewable
Energy Community and Performance Analysis via Global Sensitivity Analysis. IEEE Access 2023, 11, 4131-4154. [CrossRef]

9. Lowitzsch, J.; Hoicka, C.E.; van Tulder, EJ. Renewable Energy Communities under the 2019 European Clean Energy
Package—Governance Model for the Energy Clusters of the Future? Renew. Sustain. Energy Rev. 2020, 122, 109489. [CrossRef]

10. Li, Y; Qian, E; Gao, W.; Fukuda, H.; Wang, Y. Techno-Economic Performance of Battery Energy Storage System in an Energy
Sharing Community. J. Energy Storage 2022, 50, 104247. [CrossRef]

11. Salehi, N.; Martinez-Garcia, H.; Velasco-Quesada, G.; Guerrero, ] M. A Comprehensive Review of Control Strategies and
Optimization Methods for Individual and Community Microgrids. IEEE Access 2022, 10, 15935-15955. [CrossRef]

12. Amrutha Raju, B.; Vuddanti, S.; Salkuti, S.R. Review of Energy Management System Approaches in Microgrids. Energies 2021,
14, 5459. [CrossRef]

13. Dolara, A.; Grimaccia, F.; Magistrati, G.; Marchegiani, G. Optimization Models for Islanded Micro-Grids: A Comparative Analysis
between Linear Programming and Mixed Integer Programming. Energies 2017, 10, 241. [CrossRef]

14. Panwar, LK ; Konda, S.R.; Verma, A.; Panigrahi, B.K.; Kumar, R. Operation Window Constrained Strategic Energy Management
of Microgrid with Electric Vehicle and Distributed Resources. IET Gener. Transm. Distrib. 2017, 11, 615-626. [CrossRef]

15. Helal, S.A.; Najee, R.J.; Hanna, M.O.; Shaaban, M.F; Osman, A .H.; Hassan, M.S. An Energy Management System for Hybrid
Microgrids in Remote Communities. In Proceedings of the 2017 IEEE 30th Canadian Conference on Electrical and Computer
Engineering (CCECE), Windsor, ON, Canada, 30 April-3 May 2017. [CrossRef]

16. Murty, V.V.S.N.; Kumar, A. Multi-Objective Energy Management in Microgrids with Hybrid Energy Sources and Battery Energy
Storage Systems. Prot. Control Mod. Power Syst. 2020, 5, 1-20. [CrossRef]

17. Huo, Y.; Bouffard, F.; Joos, G. Decision Tree-Based Optimization for Flexibility Management for Sustainable Energy Microgrids.
Appl. Energy 2021, 290, 116772. [CrossRef]

18. Byrne, R.H.; Nguyen, T.A.; Copp, D.A.; Chalamala, B.R.; Gyuk, I. Energy Management and Optimization Methods for Grid
Energy Storage Systems. IEEE Access 2017, 6, 13231-13260. [CrossRef]

19. Liu, Y,; Li, Z; Lin, Z.; Zhao, K.; Zhu, Y. Multi-Objective Optimization of Energy Management Strategy on Hybrid Energy Storage
System Based on Radau Pseudospectral Method. IEEE Access 2019, 7, 112483-112493. [CrossRef]

20. Weckesser, T.; Dominkovi¢, D.F,; Blomgren, EIM.V,; Schledorn, A.; Madsen, H. Renewable Energy Communities: Optimal Sizing
and Distribution Grid Impact of Photo-Voltaics and Battery Storage. Appl. Energy 2021, 301, 117408. [CrossRef]

21. Liu, J; Yang, H.; Zhou, Y. Peer-to-Peer Energy Trading of Net-Zero Energy Communities with Renewable Energy Systems

Integrating Hydrogen Vehicle Storage. Appl. Energy 2021, 298, 117206. [CrossRef]


https://doi.org/10.1016/j.rser.2021.111720
https://doi.org/10.1016/j.renene.2022.09.046
https://doi.org/10.1016/j.rser.2021.111859
https://climate.ec.europa.eu/eu-action/climate-strategies-targets/2030-climate-energy-framework_en
https://climate.ec.europa.eu/eu-action/climate-strategies-targets/2030-climate-energy-framework_en
https://doi.org/10.3390/en15124439
https://doi.org/10.1016/j.matcom.2018.11.009
https://doi.org/10.1109/TIA.2020.3036015
https://doi.org/10.1109/ACCESS.2023.3235590
https://doi.org/10.1016/j.rser.2019.109489
https://doi.org/10.1016/j.est.2022.104247
https://doi.org/10.1109/ACCESS.2022.3142810
https://doi.org/10.3390/EN14175459
https://doi.org/10.3390/en10020241
https://doi.org/10.1049/iet-gtd.2016.0654
https://doi.org/10.1109/CCECE.2017.7946775
https://doi.org/10.1186/s41601-019-0147-z
https://doi.org/10.1016/j.apenergy.2021.116772
https://doi.org/10.1109/ACCESS.2017.2741578
https://doi.org/10.1109/ACCESS.2019.2935188
https://doi.org/10.1016/j.apenergy.2021.117408
https://doi.org/10.1016/j.apenergy.2021.117206

Energies 2023, 16, 7227 31 of 33

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

Mohsen Hosseini, S.; Carli, R.; Jantzen, J.; Dotoli, M. Multi-Block ADMM Approach for Decentralized Demand Response of
Energy Communities with Flexible Loads and Shared Energy Storage System. In Proceedings of the 2022 30th Mediterranean
Conference on Control and Automation, MED 2022, Vouliagmeni, Greece, 28 June-1 July 2022; pp. 67-72. [CrossRef]

Kennedy, J.; Eberhart, R. Particle Swarm Optimization. In Proceedings of the ICNN’95—International Conference on Neural
Networks 4, Perth, WA, Australia, 27 November-1 December 1995; pp. 1942-1948. [CrossRef]

Rehman, A.U.; Wadud, Z.; Elavarasan, R.M.; Hafeez, G.; Khan, I.; Shafiq, Z.; Alhelou, H.H. An Optimal Power Usage Scheduling
in Smart Grid Integrated with Renewable Energy Sources for Energy Management. IEEE Access 2021, 9, 84619-84638. [CrossRef]
Faria, J.; Pombo, J.; Calado, M.R.; Mariano, S. Current control optimization for grid-tied inverters using cuckoo search algorithm.
In Proceedings of the International Congress on Engineering University da Beira Interior—"Engineering for Evolution”, Covilha,
Portugal, 28 November 2019.

Jayalakshmi, N.S.; Jadoun, V.K.; Gaonkar, D.N.; Shrivastava, A.; Kanwar, N.; Nandini, K.K. Optimal Operation of Multi-Source
Electric Vehicle Connected Microgrid Using Metaheuristic Algorithm. J. Energy Storage 2022, 52, 105067. [CrossRef]

Laayati, O.; Elmaghraoui, A.; El Hadraoui, H.; Ledmaoui, Y.; Bouzi, M.; Chebak, A. Tabu search optimization for energy
management in microgrids: A solution to grid-connected and standalone operation modes. In Proceedings of the 2023 IEEE 5th
Global Power, Energy and Communication Conference (GPECOM), Nevsehir, Turkiye, 14-16 June 2023; pp. 401-406. [CrossRef]
Faria, J.; Fermeiro, J.; Pombo, J.; Calado, M.; Mariano, S. Proportional Resonant Current Control and Output-Filter Design
Optimization for Grid-Tied Inverters Using Grey Wolf Optimizer. Energies 2020, 13, 1923. [CrossRef]

Singh, A.R; Ding, L.; Raju, D.K,; Kumar, R.S.; Raghav, L.P. Demand Response of Grid-Connected Microgrid Based on Metaheuris-
tic Optimization Algorithm. Energy Sources Part A Recovery Util. Environ. Eff. 2021. [CrossRef]

Somakumar, R.; Kasinathan, P.; Monicka, G.; Rajagopalan, A.; Ramachandaramurthy, V.K.; Subramaniam, U. Optimization of
Emission Cost and Economic Analysis for Microgrid by Considering a Metaheuristic Algorithm-Assisted Dispatch Model. Int. J.
Numer. Model. Electron. Netw. Devices Fields 2022, 35, €2993. [CrossRef]

Suresh, V.; Janik, P; Jasinski, M.; Guerrero, ].M.; Leonowicz, Z. Microgrid Energy Management Using Metaheuristic Optimization
Algorithms. Appl. Soft Comput. 2023, 134, 109981. [CrossRef]

Rizvi, M,; Pratap, B.; Singh, S.B. Demand-Side Management in Microgrid Using Novel Hybrid Metaheuristic Algorithm. Electr.
Eng. 2023, 105, 1867-1881. [CrossRef]

Kang, KM.; Choi, B.Y.; Lee, H.; An, C.G.; Kim, T.G,; Lee, Y.S.; Kim, M.; Yi, J.; Won, C.Y. Energy Management Method of Hybrid
AC/DC Microgrid Using Artificial Neural Network. Electronics 2021, 10, 1939. [CrossRef]

Faria, J.; Pombo, J.; Calado, M.; Mariano, S. Power Management Control Strategy Based on Artificial Neural Networks for
Standalone PV Applications with a Hybrid Energy Storage System. Energies 2019, 12, 902. [CrossRef]

Laayati, O.; El Hadraoui, H.; Bouzi, M.; Elmaghraoui, A.; Mousaid, I.; Chebak, A. A game theory approach (VCG-PSO) for
optimal P2P energy trading in blockchain-enabled microgrids. In Proceedings of the IEEE EUROCON 2023—20th International
Conference on Smart Technologies, Torino, Italy, 6-8 July 2023; pp. 210-215. [CrossRef]

Park, S.H.; Jang, Y.S.; Kim, E.J. Multi-Objective Optimization for Sizing Multi-Source Renewable Energy Systems in the Community
Center of a Residential Apartment Complex. Energy Convers. Manag. 2021, 244, 114446. [CrossRef]

Duchaud, ].L.; Notton, G.; Darras, C.; Voyant, C. Multi-Objective Particle Swarm Optimal Sizing of a Renewable Hybrid Power
Plant with Storage. Renew. Energy 2019, 131, 1156-1167. [CrossRef]

Sadeghi, D.; Hesami Naghshbandy, A.; Bahramara, S. Optimal Sizing of Hybrid Renewable Energy Systems in Presence of Electric
Vehicles Using Multi-Objective Particle Swarm Optimization. Energy 2020, 209, 118471. [CrossRef]

Ang, Y.Q.; Polly, A.; Kulkarni, A.; Chambi, G.B.; Hernandez, M.; Haji, M.N. Multi-Objective Optimization of Hybrid Renewable
Energy Systems with Urban Building Energy Modeling for a Prototypical Coastal Community. Renew. Energy 2022, 201, 72-84.
[CrossRef]

Vakhnin, A.; Sopov, E.; Semenkin, E. On Improving Adaptive Problem Decomposition Using Differential Evolution for Large-Scale
Optimization Problems. Mathematics 2022, 10, 4297. [CrossRef]

de Campos, A.; Pozo, A.T.R,; Duarte, E.P. Parallel Multi-Swarm PSO Strategies for Solving Many Objective Optimization Problems.
J. Parallel Distrib. Comput. 2019, 126, 13-33. [CrossRef]

Bhandari, B.; Lee, K.-T.; Lee, G.-Y.; Cho, Y.-M.; Ahn, S.-H. Optimization of Hybrid Renewable Energy Power Systems: A Review.
Int. ]. Precis. Eng. Manuf.-Green Technol. 2015, 2, 99. [CrossRef]

Ridha, H.M.; Gomes, C.; Hizam, H.; Ahmadipour, M.; Heidari, A.A.; Chen, H. Multi-Objective Optimization and Multi-Criteria
Decision-Making Methods for Optimal Design of Standalone Photovoltaic System: A Comprehensive Review. Renew. Sustain.
Energy Rev. 2021, 135, 110202. [CrossRef]

Bento, P.; Nunes, H.; Pombo, J.; do Rosario Calado, M.; Mariano, S. Daily Operation Optimization of a Hybrid Energy System
Considering a Short-Term Electricity Price Forecast Scheme. Energies 2019, 12, 924. [CrossRef]

Manwell, ].E; McGowan, J.G. Lead Acid Battery Storage Model for Hybrid Energy Systems. Sol. Energy 1993, 50, 399-405.
[CrossRef]

Mahesh, A.; Sandhu, K.S. Optimal Sizing of a Grid-Connected PV /Wind /Battery System Using Particle Swarm Optimization.
Iran. ]. Sci. Technol.-Trans. Electr. Eng. 2019, 43, 107-121. [CrossRef]

Rodrigues, L.M.; Bitencourt, N.L.; Rech, L.; Montez, C.; Moraes, R. An Analytical Model to Estimate the State of Charge and
Lifetime for Batteries with Energy Harvesting Capabilities. Int. . Energy Res. 2020, 44, 5243-5258. [CrossRef]


https://doi.org/10.1109/MED54222.2022.9837173
https://doi.org/10.1109/ICNN.1995.488968
https://doi.org/10.1109/ACCESS.2021.3087321
https://doi.org/10.1016/J.EST.2022.105067
https://doi.org/10.1109/GPECOM58364.2023.10175809
https://doi.org/10.3390/en13081923
https://doi.org/10.1080/15567036.2021.1985654
https://doi.org/10.1002/jnm.2993
https://doi.org/10.1016/j.asoc.2022.109981
https://doi.org/10.1007/s00202-023-01778-7
https://doi.org/10.3390/electronics10161939
https://doi.org/10.3390/en12050902
https://doi.org/10.1109/EUROCON56442.2023.10198908
https://doi.org/10.1016/j.enconman.2021.114446
https://doi.org/10.1016/j.renene.2018.08.058
https://doi.org/10.1016/j.energy.2020.118471
https://doi.org/10.1016/j.renene.2022.09.126
https://doi.org/10.3390/math10224297
https://doi.org/10.1016/j.jpdc.2018.11.008
https://doi.org/10.1007/s40684-015-0013-z
https://doi.org/10.1016/j.rser.2020.110202
https://doi.org/10.3390/en12050924
https://doi.org/10.1016/0038-092X(93)90060-2
https://doi.org/10.1007/s40998-018-0083-3
https://doi.org/10.1002/er.5269

Energies 2023, 16, 7227 32 of 33

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.
74.

75.

Mandelli, S.; Brivio, C.; Colombo, E.; Merlo, M. A Sizing Methodology Based on Levelized Cost of Supplied and Lost Energy for
Off-Grid Rural Electrification Systems. Renew. Energy 2016, 89, 475-488. [CrossRef]

Yousri, D.; Farag, HE.Z.; Zeineldin, H.; El-Saadany, E.F. Integrated Model for Optimal Energy Management and Demand
Response of Microgrids Considering Hybrid Hydrogen-Battery Storage Systems. Energy Convers. Manag. 2023, 280, 116809.
[CrossRef]

Mahesh, A.; Sandhu, K.S. A Genetic Algorithm Based Improved Optimal Sizing Strategy for Solar-Wind-Battery Hybrid System
Using Energy Filter Algorithm. Front. Energy 2020, 14, 139-151. [CrossRef]

Okoye, C.O.; Solyali, O. Optimal Sizing of Stand-Alone Photovoltaic Systems in Residential Buildings. Energy 2017, 126, 573-584.
[CrossRef]

Justus, C.G. Wind Energy Statistics for Large Arrays of Wind Turbines (New England and Central U.S. Regions). Sol. Energy 1978,
20, 379-386. [CrossRef]

Hamanah, W.M.; Abido, M.A.; Alhems, L.M. Optimum Sizing of Hybrid PV, Wind, Battery and Diesel System Using Lightning
Search Algorithm. Arab. |. Sci. Eng. 2020, 45, 1871-1883. [CrossRef]

Zheng, S.; Huang, G.; Lai, A.C. Techno-Economic Performance Analysis of Synergistic Energy Sharing Strategies for Grid-
Connected Prosumers with Distributed Battery Storages. Renew. Energy 2021, 178, 1261-1278. [CrossRef]

Aziz, A S,; Tajuddin, M.EN.; Zidane, T.E.K; Su, C.L.; Alrubaie, A ] K.,; Alwazzan, M.]J. Techno-Economic and Environmental
Evaluation of PV /Diesel/Battery Hybrid Energy System Using Improved Dispatch Strategy. Energy Rep. 2022, 8, 6794-6814.
[CrossRef]

Das, B.K.; Hassan, R.; Islam, M.S.; Rezaei, M. Influence of Energy Management Strategies and Storage Devices on the Techno-
Enviro-Economic Optimization of Hybrid Energy Systems: A Case Study in Western Australia. J. Energy Storage 2022, 51, 104239.
[CrossRef]

Mandal, S.; Das, B.K.; Hoque, N. Optimum Sizing of a Stand-Alone Hybrid Energy System for Rural Electrification in Bangladesh.
J. Clean. Prod. 2018, 200, 12-27. [CrossRef]

Simoiu, M.S.; Fagarasan, L; Ploix, S.; Calofir, V. Sizing and Management of an Energy System for a Metropolitan Station with
Storage and Related District Energy Community. Energies 2021, 14, 5997. [CrossRef]

Venet, P; Zaghib, K.; Song, S.-W.; Wu, X.; Tang, Z.; Stroe, D.-1.; Kerekes, T. Overview and Comparative Study of Energy
Management Strategies for Residential PV Systems with Battery Storage. Batteries 2022, 8, 279. [CrossRef]

Coello Coello, C.A.; Lechuga, M.S. MOPSO: A Proposal for multiple objective particle swarm optimization. In Proceedings of the
2002 Congress on Evolutionary Computation, CEC, Honolulu, HI, USA, 12-17 May 2002; Volume 2, pp. 1051-1056. [CrossRef]
Zhang, Q.; Ding, J.; Shen, W.; Ma, J.; Li, G. Multiobjective Particle Swarm Optimization for Microgrids Pareto Optimization
Dispatch. Math Probl. Eng. 2020, 2020, 5695917. [CrossRef]

Chen, G,; Liu, L.; Song, P.; Du, Y. Chaotic Improved PSO-Based Multi-Objective Optimization for Minimization of Power Losses
and L Index in Power Systems. Energy Convers. Manag. 2014, 86, 548-560. [CrossRef]

Nunes, H.G.G.; Morais, F.A.L.; Pombo, ].A.N.; Mariano, S.J].P.S.; Calado, M.R.A. Bypass Diode Effect and Photovoltaic Parameter
Estimation under Partial Shading Using a Hill Climbing Neural Network Algorithm. Front. Energy Res. 2022, 10, 837540.
[CrossRef]

Ma, T,; Javed, M.S. Integrated Sizing of Hybrid PV-Wind-Battery System for Remote Island Considering the Saturation of Each
Renewable Energy Resource. Energy Convers. Manag. 2019, 182, 178-190. [CrossRef]

Bansal, R.C.; Bhatti, T.S.; Kothari, D.P. On Some of the Design Aspects of Wind Energy Conversion Systems. Energy Convers.
Manag. 2002, 43, 2175-2187. [CrossRef]

Albani, A.; Ibrahim, M.Z. Wind Energy Potential and Power Law Indexes Assessment for Selected Near-Coastal Sites in Malaysia.
Energies 2017, 10, 307. [CrossRef]

Touma, ]J.S. Dependence of the Wind Profile Power Law on Stability for Various Locations. J. Air Pollut. Control Assoc. 1977, 27,
863-866. [CrossRef]

Ikhwan, M. Investigation of Flow and Pressure Characteristics around Pyramidal Buildings; Institut fiir Hydromechanik (IFH),
Universitdtsverlag Karlsruhe: Karlsruhe, Germany, 2005. [CrossRef]

Ong, S.; Clark, N. Commercial and Residential Hourly Load Profiles for All TMY3 Locations in the United States. 2014. Available
online: https://data.openei.org/submissions/153 (accessed on 7 August 2023).

Wilcox, S.; Marion, W. Users Manual for TMY3 Data Sets (Revised). 2008. Available online: https://www.osti.gov /biblio /928611
(accessed on 7 August 2023).

Lin, J.; Pipattanasomporn, M.; Rahman, S. Comparative Analysis of Auction Mechanisms and Bidding Strategies for P2P Solar
Transactive Energy Markets. Appl. Energy 2019, 255, 113687. [CrossRef]

National Inventory Submissions 2021 | UNFCCC. Available online: https://unfccc.int/ghg-inventories-annex-i-parties /2021
(accessed on 9 August 2023).

AKklilu, Y.T.; Ding, J. Survey on Blockchain for Smart Grid Management, Control, and Operation. Energies 2021, 15, 193. [CrossRef]
Kamal, M.M.; Ashraf, I.; Fernandez, E. Planning and Optimization of Microgrid for Rural Electrification with Integration of
Renewable Energy Resources. J. Energy Storage 2022, 52, 104782. [CrossRef]

Sperling, K. How Does a Pioneer Community Energy Project Succeed in Practice? The Case of the Samse Renewable Energy
Island. Renew. Sustain. Energy Rev. 2017, 71, 884-897. [CrossRef]


https://doi.org/10.1016/j.renene.2015.12.032
https://doi.org/10.1016/j.enconman.2023.116809
https://doi.org/10.1007/s11708-017-0484-4
https://doi.org/10.1016/j.energy.2017.03.032
https://doi.org/10.1016/0038-092X(78)90153-6
https://doi.org/10.1007/s13369-019-04292-w
https://doi.org/10.1016/j.renene.2021.06.100
https://doi.org/10.1016/j.egyr.2022.05.021
https://doi.org/10.1016/j.est.2022.104239
https://doi.org/10.1016/j.jclepro.2018.07.257
https://doi.org/10.3390/en14185997
https://doi.org/10.3390/BATTERIES8120279
https://doi.org/10.1109/CEC.2002.1004388
https://doi.org/10.1155/2020/5695917
https://doi.org/10.1016/j.enconman.2014.06.003
https://doi.org/10.3389/fenrg.2022.837540
https://doi.org/10.1016/j.enconman.2018.12.059
https://doi.org/10.1016/S0196-8904(01)00166-2
https://doi.org/10.3390/en10030307
https://doi.org/10.1080/00022470.1977.10470503
https://doi.org/10.5445/KSP/1000003455
https://data.openei.org/submissions/153
https://www.osti.gov/biblio/928611
https://doi.org/10.1016/j.apenergy.2019.113687
https://unfccc.int/ghg-inventories-annex-i-parties/2021
https://doi.org/10.3390/en15010193
https://doi.org/10.1016/j.est.2022.104782
https://doi.org/10.1016/j.rser.2016.12.116

Energies 2023, 16, 7227 33 of 33

76. Mololoth, VK.; Saguna, S.; Ahlund, C. Blockchain and Machine Learning for Future Smart Grids: A Review. Energies 2023,
16, 528. [CrossRef]

77. Mureddu, M.; Ghiani, E.; Pilo, F. Smart grid optimization with blockchain based decentralized genetic algorithm. In Proceedings
of the 2020 IEEE Power & Energy Society General Meeting, Montreal, QC, Canada, 2-6 August 2020. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.


https://doi.org/10.3390/en16010528
https://doi.org/10.1109/PESGM41954.2020.9281759

	Introduction 
	System Modeling 
	Batteries 
	Photovoltaic System 
	Wind Turbine Generator 

	Problem Formulation and Energy Management Strategies 
	Energy Management Strategies 
	Problem Formulation 
	Economic Criteria 
	Flexibility Criteria 
	Variables and Constraints 

	Optimization Strategy 
	Multi-Objective Particle Swarm Optimization (MOPSO) 
	Proposed Optimization Procedure 


	Results Discussion and Analysis 
	Renewable Energy Community 
	Mathematical Models Parameters 

	Data Profiles 
	Performance Evaluation and Results Discussion 
	Scenario 1 
	Scenario 2 
	Scenario 3 
	Scenario 4 

	Overall Results and Analysis of Renewable Energy Scenarios 
	Future Works 

	Conclusions 
	References

