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Abstract: Voltage regulation is a crucial task for electrical grids in the presence of high penetration
levels of renewable energies. The regulation of generator excitation improves the stability of the
power system. An essential tool for controlling the excitation of generators is the automatic voltage
regulator (AVR). It is advised to use a controller to increase the reliability of an AVR. A survey about
different types of controllers is proposed in this paper. Then, a novel optimized PID-Based model
reference fractional adaptive controller is proposed, with detailed mathematical modeling. The novel
controller was compared to the controllers in the survey. The novel proposed controller proved its
superiority over the other controllers through its fast response and low rising and settling times.
Moreover, the proposed controller smoothly and instantaneously tracked dynamic reference changes.

Keywords: PID; PIDA; fuzzy; AVR; fractional adaptive controller

1. Introduction

Voltage variation is one of the most serious issues for electrical grids, especially when
renewable energies are heavily used. Under various generating or loading situations, an
automatic voltage regulator (AVR) regulates the output voltage within its nominal value. To
achieve this, it regulates the value of the exciter current [1]. The amplifier, exciter, generator,
and sensor are the major parts of a simple AVR system with linearized mathematical
models [2]. The output voltage of this model is the terminal voltage of the generator, which
exhibits instability and delayed reaction because of high field winding inductance and load
changes. Figure 1 shows the AVR system components, starting with the input reference
voltage signal and ending with the output terminal voltage signal. Each system component
has its own predefined time constant. For an AVR system with amplifier, exciter, generator,
and sensor time constants, respectively, the mathematical modeling equation in the Laplace
domain for the overall system, without considering any controller, can be given by [3]:

y(s) =
k1(τ4s + 1)

k1 + (τ1s + 1)(τ2s + 1)(τ3s + 1)(τ4s + 1)
x(s), (1)

where k1 is the amplifier gain and τ1, τ2, τ3, and τ4 are the time constants of the amplifier,
exciter, generator, and sensor, respectively. Using the inverse Laplace transform, the
system-governing differential equation in the time domain can be obtained as follows:
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4
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τiDt + (1 + k1)]y(t) = k1[τ4Dt + 1]x(t) (2)

From the previous equation, the AVR dynamic system, without a controller, can be
fully described by a fourth-order linear ordinary differential equation, and the dynamic
system stability can be studied using the following characteristic equation:

4

∏
i=1

τis4 +
4

∑
i=1,j>i,k>j

τiτjτks3 +
4

∑
i=1,j>i

τiτjs2 +
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τis + (1 + k1) = 0 (3)

The system stability is maintained for specified time constant values for the negative
real part of the roots of the characteristic equation.
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Figure 1. Block diagram of an AVR system.

The performance parameters that should be studied alongside system stability are the
maximum overshoot and the rise and settling times as well as the steady-state error. To
improve previous performance indicators, a controller is utilized in the AVR system. The
proportional-integral-derivative (PID) [2], fractional-order-proportional-integral-derivative
(FOPID) [3], fuzzy adaptive (FA) [4,5], proportional-integral-derivative-accelerator (PIDA) [6],
and fuzzy-adaptive-proportional-integral-derivative (FAPID) [7] controllers have been
used by different researchers to satisfy adequate performance indicators.

As each controller has its own set of design parameters that consider many factors of
the system, such as the order, time delays, nonlinear loads, changeable operating points, and
others, optimization techniques are utilized to fine-tune these controllers under different
objective functions such as the integral of square error (ISE), the integral of absolute error
(IAE), and the integral of time-weighted square error (ITSE).

In this paper, a brief survey of different AVR controllers is presented. Moreover, a new
controller based on basic model reference adaptive control (MRA) is proposed to achieve
a novel instant response AVR system under dynamic reference voltages. The proposed
controller was examined and compared with several other types that were introduced in
the literature to prove its superiority.

This article is prepared as follows: Section 2 presents a detailed review of differ-
ent types of controllers used to enhance the AVR system’s performance, with detailed
mathematical modeling equations as well as optimization algorithms used with each one.
Section 3 introduces the required mathematical preliminaries of the proposed new adaptive
controller and the mathematical model of the AVR system using such a controller. In
Section 4, the dynamic response of the proposed controller for the AVR system, compared
to other techniques with specified optimized design parameters, is studied and analyzed
under different reference signals with the same objective function. The paper is concluded
in Section 5.

2. Literature Review

This survey illustrates various types of control systems used for AVR systems, along
with their mathematical models, to demonstrate their improved terminal voltage responses.
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Several studies on each type are also conducted and compared with those of other con-
trollers, with a focus on four different controller types (PID, PIDA, FOPID, and FAPID) that
are adaptively tuned using various optimization techniques.

2.1. PID-Based AVR Dynamic System Model

The proportional-integral-derivative (PID) controller is the most commonly used
controller in AVR circuits, and it mainly consists of three main components: constant gain
(kp), constant integrator gain (ki), and constant differentiator gain (kd). This controller
Laplace domain model is completely described in [8–11].

y(s) = (kp +
ki

s
+ kds)x(s), (4)

where x(s) and y(s) are the controller input and output, respectively. The controller time-
domain dynamic equation is defined by:

y(t) =
(

kp + KiD−1
t + kdDt

)
x(t) (5)

Using the PID controller, as connected in Figure 2, results in extracting the AVR system
model in Equation (1) to consider the controller effect, which is fully described by:

y(s) =
k1(kds2 + kps + ki)(τ4s + 1)

s(τ1s + 1)(τ2s + 1)(τ3s + 1)(τ4s + 1) + k1(kds2 + kps + ki)
x(s), (6)
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The AVR dynamic system-governing differential equation in the time domain takes
the form:

[∏4
i=1 τiD5

t + ∑4
i=1,j>i,k>j τiτjτkD4

t + ∑4
i=1,j>i τiτjD3

t + (k1kd + ∑4
i=1 τi)D

2
t +

(
k1kp + 1

)
Dt + k1ki]y(t) =

k1[τ4kdD3
t + ([τ4kp + kd)D

2
t +

(
τ4ki + kp

)
Dt + ki]x(t)

(7)

During the system design process, the PID-AVR system stability can be studied using
the following system characteristic equation:

4

∏
i=1

τis5 +
4

∑
i=1,j>i,k>j

τiτjτks4 +
4

∑
i=1,j>i

τiτjs3 + (k1kd +
4

∑
i=1

τi)s2 +
(
k1kp + 1

)
s + k1ki = 0 (8)

The main concern when designing a PID controller for the AVR system with predefined
time constants is how to select the controller gains to keep the system stability under the
optimal tracking of the input reference voltage. An AVR system that employs a genetic
algorithm (GA) [8,9] to tune the PID controller was presented in [10,11]. It was concluded
that the system has superior stability and response. In [12], the authors demonstrated
that the use of tabu search (TS) [13–15] for adjusting the parameters of a PID-based AVR
system outperformed Ziegler and Nichols’ technique (ZN). The multipath adaptive tabu
search (MATS) is utilized to fine-tune the PID controller used for the AVR system [16,17]. It
was concluded from the results that the MATS performs better than adaptive tabu search
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(ATS) [18] and classical tabu search (TS) utilizing a PID controller. According to [19], the
AVR based on PID tuned by the intensified current search (ICS) provides superior efficiency
and performance compared to the default current search (CS). The authors of [20] suggested
the BAT algorithm [21–24] to tune the parameters of a PID-based AVR system. The provided
results showed that the BAT method outperformed the PSO and ZN techniques [20].

The authors of [25] proposed using particle swarm optimization (PSO) [26,27] for
tuning the PID-based AVR system. The authors also compared the results with PID being
tuned with a GA to demonstrate the improved performance and response when PSO was
used compared to a GA [25]. The superiority of reinforcement learning automata (RLA)
[compared to the PSO and GA techniques was proven for adapting the AVR system [28–30].
Moreover, the modified RLA-based PID tuning parameters were superior to the PSO
and ZN techniques [31]. However, the Taguchi combined genetic algorithm (TCGA) [32]
used to tune the AVR-PID gains surpassed the PSO and GA techniques [33]. The authors
of [34] proposed anarchic society optimization (ASO) [35] to tune the AVR-PID gains,
which showed a more efficient response than velocity-relaxed PSO (VRPSO) and craziness-
based PSO (CRPSO) [34]. Artificial bee colony (ABC)] was utilized to tune AVR-based
PID parameters, which offered superior performance compared to PSO [36–39] and the
evolution algorithm (DE).

The gravitational search (GSA) [40] surpassed the default GSA and PSO in improving
AVR system performance to tune the system PID controller [41]. In addition, the superiority
of the GSA compared to the ABC, PSO, and DE algorithms for tuning PID-based AVR was
demonstrated in [42]. The authors of [43] used the many optimizing liaisons (MOL) method
to tune PID [44], which outperformed ABC, PSO, and DE for improving the performance
of the AVR system. The adaptive particle swarm optimization (APSO) [45] outperformed
the MOL and PSO algorithms for tuning PID-based AVR controller parameters [46]. The
authors of [47] presented the local unimodal sampling (LUS) algorithm [48] and showed
its superior performance over the ABC algorithm for tuning PID-based AVR. In [47], four
objective functions, IAE, ISE, ITEA, and ITSE, were compared, and the results showed the
outperformance of the ISE in terms of reduced overshoot and rise times.

The authors of [49] presented the harmony search algorithm (HSA) [50–52] for PID
tuning and compared the results with the PSO technique. The results revealed the improved
performance of the has-based AVR system compared to the PSO technique. The WCA
was used to tune the PID-based AVR parameters and was proven to be superior to the
ABC [53]. The authors of [54] presented the HCO to tune PID, and the results showed
the enhanced performance of the AVR system in terms of diminished oscillations and the
rising time compared to several optimization techniques. The teaching–learning-based
optimization (TLBO) [55] was proposed to tune PID parameters using the ITAE objective
function [56]. The AVR system was kept robust against changes on the order of±50% in the
time constants. The authors of [57] showed the superior performance of the TLBO algorithm
in tuning PID-based AVR compared to the LUS, MOL, ABC, GA, and DE techniques. The
AVR system based on the TLBO withstood changes in generator gains and time constants.

A hybrid technique based on the GA and the PSO algorithms [58] was proposed to
tune the PID-based AVR parameters, where the performance was improved over using
only the GA or the PSO [59]. The authors of [60] presented a hybrid GA and bacterial
foraging (BF) algorithm [61,62] and proved its superiority in comparison to the hybrid
PSO and GA technique. The outperformance of the hybrid PSO-GSA was demonstrated
against the ZN, PSO, and MOL techniques used for tuning the PID-based AVR with the
ITAE objective [63,64].
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2.2. PIDA-Based AVR Dynamic System Model

The PIDA controller is one of most recent controllers studied by many researchers,
especially for AVR system control. The generalized transfer function of an n-order-type
PIDA controller can be written as:

y(s) =
a0sn + a1sn−1 + . . . + an

b0sn + b1sn−1 + . . . + bn
x(s), (9)

where (a0, a1, . . . , an, b0, b1, . . . , bn) are the controller design parameters.
Selecting the controllers’ parameters for an optimal control system is the main con-

cern of many studies where different types of metaheuristic optimization techniques are
employed. The AVR system modeling equation under this controller, which is connected
as in Figure 3, in the Laplace domain is defined as:

y(s) =
k1
(
a0sn + a1sn−1 + . . . + an

)
(τ4s + 1)

(b0sn + b1sn−1 + . . . + bn)(τ1s + 1)(τ2s + 1)(τ3s + 1)(τ4s + 1) + k1(a0sn + a1sn−1 + . . . + an)
x(s) (10)

Energies 2023, 16, x FOR PEER REVIEW 5 of 20 
 

 

2.2. PIDA-Based AVR Dynamic System Model 

The PIDA controller is one of most recent controllers studied by many researchers, 

especially for AVR system control. The generalized transfer function of an n-order-type 

PIDA controller can be written as: 

y(s) =
a0s

n + a1s
n−1 +⋯+ an 

b0s
n + b1s

n−1 +⋯+ bn
x(s),  (9) 

where (a0, a1, … , an, b0, b1, … , bn) are the controller design parameters.  

Selecting the controllers’ parameters for an optimal control system is the main con-

cern of many studies where different types of metaheuristic optimization techniques are 

employed. The AVR system modeling equation under this controller, which is connected 

as in Figure 3, in the Laplace domain is defined as: 

y(s) =
k1(a0s

n + a1s
n−1 +⋯+ an)(τ4s + 1)

(b0s
n + b1s

n−1 +⋯+ bn) (τ1s + 1)(τ2s + 1)(τ3s + 1)(τ4s + 1) + k1(a0s
n + a1s

n−1 +⋯+ an)
x(s) (10) 

To investigate how the system complexity increased when this controller was used, 

we can first obtain the system-governing differential equation of the second-order PIDA 

type with n = 2. After taking the inverse Laplace transform to Equation (10), with n = 2, 

and making all possible simplifications, the dynamic system differential equation is writ-

ten as: 

[ ∏ b0τiDt
6 + (∑ b0τiτjτk +

4
i=1,j>i,k>j ∏ b1τi

4
i=1 )Dt

5 + (∑ b0τiτj
4
i=1,j>i + ∑ b1τiτjτk +

4
i=1,j>i,k>j ∏ b2τi

4
i=1 )Dt

44
i=1 +

(∑ b0τi
4
i=1 + ∑ b1τiτj

4
i=1,j>i + ∑ b2τiτjτk

4
i=1,j>i,k>j )Dt

3 + (b0 + ∑ b1τi
4
i=1 + ∑ b2τiτj

4
i=1,j>i + k1a0)Dt

2 +

(b1 + ∑ b2τi + k1a1
4
i=1 )Dt + b2 + k1a2]y(t) = k1[τ4a0Dt

3 + ([τ4a1 + a0)Dt
2 + (τ4a2 + a1)Dt + a2] x(t),  

(11) 

which is a sixth-order linear ordinary differential equation. The stability of the PIDA-

based AVR system can be studied using the system characteristic equation defined by: 

 ∏ b0τis
6 + (∑ b0τiτjτk +

4
i=1,j>i,k>j ∏ b1τi

4
i=1 )s5 + (∑ b0τiτj

4
i=1,j>i + ∑ b1τiτjτk +

4
i=1,j>i,k>j ∏ b2τi

4
i=1 )s44

i=1 +

(∑ b0τi
4
i=1 + ∑ b1τiτj

4
i=1,j>i + ∑ b2τiτjτk

4
i=1,j>i,k>j )s3 + (b0 +∑ b1τi

4
i=1 +∑ b2τiτj + 𝑘1𝑎0

4
i=1,j>i )s2 +

(b1 + ∑ b2τi + 𝑘1𝑎1
4
i=1 )s + b2 + 𝑘1𝑎2 = 0  

(12) 

 

Figure 3. Block diagram of PIDA-AVR system. 

For the optimal selection of PIDA design parameters, the authors of [65] presented 

the doctor and patient optimization (DPO) algorithm to tune the PIDA controller [66]. The 

superiority of the DPO algorithm was demonstrated through comparisons with control 

schemes based on the PSO, the grasshopper optimization (GOZ) algorithm, and the socio-

evolution and learning optimization (SELO) algorithm. In [67], the hybrid flower polli-

nated algorithm (FPA) [68] and the pathfinder algorithm (PFA) [69] were presented to 

tune the PIDA-based AVR parameters. The results revealed that the proposed method 

outperformed several techniques for enhancing the performance of the system under dif-

ferent disturbances. The authors of [70] showed that current search (CS) [71] is superior 

to the GA and TS techniques for tuning PIDA-based AVR. However, the BAT algorithm 

outperformed the GA, TS, and CS algorithms when using ISE, IAE, and ITAE objectives 

to tune the PIDA parameters [72]. The authors of [73] proposed the HSA to tune the PIDA 

and proved its superiority through comparisons with the GA, TS, and CS algorithms. 

Figure 3. Block diagram of PIDA-AVR system.

To investigate how the system complexity increased when this controller was used,
we can first obtain the system-governing differential equation of the second-order PIDA
type with n = 2. After taking the inverse Laplace transform to Equation (10), with n = 2, and
making all possible simplifications, the dynamic system differential equation is written as:
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i=1,j>i,k>j b2τiτjτk

)
s3 +

(
b0 + ∑4

i=1 b1τi + ∑4
i=1,j>i b2τiτj + k1a0

)
s2+(

b1 + ∑4
i=1 b2τi + k1a1

)
s + b2 + k1a2 = 0

(12)

For the optimal selection of PIDA design parameters, the authors of [65] presented
the doctor and patient optimization (DPO) algorithm to tune the PIDA controller [66].
The superiority of the DPO algorithm was demonstrated through comparisons with con-
trol schemes based on the PSO, the grasshopper optimization (GOZ) algorithm, and the
socio-evolution and learning optimization (SELO) algorithm. In [67], the hybrid flower
pollinated algorithm (FPA) [68] and the pathfinder algorithm (PFA) [69] were presented
to tune the PIDA-based AVR parameters. The results revealed that the proposed method
outperformed several techniques for enhancing the performance of the system under dif-
ferent disturbances. The authors of [70] showed that current search (CS) [71] is superior
to the GA and TS techniques for tuning PIDA-based AVR. However, the BAT algorithm
outperformed the GA, TS, and CS algorithms when using ISE, IAE, and ITAE objectives to
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tune the PIDA parameters [72]. The authors of [73] proposed the HSA to tune the PIDA
and proved its superiority through comparisons with the GA, TS, and CS algorithms.

2.3. FOPID-Based AVR Dynamic System Model

The FOPID controller is a generalized form for the classical PID controller where
fractional derivatives are used. The FOPID controller modeling equation is:

y(t) =
(

kp + KiD
−γ
t + kdDα

t

)
x(t), (13)

where γ and α are positive real numbers representing the fractional-order integrator and
differentiator parts, respectively. With zero initial states, the s-domain form of Equation (13)
is written as follows:

y(s) = (kp +
ki

sγ
+ kdsα)x(s), (14)

The AVR system modeling equation under this controller has the following form:

y(s) =
k1(kdsγ+α + kpsγ + ki)(τ4s + 1)

sγ(τ1s + 1)(τ2s + 1)(τ3s + 1)(τ4s + 1) + k1(kdsγ+α + kpsγ + ki)
x(s), (15)

In turn, the dynamic system-governing differential equation using the inverse Laplace
transform is given by:

[∏4
i=1 τiD

4+γ
t + ∑4

i=1,j>i,k>j τiτjτkD3+γ
t + ∑4

i=1,j>i τiτjD2+γ
t + k1kdDγ+α

t + ∑4
i=1 τiD

1+γ
t + (k1kp + 1)Dγ

t
+

k1ki]y(t) = k1

[
τ4kdD1+γ+α

t + kdDγ+α
t + τ4D1+γ

t + τ4kiDt + kpDγ
t + ki

]
x(t)

(16)

The FOPID-based AVR system stability is sustained during design under the negative
real part of the system roots calculated from the system characteristic equation defined by:

4

∏
i=1

τis4+γ +
4

∑
i=1,j>i,k>j

τiτjτks3+γ +
4

∑
i=1,j>i

τiτjs2+γ + k1kdsγ+α +
4

∑
i=1

τis1+γ+
(
k1kp + 1

)
sγ + k1ki = 0 (17)

The superiority of FOPID compared to the classical PID controllers used for AVR
systems was proven in [74]. In addition, the reference model with the IAE objective
outperformed the classical PID controller [75]. Moreover, using PSO to tune the FOPID
led to superior performance compared to the DE and CRPSO algorithms [75]. The authors
of [76] presented the ant colony optimization (ACO) algorithm [77] to tune FOPID-based
AVR parameters. The ACO algorithm enhanced the AVR performance more than the genetic
algorithm (GA). In [78], the yellow saddle goatfish algorithm (YSGA) was introduced to
tune the FOPID-based AVR parameters, and the results showed superior performance
compared to the PSO, GA, and CS algorithms. In addition, the AVR system was robust
against changes in the parameters. The authors of [79] presented the non-dominated sorted
GA-based FOPID-based AVR, which outperformed the PID controller. The Rao algorithm
(RA) was proposed to tune the FOPID used for the AVR system [80]. The superiority of the
FOPID was proven through comparisons with PID and PIDA. The authors of [81] tuned
FOPID-based AVR using modified grey wolf optimization (GWO) and demonstrated its
improved performance in comparison to the ZN method.

2.4. FAPID-Based AVR Dynamic System Model

The fuzzy-adaptive-proportional-integral-derivative (FAPID)-based AVR was estab-
lished by adding the fuzzy adaptive circuit (FA) in series with the traditional PID controller,
as shown in Figure 4. As the standard PID is given to the output of the fuzzy controller as
an input, the differences between the generator’s actual and reference terminal voltages as
well as their derivatives serve as the FA’s two inputs. Accordingly, the input to the PID is
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continuously changed based on the rules of the FA, producing an online auto-tuned signal
to the PID to deal with any change in the AVR and improve dynamic and steady-state
performance. Table 1 shows an example of membership function rules used for fuzzy
output based on the input error and changes in error signals [82]. The entire controller
is referred to as a fuzzy adaptive optimized proportional-integral-derivative controller
(FAOPID) when the FA is utilized with an optimized PID controller.
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Table 1. An example of fuzzy rules.

Error

Change in Error

Negative Big (NB) Negative (N) Zero (Z) Positive (P) Positive Big (PB)

NB NB NB NB N Z

N NB NB N Z P

Z NB N Z P PB

P N Z P PB PB

PB Z P PB PB PB

The authors of [83] improved the AVR transient response by using FA control. In [84],
a FAPID filter initialized by the TLBO algorithm was presented to the AVR control system.
Comparison studies were conducted with the FAPID and the classical PID to show the
improvement gained from using the TLBO algorithm. In [85], the FA was used to improve
the load frequency control with AVR for single- and two-area systems. The authors of [86]
used TLBO to tune the FAPID and proved its superiority through comparisons with the
PSO and firefly algorithms. The FAPID-based AVR was robust against changes in the
model time constant. The hybrid GA-PSO technique was introduced to tune fuzzy-P-,
fuzzy-I-, and fuzzy-D-based AVRs in [87]. This hybrid method outperformed FAPID and
classical PID controllers. The auto-tuned FAPID AVR system with PID gains optimized by
equilibrium optimization (EO) [88] outperformed the classical PID with optimized gains
using whale optimization (WO), the PIDA with gains optimized by WO [89], the PIDA
optimized by TLBO [90], and the PI with gains optimized by EO [91].

This detailed review has shown that all researchers worked on enhancing AVR system
performance and stability indicators such as the maximum overshoot and the rise and
settling times as well as the steady-state error under certain objective functions. Neverthe-
less, the instant response of the AVR control system to dynamic changes without affecting
system stability indicators was not tackled, and this is one of the objectives of this paper.

3. Mathematical Modeling
3.1. Mathematical Background

Since the fractional-order system response eventually converges to the integer-order
response of the system, the fractional differential equations have recently attracted a lot
of attention. Fractional derivatives have benefits of being more flexible in the model and
being a great tool for describing transient responses of real-world systems. Assuming that
φ > 0, t > a, α, a, t ∈ R, the fractional operator (Dt

φ) is defined as [92,93]:
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Dφ
t f(t) =


1

Γ(n−φ)

[
t∫

0
(t− ζ)n−α−1f(n)(ζ)dζ

]
, where t > 0, 0 ≤ n− 1 < φ < n ∈ NR

dn

dtn f(t), φ = n ∈ NR

(18)

where Dt
φ is called the Caputo fractional derivative or Caputo fractional differential

operator of order φ and NR is the set of positive integer numbers. Let us assume the
following nonlinear dynamical system driven by the Caputo fractional derivative and order
φ ∈ (n−1, n]:

dφ
t x(t) = f(t, x); y(t) = λ(x) for t0 > 0, and x(t0) = x0, (19)

where f and λ: [t0, ∞)×R→ Rn,R{Rn are functions satisfying the Lipschitz condition by
f(t, x), λ(x) referred to x(t), and a unique solution for Equation (19) on interval [t0, ∞)×R
exists. To find the general solution of this dynamic system, a Laplace transform is applied
to Equation (19) as:

SφX(s)−
n−1

∑
k=0

sφ−k−1x(k)(0) = F(s), (20)

In the case of φ∈ (0, 1], the equation is simplified into:

X(s) =
1

sφ
F(s) +

1
s

x0 (21)

If we take the inverse Laplace transform and apply convolution theory,
Equation (21) becomes:

x(t) = x0 +
∫ t

0

τφ−1

Γ(φ)
f(t− τ)dτ, (22)

where Γ is the gamma function. Moreover, an approximated solution for Equation (21)
can be interpreted by using continued fraction expansion approximations [94] for the term
(sφ) as:

sφ =
1
−1

.
φ(s− 1)

1+
.
(1 +φ)(s− 1)

2+
+

(1−φ)(s− 1)
3 + . . .

∼=
φ0sn +φ1sn−1 + . . . +φn−1s +φn
φnsn +φn−1sn + . . . +φ1s +φ+φ0

(23)

To control the dynamical system in Equation (19) using the control function u(t), the
system takes the following form:

Dφ
t x(t) = f(t, x) + g(t, x)u(t); y(t) = λ(x) for t0 > 0, and x(t0) = x0 (24)

with a general solution:

x(t) = x0 +
tzx

00

τφ−1

Γ(φ)
g(z− τ)u(t− z)dτdz (25)

3.2. OPIDMR-FA-Based AVR Dynamic System Model

One of the primary methods for adaptive control is the model reference adaptive
system (MRA), in which the desired performance is expressed in terms of a reference model.
The reference model describes the desired input–output characteristics of the closed-loop
system. Consequently, the controller parameters are updated in response to the difference
between the output of the reference model and the output of the system [95]. Figure 5
illustrates the MRA control system, where two loops are used: an inner loop that gives the
typical control feedback and an outer loop that modifies the inner loop’s parameters.
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The gradient method of MRA was utilized for this study to handle the computation
of sensitive derivatives. The main idea of the MRA is based on quasi-stationary treat-
ment analysis, and the system behaves to minimize a certain objective function (J). If J is
defined by:

J(θ) =
1
2

e2, e = y− ym, (26)

where e is the tracking error, y is the output from the system, and ym is the reference, the
rate of change in the updated parameter (θ) is adjusted in the direction of the negative
gradient of J with a designing gain (λ) as follows:

dθ
dt

= −λ ∂J
∂θ

= −λe
∂e
∂θ

(27)

The derivative ∂e/∂θ is evaluated by considering θ as a fixed value.
We applied the MRA to the AVR system, as indicated in Figure 6. The PID-based AVR

model was utilized as a reference model, and the PID design parameters kp, ki, and kd
were selected using a suitable optimizer. Then, a FOPID controller was employed for the
inner loop with design parameters kp2, ki2, kd2,γ, and α. The resulting system can be called
optimized proportional-integral-derivative model reference fractional adaptive (OPIMR-
FA)-based AVR. We generated the mathematical model of the system in the Laplace domain
after making all possible simplifications to take the form:

y(s) =
k1L(τ4s + 1)[s2 − λ

(
kp2sγ + ki2 + kd2sγ+α

)
eym]

s3H + s2L + k1L(τ4s + 1)[s2 − λ
(
kp2sγ + ki2 + kd2sγ+α

)
eym]

x(s), (28)

L = kps + ki + kds2, H = (τ1s + 1)(τ2s + 1)(τ3s + 1)(τ4s + 1) + 1, (29)

where x(s) and y(s) are the per-unit (p.u.) reference and terminal voltages, respectively.
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The novel adaptive controller used in Equations (28) and (29) converts the AVR system
from a linear system, as indicated in Equation (2), to a nonlinear control system, with the
system-governing differential equation using the inverse Laplace transform and proper
mathematical simplifications written as:[

4
∏
i=1

τiD7
t +

4
∑

i=1,j>i,k>j
τiτjτkD6

t +

(
τ4k1kd +

4
∑

i=1,j>i
τiτj

)
D5

t +

(
τ4k1kp + 2k1kd +

4
∑

i=1
τi

)
D4

t

+
(
τ4ki + 2k1kp + 1

)
D3

t + 2k1kiD2
t

−λk1

[
τ4kdkd2D3+γ+α

t + τ4kdkp2D3+γ
t + τ4kdki2D3

t +
(
τ4kpkd2 + kdkd2

)
D2+γ+α

t

+
(
τ4kpkp2 + kdkp2

)
D2+γ

t + (τ4kdki2 + kdki2)D2
t +

(
τ4kikd2 + kpkd2

)
D1+γ+α

t

+kikd2Dγ+α
t +

(
τ4kikp2 + kpkp2

)
D1+γ

t +
(
τ4kiki2 + kpki2

)
Dt+kikp2Dγ

t + kiki2 ]eym

]
y(t)

= k1

[
τ4kdD5

t +
(
τ4kp + kd

)
D4

t +
(
τ4ki + kp

)
D3

t + kiD2
t

−λk1

[
τ4kd2D3+γ+α

t + τ4kdkp2D3+γ
t + τ4kdki2D3

t +
(
τ4kpkd2 + kdkd2

)
D2+γ+α

t

+
(
τ4kpkp2 + kdkp2

)
D2+γ

t + (τ4kdki2 + kdki2)D2
t +

(
τ4kikd2 + kpkd2

)
D1+γ+α

t

+kikd2Dγ+α
t +

(
τ4kikp2 + kpkp2

)
D1+γ

t +
(
τ4kiki2 + kpki2

)
Dt+kikp2Dγ

t + kiki2

]
eym]x(t)

(30)

where kp, ki, kd, kp2, ki2, kd2, λ,γ, and α are the controller design parameters to minimize
the objective function (J). At a steady state, all terms containing the error (e) tend to zero and
the system stability is satisfied. The OPIDMR-FA-based AVR system stability is sustained
during design under the negative real part of the system roots calculated from the system
characteristic equation defined by:

4
∏
i=1

τis7 +
4
∑

i=1,j>i,k>j
τiτjτks6 +

(
τ4k1kd +

4
∑

i=1,j>i
τiτj

)
s5 +

(
τ4k1kp + 2k1kd +

4
∑

i=1
τi

)
s4

+
(
τ4ki + 2k1kp + 1

)
s3 + 2k1kis2 = 0

(31)

4. Results and Discussion

The dynamic response of the proposed OPIDMR-FA-controller-based AVR system
was evaluated and compared with recently presented controllers, PID, PIDA, and FAOPID,
under different input reference voltage signals. The integral of square error (ISE) was used
as an objective function for all optimizers due to having a minimal maximum overshoot
and the least difficult analytical formula. All systems governing differential equations were
solved numerically using the Runge–Kutta method, implemented in MATLAB SIMULINK,
with a variable time-step for efficient computation, where the standard solver ODE45
was employed. The OPIDMR-FA controller design parameters kp2, ki2, kd2,γ, and α were
selected using trial-and-error estimations, while its PID gains were selected by using the
whale optimization algorithm (WO).

In the case of a PID controller, the CSO, MFO, WCA, TLBO, HCO, and WO optimiz-
ers [54] were used for tuning, while the WO and TLBO algorithms were used to tune
the PIDA controller [89,90]. Moreover, the FAOPID-based AVR system employed the EO
algorithm for setting its PID gain values [88]. The time constants and gain of the main
components of the AVR system under study are indicated in Table 2. Four cases were
studied. The first case used a 1 p.u. step-change on the voltage reference, the second case
used a 1.1 p.u. step-change on the voltage reference, while the third case used a 0.9 p.u.
step-change on the voltage reference. Finally, a dynamic voltage reference signal was used
in the fourth case.
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4.1. Case Study 1

As mentioned before, in this case a 1 p.u. step-change on the voltage reference was
used. Figures 7 and 8 show the transient response of the AVR system using different
control systems. Table 3 indicates the rise time, settling time, and maximum overshoot of
each controller.

Table 2. Parameters of the AVR system under study.

Model System Parameter Range Values Used

Amplifier 0.02 ≤ τ1 ≤ 0.1, 10 ≤ k1 ≤ 40 τ1 = 0.1, k1 = 10
Exciter 0.4 ≤ τ2 ≤ 1, τ2 = 0.4

Generator 1 ≤ τ3 ≤ 2 τ3 = 1
Sensor 0.01 ≤ τ4 ≤ 0.06 t4 = 0.01
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Table 3. Transient response parameters.

Controller Rise Time (s) Maximum Overshoot (p.u.) Settling Time (s)

CSO-PID 0.3422 1.05413 1.475
MFO-PID 0.2745 1.2907 1.0507
WCA-PID 0.2835 1.2725 1.0552
TLBO-PID 0.3083 1.2524 1.5459
HCO-PID 0.4821 1.01 0.5723
Whale-PID 0.367 1.102 2.197
Whale-PIDA 0.5046 1.02 0.5949
TLBO-PIDA 0.4369 - 1.143
FAOPID 0.5836 - 0.6964
OPIDMR-FA 0.4094 - 0.6068

It is obvious that the proposed OPIDMR-FA controller gave a very smooth response
without an overshoot or oscillations. In addition, the average response speed of the
OPIDMR-FA controller was between the optimized PID and optimized PIDA controllers.
The OPIDMR-FA offered an intermediate value for the rise time, which was equal to
0.4049 s and came after the HCO PID controller, as indicated in Table 3 and Figure 8.
Therefore, the overall dynamic response of the AVR system utilizing the proposed OPIDMR-
FA controller was superior to the other controllers in the case of a 1 p.u. step reference.

4.2. Case Study 2

In this case, a 1.1 p.u. step-change on the voltage reference was used. Figures 9 and 10
illustrate all controllers’ responses in this case.

Energies 2023, 16, x FOR PEER REVIEW 13 of 20 
 

 

 

Figure 9. Step-change of 1.1 p.u. on the voltage reference of the AVR model. 

 

Figure 10. Magnified view of Figure 9. 

4.3. Case Study 3  

In this case, a 0.9 p.u. step-change on the voltage reference was used. Figures 11 and 

12 demonstrate the transient responses of all controllers in this case.  

Again, the proposed OPIDMR-FA had a maximum overshoot that was 5.5% lower 

than the CSO PID, 32.2% lower than the MFO PID, 27.7% lower that the WCO PID, 26.6% 

lower than the TLBO PID, 3.3% lower than the HCO PID, and 11.11% lower than the whale 

PID. In addition, the dynamic response of the OPIDMR-FA was slightly better than the 

whale PIDA, TLBO PIDA, and fuzzy EO PID.  

Figure 9. Step-change of 1.1 p.u. on the voltage reference of the AVR model.

It is shown that the dynamic response of the proposed OPIDMR-FA had a maximum
overshoot that was 9.5% lower than the CSO PID, 38% lower than the MFO PID, 33.33%
lower than the WCO PID, 31.4% lower than the TLBO PID, 4.76% lower than the HCO PID,
15.24% lower than the whale PID, and slightly better than the Whale PIDA, TLBO PIDA,
and Fuzzy EO PID.
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4.3. Case Study 3

In this case, a 0.9 p.u. step-change on the voltage reference was used. Figures 11 and 12
demonstrate the transient responses of all controllers in this case.
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Again, the proposed OPIDMR-FA had a maximum overshoot that was 5.5% lower
than the CSO PID, 32.2% lower than the MFO PID, 27.7% lower that the WCO PID, 26.6%
lower than the TLBO PID, 3.3% lower than the HCO PID, and 11.11% lower than the whale
PID. In addition, the dynamic response of the OPIDMR-FA was slightly better than the
whale PIDA, TLBO PIDA, and fuzzy EO PID.

4.4. Case Study 4

In this case, a dynamic change in the voltage reference was used. Figures 13 and 14
demonstrate the transient responses of all controllers in this case.
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These results show that the proposed OPIDMR-FA controller succeeded in track-
ing the first step-change with an average speed between the other controllers, while
during the other three step-changes of the reference voltage, the OPIDMR-FA controller
instantly tracked the reference signal faster than the other controllers in terms of rise and
settling times.

Therefore, the proposed OPID-MRFA controller is sensitive to dynamic step-changes
in the reference voltage of the AVR.

5. Conclusions

In this paper, a survey of various AVR control systems was presented. Afterward,
a novel OPIDMR-FA was suggested and evaluated against other controllers that were
recently presented in the literature. The OPIDMR-FA controller succeeded in tracking
the input signal smoothly without overshooting and reacted instantly to changes in the
reference voltage signal for the AVR system compared to the other controllers. Moreover,
the dynamic response of the proposed OPIDMR-FA was characterized by a maximum
overshoot that was lower than the overshoots of the CSO PID, MFO PID, WCO PID, TLBO
PID, and HCO PID by 5–9%, 32–38%, 27–33%, 26–31%, and 3–4%, respectively. Furthermore,
the maximum overshoot observed when the proposed OPIDMR-FA was utilized for AVR
was lower than the whale PID by 11–15%, which was slightly better than the whale PIDA,



Energies 2023, 16, 830 16 of 19

TLBO PIDA, and Fuzzy EO PID. As a result, the suggested controller offers an immediate
response and can follow quick changes in the set point. For future work, the proposed
controller will be applied to a nonlinear model of an AVR system. In addition, system
parameter uncertainties should be considered.
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