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Abstract: The automotive production sector plays a significant role in the energy consumption of all
the industrial sphere, which currently represents approximately 38% of the total global energy use.
Especially in production sites with several manufacturing lines working in parallel, the occurrence of
failures and anomalies or sudden changes in the production volume may require a re-scheduling of
the entire production process. In this regard, a digital twin of each phase of the process would give
several indications about the new re-scheduled manufacture in terms of energy consumption and
the control strategy to adopt. Therefore, the main goal of this paper is to propose different modeling
approaches to a degreasing tank process, which is a preliminary phase at automotive production
sites before the application of paint to car bodies. In detail, two different approaches have been
developed: the first is a physics-based thermodynamic approach, which relies on the mass and energy
balances of the system analyzed, and the second is machine learning-based, with the calibration
of several artificial neural networks (ANNs). All the investigated approaches were assessed and
compared, and it was determined that, for this application and with the data at our disposal, the
thermodynamic approach has better prediction accuracy, with an overall mean absolute error (MAE)
of 1.30 ◦C. Moreover, the model can be used to optimize the heat source policy of the tank, for which
it has demonstrated, with historical data, an energy saving potentiality of up to 30%, and to simulate
future scenarios in which, due to company constraints, a re-scheduling of the production of more
work shifts is required.

Keywords: automotive production process; paint shop; digital twin; model predictive control;
artificial neural network; physics-based model

1. Introduction

The industrial sector contributed almost 38% of the total global final energy use in
2021, according to the International Energy Agency (IEA), with most of the energy mix
still relying on fossil fuels [1]. To reach the net-zero scenario milestone in 2050, a major
effort must be made by reducing the sector total energy use and increasing the industrial
yearly energy productivity [2]. In detail, regarding the industrial field, one of the biggest
applications in terms of energy consumption and greenhouse gas emissions, among all the
different possibilities, is the automotive manufacturing sector, which was characterized
by an average consumption of about 2.40 MWh per unit produced registered in 2019 [3],
and the number of new cars registered only in Italy was about 1.3 million, according
to ANFIA [4]. Among the different sources of energy consumption in the automotive
sector, approximately 56% are related to electricity, which is especially needed to produce
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compressed air and chilled water during refrigeration cycles, and for welding, material
handling, lighting, etc., whereas the remaining 44% are fossil fuels, which are especially
needed to produce steam, hot water for pretreatments or space heating, metal casting, ovens,
etc. [5]. Therefore, it is of the utmost importance for manufacturers to reduce waste and
emissions during the creation of new vehicles by best optimizing the production scheduling
in terms of energy consumption and by reacting promptly and with the best decisions to
unexpected changes that may occur. As a matter of fact, in automotive industrial processes,
there may be quite high unexpected peak loads of production during different phases of a
working day due to a sudden increase in requests or other industrial constraints [6].

To optimize the energy consumption of a production site, it is possible to intervene
on several fronts: building management (e.g., air conditioning, lighting etc.), production
processes scheduling, and energy conversion devices serving both of these two areas.
The interventions may consist of the replacement of actual systems and devices with
others characterized by a higher energy efficiency, or developing optimized and intelligent
control and management strategies in order to reduce energy consumption aligned with
standard control policies and without necessarily replacing the systems. Table 1 reports
the state of the art of the literature works dealing with models for the optimization of the
control of several systems belonging to different sectors of building, industrial production,
and single industrial processes. To obtain a clearer and larger overview of the topic
instead, it would be useful to refer to the following reviews for the building [7,8] and
industrial [9–11] sectors.

Table 1. State of the art of the works dealing with models able to optimize control strategies for
different application sectors and with the aim of energy consumption reduction.

Work Application Sector Description/Notes

Ascione et al. [12] Building Industrial building, energy, and cost savings of, respectively,
81% and 45%

Kapp et al. [13] Building Machine learning energy consumption predictor considering
45 manufacturing facilities

Aruta et al. [14] Building MPC to optimize energy consumption and thermal discomfort
in a residential application

Siroky et al. [15] Building MPC to optimize energy consumption and thermal discomfort
in a residential application

Son et al. [16] Industrial production Occurrence of abnormal scenarios, such as product defects and
equipment failures in automotive production lines

Mendi et al. [17] Industrial production Digital twin to achieve a 6% increase in production and an 88%
reduction in downtime in automotive production lines

Tao et al. [18,19] Industrial production
Framework for the implementation of digital twins in
shop-floors for smart manufacturing and energy consumption
reduction

Zhang et al. [20] Industrial production
Optimization of hollow glass production in terms of load
balancing, fast response, high efficiency, low energy
consumption, and capacity

Min et al. [21] Industrial production Production optimization in petrochemical industry

Karanjkar et al. [22] Industrial production Optimization of an assembly line for surface-mount technology

Çamdali and Tunc [23] Industrial production Heat transfer model of ladle furnaces in steel production

Laha et al. [24] Industrial production Machine learning models of steelmaking processes

Paryanto et al. [25] Manufacturing process Reduction of the energy consumption of industrial robots in
manufacturing systems



Energies 2023, 16, 6916 3 of 22

Table 1. Cont.

Work Application Sector Description/Notes

Atmaca and Kanoglu [26] Manufacturing process Obtained a 6.7% energy consumption reduction of a grinding
process in the cement industry

Sanz et al. [27] Manufacturing process Framework for the integration of AI tools and IoT for the
predictive maintenance of an automotive paint shop process

Zheng et al. [28] Manufacturing process Anomaly detection of geometric features for car body-in-white

Tharma et al. [29] Manufacturing process Anomaly detection in the automotive wiring process

Li and Kara [30,31] Manufacturing process Energy consumption prediction of various material removing
processes (e.g., turning etc.)

Ma et al. [32] Manufacturing process Analytical method for the energy consumption optimization of
additive manufacturing equipment

Corinaldesi et al. [33] Different end-user
energy-consuming technologies

Definition of the operating strategy for end-users (such as
batteries, boilers, heat pumps, electric vehicles, photovoltaic
panels) to minimize energy consumptions and costs

Saidu et al. [34] Water tank applications Efficient temperature control in aquaculture water tanks

Hwan et al. [35] Water tank applications Estimate the capacity and capability of agricultural water
resources

Zhao et al. [36] Water tank applications Optimize temperature regulation of swimming pools coupled
with solar heating

Li et al. [37] Water tank applications Techno-economic optimization of swimming pool with the
employment of PCM

In this paper, we analyze one of the energy intensive production phases in an au-
tomotive manufacturing process: a degreasing tank located in a paint shop area of an
automobile producer. This tank is employed to wash car bodies at high temperature as
a preliminary phase of the painting process. The primary objective of this process is to
achieve and maintain a target minimum water temperature in the tank using a heat source.
This temperature must be maintained from the beginning of the production process, re-
gardless of the external boundary conditions and production volumes. Typically, for such
problems, the heat source is controlled by a standard PID strategy, based on the error
between the actual temperature and the desired setpoint value. However, this strategy
often leads to non-optimal choices that may involve useless extra energy consumption, such
as conservatively high setpoint values to avoid unsuitable temperatures for the process
during oscillations. Due to intermittent production (related to product changes, shutdowns
caused by failures, or sudden rescheduling to adapt to changing production demands), this
process can be characterized by the demands of the start or stop of the service. If, in order to
save energy, the service is stopped, a subsequent start should follow, and the PID regulation
previously described may not be ready in time or accumulate extra temperature; if the
stop of the service is not applied to ease the process, heat losses would occur. Moreover,
in the initial pre-heating phase, water in the tank may still remain unnecessarily at a high
temperature, and the system will remain turned on for a certain period of time, resulting in
more energy waste and heat losses.

In Table 1, it is worth noting that only papers [34] to [37] address the management
of the internal water temperature of a water tank. However, none of these works exhibit
similar characteristics to the one analyzed in this paper, and none of these pertain to the
automotive production sector. Therefore, the aim of this paper is to propose and assess
models capable of predicting the interactions among the water in the degreasing tank, the
effective production, and other external conditions. Subsequently, these models will be
used for model predictive control (MPC) with the goal of reducing energy consumption.

In particular, this paper presents two different modeling approaches to a paint-shop
degreasing tank, enabling the forecasting of the future tank temperature evaluation and
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the corresponding energy consumption. The first relies on thermodynamic equations and
mass and energy balances, and the second is based on machine learning and involves the
calibration of three distinct artificial neural networks (ANNs).

A secondary objective of this paper is to highlight the advantages and disadvantages
of the use of each approach, based on their prediction capabilities and their potential
integration into a simulation process of the entire production line.

2. Case Study Description

The analyzed case study is a degreasing tank used in an automotive process to thor-
oughly clean and degrease car bodies before the painting application. This is achieved by
maintaining the entire shell at a certain specific temperature for a designed duration. This
system is one of the analyzed case studies examined within the Energy Efficient Manufac-
turing System Management (EnerMan) European Project [38]. The tank has a truncated
cone shape with a rectangular base. The external structure of the tank is in stainless steel,
and, to minimize heat losses with the surrounding environment, an insulation layer has
been applied to the outer walls of the degreasing tank. The car bodies are positioned in
a tunnel located at the top part of the degreasing tank. The fluid used inside the tank
is water, and its temperature is maintained at a specified level through an external heat
exchanger (HEX) connected to the hot water line of the plant. This constitutes the main
energy consumption of the process, while the water level is kept constant within a defined
range by replenishing it with tap water at ambient temperature.

Additionally, a portion of the hot water is recirculated from the tank’s bottom and
split into two separate streams: the first flows directly into the HEX, where the heating
thermal power is supplied, by means of a circulation pump named “HEX line Pump”,
and the second is sprayed directly onto the car bodies through another circulation pump
named “Spray line pump”. A schematic representation of the model is provided in Figure 1.
Specific details regarding the sizes and the precise geometry of the system analyzed cannot
be disclosed due to company confidentiality issues.

Figure 1. Schematic of the degreasing tank process investigated in this paper.

Regarding the process evolution, it can be divided into two different parts. A prelimi-
nary preheating process is performed to recover the temperature drop that occurs during
the shutdown period of the system at the end of each work shift. Once the desired setpoint
temperature is reached, a second phase focuses on controlling and regulating the system
to maintain a steady-state temperature evolution around the setpoint value as much as
possible. This is carried out independently of all the boundary conditions and production
volume until the end of the work shift when the system is turned off.
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3. Modeling Approaches

This section presents two different approaches for the estimation of the tank tem-
perature evolution over time, depending on the different boundary conditions. Both the
approaches were developed using MATLAB software Version 9.14 [39].

3.1. Mechanistic Physics-Based Model Approach

The physics-based thermodynamic approach relies on the evaluation of all the heat
losses of the degreasing process based on physical relationships. In Figure 2, a schematic
representation of the degreasing tank is provided, indicating the control volumes for the
water volume in red, the external tunnel structure in yellow, and of all the heat losses
considered in the model.

Figure 2. Schematic of the energy fluxes and control volumes for the degreasing tank (in red) and the
external tunnel structure (in yellow).

The term
.

Qdisp refers to the conduction and convection heat losses with the external

environment, whereas the term
.

Qcar is associated with the heat flux provided to heat the
car bodies. Regarding the spray dispersion terms, we assumed that the entire spray mass
flow rate

.
msp is divided into two distinct contributions: one that flows away from the red

control volume (the fraction of which is indicated by fsp in the figure above) and the other
that falls back into the tank (1− fsp). At this point, for the contribution of the not-dispersed
mass flow rate, we assumed that a portion of it falls directly back into the storage tank
without touching the walls of the external structure (the fraction of which is indicated by y
in the figure above), resulting in a neutral contribution in terms of dispersions. Conversely,
the remaining fraction (1− y) falls back into the water tank only after coming into contact
with the walls of the external structure, assuming the water temperature is the same as
that of the structure itself. To account for the different behavior of the spray mass flow
rate impacting the tunnel structure walls based on whether a car body is in the process
or not, two distinct y coefficients were considered: y1 in case of the absence of car bodies
in the degreasing tank, and y2 in case of their presence. The term

.
mre f ·hre f represents the

refill contribution required to maintain a constant water level in the tank, while
.

Qhex is the
heat flux term provided by the external heat exchanger in order to compensate for all the
dispersion terms and the contribution needed for the tank water heating.
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Taking all these factors into account, the mass and energy equations for all the control
volumes can be written as follows:

dmw

dθ
=

.
mre f −

.
msp· fsp (1)

mw(θ)·cw·
dTtank

dθ
=

.
Qhex −

.
Qcar −

.
Qdisp −

.
mre f cre f

(
Ttank − Tre f

)
− .

msp
(
1− fsp

)
(1− y)csp(Ttank − Tstruct) (2)

(mc)|struct·
dTstruct

dθ
=

.
msp

(
1− fsp

)
(1− y)csp(Ttank − Tstruct) (3)

Equation (1) represents the mass balance for the water tank (red control volume in the
figure above), and establishes a connection between the water mass variations (mw) and
the inlet (refill,

.
mre f ) and outlet (spray dispersions,

.
msp· fsp) mass flow rates. Equation (2)

represents the energy balance for the same control volume, and it expresses the tank
temperature (Ttank) variation as a function of the dispersion terms previously described.
Lastly, Equation (3) is the energy balance for the external tunnel structure (yellow control
volume) aimed at evaluating the structure temperature (Tstruct) variation as a function of
the spray contribution, which directly impacts the internal tunnel walls.

Each of the terms of Equations (1)–(3) was evaluated as follows. For the heat exchanger
contribution, an energy balance on the primary hot water line mass flux was conducted.

.
Qhex =

.
mw,hex·cw,hex·(Tin,hex − Tout, hex) (4)

Concerning the contribution from the car bodies, it was assumed that the entire body
starts at the same temperature as the external environment and heats up to match the same
temperature of the tank. The term ∆θcar represents the duration for which the car body
remains inside the tank.

.
Qcar = mcar·ccar·

Ttank − Tamb
∆θcar

(5)

In this way, an average thermal power for the cars contribution was considered over
the entire cycle time for each car body. This approach was the only feasible option given
the available data provided by the production plant. Conversely, the refill contribution was
evaluated as follows: .

Qre f =
.

mre f cre f

(
Ttank − Tre f

)
(6)

Regarding the heat losses contribution with the external environment, it was evaluated
for the entire external surface of the degreasing tank by considering an average global
conductance Umean, as follows:

.
Qdisp = Umean·Atank·(Ttank − Tamb) (7)

Finally, the dispersion contribution related to the spray was calculated using the
following expression.

.
Qsp =

.
msp

(
1− fsp

)
(1− y)csp(Ttank − Tstruct) (8)

The terms fsp and y were previously defined above.
Most of the temperature and mass flow rate terms in Equations (1)–(3) were directly

measured though a dedicated sensor suite installed on the machine. The thermodynamic
properties of water, such as density and specific heat, were assumed to be constant, whereas
other properties of the car bodies (mass, specific heat) were obtained from datasheets
provided by the plant. Conversely, all the unknown terms of Equations (1)–(3), including
Umean, y1, y2, (mc)struct, and fsp were calibrated using experimental data, as shown in
Section 4.1.
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3.2. Artificial Neural Network (ANN) Model Approach

In this study, artificial neural networks (ANNs) were developed and calibrated to pre-
dict the behavior of the analyzed case study. As is commonly known, there are numerous
machine learning methods used to model thermodynamic processes, including classifica-
tion algorithms (such as SVM, KNN, Naïve Bayes etc.) and regression tools (ANNs) [40].
ANNs were chosen because, compared to other common machine learning tools, they
are the most frequently used due to their speed, simplicity, and ability to solve complex
non-linear problems with differential equation systems, such as the one presented in this
work [41,42]. A schematic for the developed ANNs is presented in Figure 3, comprising an
input layer, one or more hidden layers, and one output layer, with each layer containing a
certain number of neurons [43].

Figure 3. Schematic representation of the artificial neural networks (ANNs) in this work.

Each connection between two neurons belonging to two subsequent layers represents
a weight, while each neuron serves as an activation function. Therefore, at the input of
each layer, all of the output values derived from the previous layer and multiplied by
the corresponding connection weight are summed [44], with the possible addition of an
external bias. The result of this operation is then evaluated by a generic neuron through an
activation function, determining the output value, which is then provided to the next layer.
Among all the possible activation functions [45], the chosen one for all the hidden layers
is a hyperbolic tangent. Consequently, the training phase of an artificial neural network
consists of calibrating all the weights and biases though several iterations, referred to as
epochs, in which the network attempts to predict the output values based on the available
experimental data. The network is considered calibrated when it achieves a target value for
the error (RMSE, MAE, or others) between the actual and predicted output values.

In detail, three different ANNs were calibrated and, from this point in the paper, they
will be referred respectively as ANN 1 to 3. They each involve different input and output
variables and structures. ANN 1 and ANN 2 share the same five inputs, which include
the actual temperature of the tank, the presence of a car body in the tank, the status of
sprays (on/off), the ambient temperature, and the heat exchanger thermal power. ANN 1
predicts the gradient of the tank temperature in a given time step (in ◦C/s), whereas ANN
2 directly predicts the value of the temperature at the subsequent time step. Lastly, ANN 3
considers both the actual and consecutive temperatures as inputs to predict the required
thermal power to satisfy the assigned temperature gradient. Table 2 provides the main
characteristics of the investigated ANNs, including the inputs, outputs, and the number
of layers and of neurons per layer (ANN structure). The structure of each ANN (number
of hidden layers, number of neurons) was chosen in order to ensure the best prevision
accuracy for each selected input and output subset for each of the three investigated ANNs.
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Table 2. Inputs, outputs, and structure of the three ANNs investigated.

Inputs Output Hidden Layers ANN
Structure

ANN 1
Ttank, Body In (0/1),

Spray on (0/1), Tamb,
.

Qhex
dTtank/dθ 2 5-100-100-1

ANN 2
Ttank, Body In (0/1),

Spray on (0/1), Tamb,
.

Qhex
Ttank(θ + 1) 3 5-80-50-20-1

ANN 3
Ttank, Body In (0/1),
Spray on (0/1), Tamb,

Ttank(θ + 1)

.
Qhex 3 5-80-50-20-1

For the calibration process, the entire database for the used case was randomly di-
vided into 70% for training, 15% for validation, and 15% for testing. A maximum num-
ber of 2000 epochs was selected, and the calibration was executed using a Levenberg–
Marquardt algorithm [46,47] to minimize the mean squared errors between the target and
predicted outputs.

Finally, validation was conducted on the entire database, as shown in the sections
below.

4. Model Calibration and Validation
4.1. Thermodynamic Model Calibration and Validation

The average global conductance of the external walls (Umean) in Equation (7) was
calibrated by analyzing the decreasing trend of the tank temperature for about 11 days
using the experimental data of the case study. It can be demonstrated that when all of the
terms of spray, refill, heat source, and car bodies in Equation (2) are absent, leaving only
the heat losses with the external environment, the model can be simplified to the following
equation:

d(T − Tamb)

T − Tamb
= −Umean Atank

mwcw
dθ = − 1

τ
dθ (9)

where τ is defined as τ = mwcw
Umean Atank

, mw is the mass of the water in the tank, and Atank is
the lateral surface area of the container. This equation was integrated over the time period
between the shutdown of the previous day and the startup the next day. This was carried
out by isolating the experimental points in which the system was turned off, and all the
energetic contributions, apart from the dispersions, were absent. Consequently, the values
for the τ constant, and thus, for Umean, were determined considering the initial and final
water tank and ambient temperatures for each of the 11 experimental tests.

τ = − ∆θ

ln
( Tf−Tamb, f

Ti−Tamb,i

) → Umean =
mwcw

τAtank
(10)

Finally, a linear equation representing Umean as a function of the average temperature
difference between the tank and the external ambient has been fitted, as shown in Figure 4.

Umean = 3.128·(Ttank − Tamb)− 44.9 (11)
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Figure 4. Fitting operation of a linear expression for the evaluation of the average global conductance
(Umean) of the degreasing tank external walls, as a function of the average temperature difference
with the external environment (∆Tmean), for 11 experimental tests.

Regarding the calibration for the contribution of the spray mass flow rate not returning
into the tank ( fsp), it was determined by calculating the ratio between the total mass of
refilled water and the total mass of water injected by the sprays, as follows:

fsp =

∫ .
mw,re f dθ∫ .
mw,spdθ

(12)

Finally, the three remaining coefficients y1, y2, and (mc)struct were similarly calibrated
using the experimental data of the water tank temperature evolution through manual
research, considering relatively large and plausible variation ranges for each variable to
find the solution with the minimum mean absolute error (MAE) between the predicted and
experimental water tank temperature profiles. The obtained values are reported in Table 3.

Table 3. Obtained calibration coefficients y1, y2, and (mc)|struct from the optimization process.

y1 (-) y2 (-) (mc)|strut (kJ/K)

0.893 0.947 1.664·106

Figure 5 shows a comparison between the tank temperature evolution evaluated by
the model (blue lines) and the experimental trend (red lines) for the charging process and
the shift time period over six different working days throughout the year. Additional
statistical parameters describing the prediction accuracy for each of these investigated days
are provided in Table 4. These parameters included the mean relative error (MRE), the
maximum (Errmax) and minimum (Errmin) errors, the percentage of point falling into the
error band of±2 ◦C (δ±2 ◦C), and the standard deviation (Std) of the predictions. To address
company confidentiality constraints, it should be noted that the work shift durations in all
the subsequent figures were assumed to be equal for all the working days and different
from the actual working time shift of the company.
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Figure 5. Comparison between the tank temperature evolution obtained experimentally (red lines),
and evaluated through the thermodynamic model (blue lines), the ANN 1 (green lines), the ANN 2
(magenta lines), and the ANN 3 (cyan lines), for 6 different working days.



Energies 2023, 16, 6916 11 of 22

Table 4. Statistical indexes of the prediction goodness of the tank temperature for each of the
investigated models (physics-based and ANN-based) and working days.

Model Working
Day MAE (◦C) MRE (◦C) Errmax(◦C) Errmin(◦C) δ±2 ◦C

(%)
Std (◦C)

Physics-
Based

1 1.39 −0.89 2.40 −2.31 68.68 1.28

2 1.49 1.12 4.75 −1.21 72.73 1.66

3 0.84 0.58 3.84 −0.81 84.86 1.07

4 0.39 −0.01 1.44 −0.61 100.00 0.50

5 1.42 1.34 3.32 −0.42 63.56 1.20

6 1.78 1.77 4.31 −0.10 54.78 1.57

ANN 1

1 2.85 −2.73 1.57 −9.59 36.5 2.37

2 9.06 9.01 19.93 −0.84 40.62 7.77

3 8.45 8.28 22.01 −1.34 34.74 7.81

4 5.45 −5.45 0.00 −11.56 26.97 3.97

5 0.37 −0.28 0.37 −0.92 100.00 0.33

6 0.25 0.25 0.76 −0.04 100.00 0.17

ANN 2

1 0.81 0.24 4.64 −3.68 88.74 1.25

2 1.34 0.83 6.49 −1.59 80.26 2.20

3 2.87 2.63 6.37 −1.78 38.50 2.28

4 3.04 −3.03 0.20 −5.80 34.05 1.80

5 0.71 −0.70 0.12 −1.94 100.00 0.49

6 0.26 −0.03 0.49 −0.84 100.00 0.32

ANN 3

1 5.69 5.57 11.17 −0.88 19.92 3.39

2 1.74 1.44 4.72 −1.91 63.78 1.63

3 0.93 −0.56 1.99 −3.15 89.67 1.07

4 0.35 −0.21 1.06 −0.85 100.00 0.40

5 1.84 1.68 3.88 −0.67 50.00 1.47

6 2.09 2.00 4.47 −0.47 50.09 1.70

It is important to highlight that the model consistently demonstrated the ability to
predict the temperature trend during the initial heating period until the desired temperature
setpoint was achieved. Moreover, on certain days (e.g., days 1, 3, and 4), the model exhibited
good predictive capability even during steady-state conditions, with a mean absolute error
(MAE) of less than or around 1 ◦C. On other days (e.g., days 2, 5, and 6) the model was
still able to predict the experimental results at an early stage, before diverging due to
less accurate estimations of some terms of the energy balance equation (Equation (2)).
Nonetheless, the MAE during this phase remained below 2 ◦C, with a maximum errors
staying under 5 ◦C. As a matter of fact, after the initial heating of the water within the tank,
external factors started to influence the dispersion process, including the spray activation,
the entering of the car bodies etc. Thus, during this phase, the model may lack accuracy,
especially if one of these terms is badly predicted.

4.2. ANN Model Calibration and Validation

Each of the ANNs defined in Section 3.2 was calibrated using approximately 9000 experimental
points from 13 working days of the production line. Similar to the thermodynamic physics-
based approach, Figure 5 presents a comparison between the experimental results (red
lines), the predictions made by ANN 1 (green lines), ANN 2 (magenta lines), and ANN 3
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(cyan lines) in terms of the tank temperature evolution for six different working days. The
statistical indexes of the prediction accuracy of all the methods are also provided in Table 4.
It is worth noting that all the investigated ANNs, as well as the physics-based model, were
quite able to predict the tank temperature evolution during the initial pre-heating phase
with good accuracy. Moreover, for ANN 1, which predicted the temperature gradient of a
specific time step as a function of several predefined input variables, it was observed that on
some working days (e.g., days 5 and 6), the overall prediction accuracy was quite high, even
better than that of the thermodynamic model. However, there were other days (e.g., days 2,
3, and 4) for which the ANN provided completely inaccurate predictions, with maximum
errors exceeding 20 ◦C. For ANN 2, which directly predicted the tank temperature values
in the subsequent timestep, there were no significant mispredictions compared to the
experimental data, in contrast to ANN 1. On some days, the thermodynamic model seemed
to perform better (e.g., days 3 and 4), while on other working days, the ANN model
achieved higher prevision accuracy (e.g., days 1, 5, and 6). However, on day 2, the ANN
initially predicted the experimental results well, before significantly diverging towards
the end of the working shift. Finally, for ANN 3, which predicted the required thermal
power for the heat exchanger based on the assigned temperature difference in a certain
time step, similar results to the other ANNs were obtained. In fact, there were some days
for which the neural network provided satisfactory results, and some others (e.g., day
1) for which the prediction was completely inaccurate. However, in this case, the tank
temperature evolution was obtained by firstly calculating the thermal power using the
calibrated ANN and then determining the temperature value by subtracting all the other
heat losses evaluated by the relations in Section 3.1 from the HEX power.

4.3. Summary of Prevision Accuracy of All the Modeling Approaches

A comprehensive statistical analysis was conducted over 13 production days (approx-
imately 9000 experimental points) for all the investigated methods. Figure 6a shows a
comparison between the tank temperature values predicted by the physics-based model
and the experiment. As previously mentioned, the model demonstrated the ability to
predict the water temperature with good accuracy at the beginning of the charging phases
(lower values), but some bigger mistakes occurred when maintaining the tank at a steady
state around the target setpoint temperature. Nevertheless, the MAE obtained for all
the experimental points, approximately 1.30 ◦C, remained within the acceptable bounds.
Figure 6b–e shows the overall prediction accuracy of the ANNs in terms of the tank tem-
perature. Specifically, Figure 6b,c shows the validation results of ANN 1 and ANN 2,
respectively, and Figure 6e,f reports the validation results of ANN 3, both in terms of the
HEX thermal power and the water tank temperature. Overall, for ANN 1, an MAE of
3.49 ◦C was obtained, with 62% of all the points falling within the error band of ±2 ◦C.
However, the number of completely mistaken predictions was quite high, with a maxi-
mum absolute error of approximately 22 ◦C. ANN 2 achieved an MAE of 1.95 ◦C, with a
maximum error of about 11 ◦C, which is lower compared to that of ANN 1. Finally, for
ANN 3, the prediction on HEX thermal power was characterized by an MAE of 15%, with
78% of the points falling within the error band of ±20%. Regarding the tank temperature
prediction, an MAE of approximately 1.7 ◦C was obtained, with 69% of the points falling
within the error band of ±2 ◦C.

Figure 7 shows the probability density function (PDF, Figure 7a) and the cumulative
distribution function (CDF, Figure 7b) of the error between the actual and predicted tank
temperature values for all four models analyzed in this work. From Figure 7a, it is notewor-
thy that although ANN 1 and ANN 2 had the highest PDF, in close proximity to the zero,
the thermodynamic model never reported absolute errors higher than 3–4 ◦C. In contrast,
ANN 2 and ANN 3 gave errors exceeding 5 ◦C, and ANN 1 over 15 ◦C. This observation
is further presented in Figure 7b, where the thermodynamic model has a CDF with the
lowest deviation relative to the mean value compared to the other models, despite ANN 1
and ANN 2 having the steepest slopes closest to zero error.
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Figure 6. Validation of the thermodynamic (a), ANN 1 (b), ANN 2 (c), and ANN 3 models in terms
of the HEX thermal power (d) and tank temperature (e) predicted vs. experimental.
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Figure 7. Probability density function (PDF, (a)) and cumulative distribution function (CDF, (b)), for
the error between the actual and predicted tank temperatures, and for the thermodynamic and ANN
models investigated in this paper.

Table 5 presents the global statistic indexes indicating the goodness of prevision for
the degreasing tank temperature for each of the analyzed approaches. It is worth noting
that the mechanistic physics-based model yielded the lowest values of MAE and MRE,
followed by ANN 3 and ANN 2. In contrast, ANN 1 exhibited the lowest prediction
accuracy, especially due to its tendency to make substantial mistakes (maximum error of
approximately 22 ◦C).

Table 5. Comprehensive statistical indexes for the prediction goodness of the tank temperature for
both the mechanistic physics-based and the ANN models.

Model MAE (◦C) MRE (◦C) Errmax (◦C) Errmin (◦C) δ±2 ◦C (%) Std (◦C)

Mechanistic
physics-based 1.30 0.10 7.60 −3.17 72.33 1.69

ANN 1 3.49 1.68 22.01 −11.56 62.07 6.08

ANN 2 1.95 1.12 10.51 −5.80 66.96 2.84

ANN 3 1.69 1.05 11.17 −3.15 69.34 2.33
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Among the analyzed approaches, and based on the data at the disposal from the
company, it appears that the thermodynamic approach was better suited for predicting the
future behavior of the analyzed system. Regarding real-world implications, the use of a
thermodynamic approach can guarantee results that are never completely wrong, thanks
to the reliability on physical equations and principles. On the other hand, ANNs tend
to produce higher errors, especially because of the nature of the problem. As a matter of
fact, when a dynamic and continuous prediction is performed, the extrapolation mistake
of the networks propagates into the future, strongly influencing all of the consecutive
timestamps of the dynamic prevision and leading to significant inaccuracies in the ML
methods. Moreover, the error differences among the three investigated ANNs may depend
on the different structures of the inputs and outputs, which are more or less compatible
with the chosen network architectures.

Finally, regarding the choice of modeling tool, the usage of one versus another ap-
proach has several advantages and limitations. A thermodynamic approach is well-suited
when there are sufficient data to comprehensively describe all the physical aspects, and
any information gaps can be partially compensated for by grey-box approaches, such as
the one presented in this work, where the constant parameters can be finely tuned using
experimental data. On the other hand, when dealing with incomplete data and missing
sensors, ANNs can be more appropriate since they rely exclusively on historical data used
for the training phase. However, in this case, it is essential to collect experimental data that
cover a wide range of boundary conditions to minimize extrapolations which may lead
to significant prediction errors. This cannot be always guaranteed due to the presence of
some conditions that rarely occur in operating production plants, and which cannot be
virtually experimented on due to production constraints in the manufacturing facility.

Overall, considering the reasons presented above, the thermodynamic approach was
chosen to carry out the scheduling optimization, which is presented in the following
sections.

5. Use of the Model for Optimization Strategies
5.1. Usage of the Model in Simulation Mode and Assumptions

Among the developed models, the thermodynamic approach was selected to be used
to carry out the optimization of the heat exchanger thermal power policy and to evaluate
the energy consumption in each of the analyzed scenarios. Specifically, the main goal of
this analysis is to provide for the model several input data of future production shifts,
including the date/time, a hypothetical entering/exiting car body schedule, environmental
and refill temperature conditions, the desired tank setpoint temperature, and the initial
tank temperature. In return, the model gives, as output, the heat exchanger thermal power
profile, the tank temperature evolution, and the total amount of energy consumed during
the assumed car body scheduling. The complete input–output list for this phase is provided
in Figure 8.

Figure 8. Complete input–output list for the usage of the degreasing tank model in simulation mode.

The following control logic of the system was assumed:
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(1) A constant rated value for the spray mass flow rate was assumed 1 min before the
entrance of the first car body in the process. If no car body enters in 9 min during the
process, the sprays are turned off.

(2) The refill mass flow rate is maintained at a constant rated value to keep the water
level within a certain a priori fixed dead-band.

(3) For the heat exchanger, the maximum thermal power (
.

Qmax) is imposed during a
pre-heating stage to reach the desired setpoint temperature in the tank exactly when
the first car body enters the process. If no car body enters in 30 min, the thermal
power is turned off. The same logic is applied each time the heat exchanger is
turned on.

5.2. Optimization with Real Data of the Case Study

In this section, a body schedule from a real production day is considered to demon-
strate the utility of the model on real historical data. Specifically, a comparison between
the actual and optimized policies was carried out to identify the optimal conditions and
evaluate the effective energy saving of the optimized scenario compared to the current
policy. The actual regulation is manual and based on the operator experience, whereas the
optimized heat exchanger policy is the result of the simulation of the model. In Figure 9a
the comparison between the current (red line) and optimized (yellow line) HEX thermal
power policies is shown. Both the policies were normalized to the maximum value of
the HEX thermal power for confidentiality reasons, along an entire time shift. Figure 9b
shows the corresponding tank temperature values, and it can be seen that the optimized
policy ensured that the tank temperature reached its setpoint value exactly when the first
car body entered the process, avoiding unnecessary superheating of the water inside the
tank. Moreover, after the preheating phase, the model provided the exact thermal power
policy needed to maintain the tank at the desired setpoint value, reducing the fluctuations
observed in the current manual regulation.

Figure 9. Comparison between the current (red lines) and optimized (blue lines) thermal power
policies (a) and tank temperature (b), obtained with real data from the case study.

Finally, the energy consumption throughout the entire time shift, normalized for
the energy consumption of the current policy for confidentiality reasons, is reported in
Figure 10. With the optimized policies generated by the digital model, it is evident that
there would be an energy saving of about 31% for the investigated working day.



Energies 2023, 16, 6916 17 of 22

Figure 10. Comparison between the current (red lines) and optimized (blue lines) policies, in terms
of energy consumption, obtained using real data from the case study.

5.3. Optimization with New Body Schedule

An example of the usage of the model with the aim of optimizing a new hypothetical
body schedule is presented in this section. Particularly, we considered the production of
100 car bodies in two different scenarios: one where the production occurs in a single
work shift, and another where it is split into two different work shifts. Obviously, to
minimize heat losses and dispersion with the external environment, the ideal solution
would be to process the entire batch as quickly as possible. However, this may not always
be feasible due to various company constraints. It is important to note that there could
be some company restrictions regarding the duration of work shifts, as well as potential
interruptions to the production due to scheduled maintenance operations or equipment
failures. Therefore, using the model, the extra energy consumption of every simulated
scenario, which differs for several reasons from the optimal one, can be estimated.

The following input and cycle data were fixed:

(1) Each car body must remain in the degreasing tank for a minimum of 3 min, and there
is a 1 min waiting time between the entry of two consecutive car bodies in the process.

(2) A setpoint temperature of 50 ◦C was considered, with an initial temperature of the
tank of 30 ◦C.

(3) The ambient and refill temperature trends shown in Figure 11 were determined. It
should be clarified that all the input data were chosen solely for the purpose of the
results and optimization in this paper, and they do not represent real data on the
effective production processes of a company.

Figure 11. Assumed trends for the ambient and refill temperatures during an entire working day,
used as input for the optimization of a new body schedule.



Energies 2023, 16, 6916 18 of 22

The first of the two cases analyzed was a scenario with a single work shift, where the
first car body must enter the process at the normalized time 0.1 of the total daily work
shift (from start to end of the figure above). The second case, on the other hand, involves a
scenario with two work shifts, in which the entire production is divided equally, the first
from time 0.1 to 0.35 and the second from time 0.65 to the end of the total daily work shift.
Figure 12 illustrates the body schedule in terms of the cumulative number of processed
bodies for both the single work shift (Figure 12a) and the two work shift (Figure 12b)
scenarios.

Figure 12. Assumed body schedule laws in terms of number of elaborated car bodies, used as input
for the optimization of a new body schedule, for the 1 work shift (a) and 2 work shift (b) scenarios.

Figure 13 presents the results of the HEX thermal powers (Figure 13a), tank tempera-
tures (Figure 13b), and energy consumed (Figure 13c) for the two analyzed scenarios. To
account for the communication time delays between the sensor suite and valve actuation,
related to the system inertia and other factors, a 15-min moving average was applied to
the thermal power. It is worth noting that, in order to achieve the desired temperature
right at the entrance of the first car body (at normalized time 0.1), the system should be
turned on at approximately the beginning of the work shift. Moreover, in the first case, the
complete production ended at about a normalized time of 0.61, whereas in the second case,
the system was turned off at approximately 0.4, and re-turned on at 0.64 to achieve the
desired setpoint temperature right at the entrance of the first body in the second work shift
(normalized time of 0.65). Finally, regarding energy consumption, Figure 13c shows that
considering a two work shift scenario led to an extra energy consumption of approximately
9% compared to the one work shift case.
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Figure 13. Results of the prediction model in terms of requested thermal power (a), water tank
temperature evolution (b), and energy consumption (c) for the two investigated 1 work shift and
2 work shifts scenarios.

6. Conclusions and Future Developments

This paper presents the development of a model for predicting the temperature
evolution and energy consumption of a degreasing tank in an automotive production
process, which is a preliminary phase of the painting of car bodies. Such a predictive model
that is able to predict the future behavior of this process would be significantly useful,
both in terms of optimizing the energy consumption and the control of the system, and
to re-schedule manufacturing in case of sudden machine stops, changes in production,
maintenance operations, etc. The primary objective of this study was to carry out an
assessment and comparison of different modeling approaches and to employ the most
effective model for optimizing the heat source policy and analyzing future scenarios
involving various production schedules. The key findings and outcomes are provided here:

• Two distinct modeling approaches are presented: a thermodynamic physics-based
approach that relies on mass and energy balances of different control volumes of
the degreasing tank, and a machine learning approach consisting of three ANNs
characterized by different structures, numbers, and typology of inputs and outputs.

• Both modeling approaches were evaluated and compared with the experimental data
obtained from a case study of an automotive production facility. For the thermody-
namic model, several empirical variables, which cannot be deduced from the case
study data, were calibrated using approximately 9000 experimental points. In contrast,
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the ANNs were calibrated by splitting the whole dataset into subsets for training,
validation, and testing purposes.

• The results indicate that, for the analyzed case study, the thermodynamic model
exhibited higher prediction accuracy for the tank temperature future trend, achieving
an MAE of 1.36 due to all the information from the real data of the company. In contrast,
all the ANN approaches exhibited higher MAEs and maximum errors, ranging from
10 to 22 ◦C, and posing a risk of completely inaccurate predictions.

• The thermodynamic approach was subsequently used to optimize the production
process. Based on historical data for a working production day, employing an optimize
heat load profile policy recommended by the model could lead to an energy saving of
approximately 31% by limiting useless superheating of the water inside the tank and
by limiting fluctuations around the desired setpoint value.

• Considering a supposed production of 100 car bodies, the study explored two hypo-
thetical future production scenarios, the first in which the production is performed in
a single work shift, and the second in which the production is divided into two work
shifts, potentially due to company constraints or planned maintenance operations. In
this case, the model was able to provide an estimation of the extra energy consumption
of the second scenario compared to the first, which was approximately 9%.

In conclusion, as part of the EnerMan Project [38], this study demonstrates that
the development of predictive models for a degreasing tank in automotive production
and their implementation into an optimizer would achieve substantial energy savings
of up to 20–30%. This approach can also be applied in other applications in which a
careful temperature control of a water tank is needed, beyond the automotive sector (e.g.,
chemical industry, swimming pools, etc.). Moreover, within the framework of the EnerMan
Project [38], other case studies in the automotive sector that could benefit from a predictive
model have been analyzed. Future developments will explore these applications to study
the potentialities of this kind of approach in terms of energy saving.
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