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Abstract: Reducing the energy consumption of buildings in the public sector is an important compo-
nent in our efforts towards reaching our sustainability goals. In this context, a decisive prerequisite
for administrations and policy makers is a tool for estimating the effectiveness of measures to reduce
energy consumption. Estimating the impact of planned investments in building technology at scale,
however, remains challenging, mainly for two reasons. For one, accurate physical modeling requires
detailed building data, which can be difficult to obtain. Second, adapting established building models
to novel measures aiming at energy consumption reduction is difficult. Hence, modeling building
consumption patterns after retrofitting is a non-trivial task, and more research is needed to improve
modeling techniques as well as to assess their effectiveness across a wide range of application scenar-
ios. Modeling tools need to be generic enough to enable modeling of a variety of building types, they
should ideally require as few input features as possible and they should allow for a high degree of
automation in the selection and calibration of building modeling tools. Here, we propose a novel
machine learning approach that does not require detailed building data and can automatically adapt
to retrofitting measures. We evaluate our method on a data set of 113 public buildings in 4 building
categories in Berlin, Germany. The data set contains energy consumption data in the initial state and
after implementation of a weather-predictive heating control system. Despite being fully automated
and requiring only minimal information about the building, our model can reliably predict the
energy consumption of large public buildings better than established methods. All code and data are
publicly released.

Keywords: machine learning; automated machine learning; energy demand prediction; energy
efficiency measure; public buildings

1. Introduction

Buildings are responsible for about a third of global energy consumption and a quarter
of CO; emissions [1]. Heating is a major factor in energy consumption in buildings. Espe-
cially in public buildings, the energy savings that could be achieved with improvements
involved in the heating of buildings are substantial.

Various options for retrofitting or improving the efficiency of heating systems ex-
ist [2]. However, the impact of these measures is often not clear. In part, this is due to
the complexity of modeling the energy consumption in buildings. In the past decades,
significant improvements were achieved in both building structure as well as building
technology. On the technology side, the control of heating systems has been profiting
from a number of advancements in the fields of physical models, model predictive control,
time series forecasting and machine learning. Each of these approaches has advantages
and disadvantages, but what most of them have in common is that they can be difficult
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to calibrate to different building categories and usage patterns therein. One reason for
that is the missing availability of high-quality data and, consequently, the lack of studies
dedicated to the modeling of energy demand in public buildings on an urban level across
a wide range of building types [3]. The research challenge addressed in this study is to
develop data-driven methods (as opposed to detailed physics-based modeling) that can
predict energy demands for a given building with a minimal amount of information about
the specific building properties.

The need for increased energy efficiency in buildings has led to many strategies for
retrofitting buildings with energy consumption optimization (henceforth referred to as
ECO). These methods cover a wide range of invasiveness and financial cost. Determining
which measures should be taken to increase the building efficiency requires robust and
accurate models of energy consumption in buildings. Given the complexity of the modeling
task, the heterogeneity of ECO measures and the lack of data and studies in the field, more
research is needed to better support decision makers with modeling options that generalize
well and are simple to calibrate in practice.

In this study, we investigate the potential of ML methods for modeling both energy
consumption as well as energy saving potential in large public buildings. Our main
contributions are threefold. First, we adopt an automated machine learning (AutoML)
approach to predict energy consumption in large public buildings with a minimal set of
building variables across a heterogeneous spectrum of functionalities. The method was
developed with a special focus on automation in order to enable practitioners to quickly
adapt it to other buildings and usage patterns with a minimal amount of training data.
Second, we demonstrate how the proposed approach can be used to robustly predict the
impact of energy consumption optimization measures across a wide range of building
categories. Third, we conduct an extensive empirical comparison of established methods
and our proposed approach on 113 large public buildings in 4 different building categories.
These contributions and the structure of the paper are highlighted in Figure 1.
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Figure 1. Outline of the experimental setting in this study. In Section 3, we illustrate the data set of
113 public buildings in Berlin; Section 4 details the methodology for the reference models as well as
the proposed AutoML approach; Section 5 presents an evaluation and comparison of the predictive
performance of the two reference models and the proposed AutoML model. Note that all methods
obtain the same amount of data, but the reference models aggregate the data in a different manner
than the AutoML approach.
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2. Related Work

Modeling of energy consumption in buildings can be accomplished with a variety of
approaches. A promising solution is to use physical models that capture all relevant details
of buildings, such as their building structure, size and material [4-8]. With appropriate
physics models and enough information about each individual building, it is possible to
model the thermal inertia or the impact of sunlight on heating energy demand.

A central problem with these models, however, is that it can be difficult to include
human usage patterns. This is why machine learning (ML) approaches have become
popular also in the field of building technology to model energy consumption [3,9]. In
an extensive review of the state of the art in modern machine learning (ML) methods for
building technology, only one public building type (schools) is considered [3]. Considering
the importance of high-quality data availability for ML methods, this highlights the need for
more studies that consider more and more fine-grained functionalities of public buildings.
In this study, we investigate the potential of ML models in a large data set of 113 large
public buildings over several years with and without energy optimization measures in the
form of a weather-predictive heating control algorithm.

A key advantage of ML methods in the building technology sector is that while
classical physical models require detailed information about building properties, ML
methods can model building energy consumption implicitly via extracting the relevant
building properties from historic observations. Previous studies have used a variety of
building features to model energy consumption, such as 3D geometry data, GIS-based
building footprint, building height and number of stories for each building [4]. Here, we
aim at an approach that requires as little information as possible.

When using ML methods, selecting the right ML model class can be difficult. Many
studies investigated different ML models, for instance, neural networks [9-12], SVM [13]
and random forests [14-16]. However, finding the right model type for each individual
setting requires automation in the model selection procedure, especially in the building
sector. Here, we follow the approach by [17] and extend their work to fully automated
model selection and hyperparameter tuning with an automated ML (AutoML) approach.

3. Data Set

The data set comprised 113 public buildings in total and covered a wide range of
building functions and properties. All data were provided by the Berliner Immobilien-
management GmbH (BIM) (https://www.bim-berlin.de/ (accessed on 13 August 2023)),
a company owned by the state of Berlin managing public buildings in the city of Berlin.
In the data shared along with the manuscript, records were anonymized by removing
addresses of buildings. Our data set has annual consumption values for 47 fire stations,
12 cultural institutions (e.g., theaters), 33 schools of higher education and 21 police stations.
The building yearly consumption for heating (including hot water) for all categories and the
building areas as well as the distribution of buildings in the data set are listed in Figure 2.
Heating systems in these buildings were either based on gas or district heating. The energy
consumption was monitored in the intial state of the building and after the implementation
of a weather-predictive heating control algorithm as an ECO measure.
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Figure 2. The data set used in this study contains yearly energy consumption for heating in 113 pub-
lic buildings in Berlin, Germany. Shown are (A) counts of buildings in each building category,
(B) yearly consumption of buildings per category, (C) building area in each category and (D) en-
ergy savings obtained with a retrofitting measure. Boxes indicate 25th/75th percentiles, whiskers
5th/95th percentiles.

4. Methods

The goal of our study is to investigate whether yearly energy consumption of public
buildings can be predicted with a limited feature set across a wide range of building
characteristics and functionalities. This goal is motivated by the limited availability of
building data. A second goal is to develop methods to estimate energy savings when
buildings are retrofitted with energy efficiency measures for the operation of the building.
This second goal is motivated by the difficulty of existing modeling approaches to account
for a change in the consumption characteristics after implementation of a new control
strategy. Given these constraints, we selected two different approaches that appeared most
promising from a scientific perspective as well as from a practitioner’s viewpoint. Both
methods are intended to use a minimal set of features, which, in the context of this study,
was limited to building size, building usage and climatic constraints. The first approach
is based on the regulatory standards put forward by the German Federal Institute for
Research on Building, Urban Affairs and Spatial Development, in German, Bundesinstitut
fiir Bau-, Stadt- und Raumforschung (BBSR), henceforth referred to as the BBSR approach.
In order to adapt this approach to the settings investigated in this study and to allow for a
fair comparison between methods, we developed two extensions of this approach. Next
to this rather simple model class, we also developed a novel modeling approach based
on recent achievements in automated machine learning (AutoML). The advantage of this
approach is that it does not require extensive modeling efforts, such as feature engineering
and model selection, and instead learns which ML model or ensemble of ML models is
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optimal for a given prediction scenario. In the following, we will denote the measured and
predicted building consumption for heating as

Measured yearly energy consumption y € R! (1)

Predicted energy demand 7 = v(x) ()

where v refers to one of the prediction models outlined below and x € R refers to a d-
dimensional feature vector specific to a building. For simple models (see Sections 4.1-4.3),
the building-specific features x are merely the building type and building area; for ML
models (Section 4.4), the feature vector x comprises also building type and building area
as building features and, additionally, climate features. The range of measured yearly
energy consumption values y, the target variable, is illustrated in the boxplot in Figure 2,
middle panel.

4.1. Linear BBSR Model

The German Federal Institute for Research on Building, Urban Affairs and Spatial
Development, in German, Bundesinstitut fiir Bau-, Stadt- und Raumforschung (BBSR),
has developed an adaptation of a linear model for estimating the energy consumption in
public buildings [18]. The model uses an estimate of building-specific energy consumption
constants (ECCs), reflecting usage patterns and building characteristics. Table 1 lists the
ECCs in kWh/(m?year) for heating ECCy and hot water ECCyy. These ECCs are scaled
by the respective building area A and some non-linear factor f dependent on the area to
obtain the building category-specific consumption prediction vggsr:

UBBSR(X) = fA ECCqy + fA ECCw 3)

where f is a factor depending on the net floor area A (in m?) of the building and defined
in [18] as

1.46 if A <500 m?
f=14453-A702151027 if500 < A < 50,000 m? 4)
0.71 if A > 50,000 m?

Table 1. Overview of energy consumption constants in kWh/(m?year) for heating (ECCyy) and
hot water (ECCyy) for each building category used in Equation (3) to estimate the building energy
demand vggsg. The right column shows the factors used to adapt the original BBSR model to
buildings retrofitted with energy consumption optimization (ECO) technology.

Category ECCq ECCw ECO Factor
Police Stations 52.4 74 0.86
Fire Stations 50.8 7.1 0.86
Schools 49.3 224 0.96
Cultural 55.9 75 0.87

Note that this model does not require any data for calibration or training. This can
be seen as an advantage to other (ML-based) approaches, as it only requires the building
area and category to provide an estimate of the energy consumption. However, it does
not capture building-specific changes in usage patterns or building properties. In order to
adapt this approach to the settings investigated in this study, prediction of energy savings,
and to allow for a fair comparison between this approach and other ML-based methods,
we developed two extensions of vpgsR.
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4.2. Adapted BBSR Model (BBSR-A)

As the previous model vpgsr does not take into account energy savings obtained by
improved operation strategies with energy consumption optimization (ECO) technology,
we adapted vpgsR slightly. For each building category, we measured the energy demand
Ybefores Yatter Pefore and after the installation of the respective ECO technology. We calcu-
lated the ECO factor e as the ratio of energy consumption before and after the installation

ECO factor ¢ := Jafter. (5)
Ybefore

where the measured consumption y was climate corrected with the factors listed in Table 2.
The ECO factor e was then used to scale the vgggr estimate

UBBSR-A (¥) = € UBBSR (¥)- (6)

Estimates of the ECO factors e for each building category are listed in the right column
of Table 1. This adaptation enabled the BBSR model to take energy efficiency measures into
account in its estimate. Note that the BBSR-A approach is based on buildings and their
respective energy demands in the data set of the report published by the BBSR [18]. These
buildings could exhibit slightly different patterns of consumption compared to our data
set of public buildings. To ensure a fair comparison, we developed another variant of the
linear BBSR model in which we used the same modeling assumptions, but we calibrated
the building category-specific measures to our data set of public buildings.

Table 2. Climate features (TM: average temperature, SO: sunshine hours, NM: cloud cover, FM: wind,
RFM: humidity) and climate correction factors (KF) for the years considered in this study.

Year KF ™ SO NM FM RFM
2021 1.08 5.72 3.31 6.39 429 82.02
2020 1.20 7.37 4.45 5.67 4.38 76.78
2019 1.19 7.01 3.87 5.59 4.53 78.50
2018 1.17 5.15 3.53 5.72 4.39 80.24
2017 1.11 6.19 2.98 6.09 4.50 83.31
2016 1.10 5.19 3.01 6.06 4.23 81.88
2015 1.13 7.56 4.24 5.53 4.54 80.07

4.3. Optimized BBSR Model

In order to allow for a fair comparison with ML models, which leverage a dedicated
training data set drawn from the same distribution as is used to make predictions, we
developed another variation of the linear vggsg model. As most buildings in our data set
had a similar area, we omitted the non-linearity captured by the factor f in Equation (4).
For the sake of simplicity, we also did not differentiate between hot water and heating
consumption. Instead, we only computed the mean energy consumption per square
meter ECCy, in each building category and obtained an estimate of the building energy
consumption Ugsr-o as

vBBsR-0(X) = A ECCyotar. ()

We computed the building category-specific constants ECCy, for each category
before and after the implementation of the energy efficiency measure. This allows the
UBBSR-O estimated to account for the retrofitting measures, such as vgpsgr-a, but, in contrast
to the above two modeling approaches, vppsr-o is calibrated specifically to the data set
investigated in this study. In other words, the two BBSR predictors are identical in terms of
their modeling assumptions, but the ECC values in the BBSR-A model are calibrated on the
data set used for the BBSR report [18], whereas the ECC values for the BBSR-O predictor
are calibrated on the specific data set of 113 public buildings used in this study.
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4.4. Automated Machine Learning Model

While the above approaches had the advantage of providing robust estimates of energy
demand with simple models, some variation in the data will be difficult to capture. Most
importantly, there could be factors that are not related to the building category alone, but
are specific to a single building.

In order to account for building-specific consumption patterns with a minimal amount
of building data, we developed an AutoML-based approach that leverages all measure-
ments of yearly consumptions optimally. More concretely, the approach uses data from
buildings with and without energy efficiency measures and is designed to capture building-
specific consumption patterns without explicitly providing any building features. The
proposed AutoML model predicts the yearly demand v; (x) as an ensemble of ML models,
including linear models, K-Nearest Neighbor regression, decision trees, gradient boosted
trees, random forests as well as neural networks, trained with an AutoML package. In
this study, we used the AutoML package AutoGluon Tabular [19]. The feature vector x
here refers to a concatenation of features, listed in Table 3, that captures both building
characteristics and climate variation.

Table 3. Features used for AutoML approach. Building features are illustrated in Figure 2, and
climate features are listed in Table 2.

Building Features Climate Features (Yearly Aggregates)
Area in m? Outside temperature (2 m above ground)
Building category Sum of sunshine hours
Energy efficiency measure (True or False) Cloud cover
Consumption in past years Wind

Humidity

Climate features were obtained from the Deutscher Wetterdienst (DWD) [20]. All
features are concatenated into a feature vector x and provided as input to an AutoML model
with a regression loss function that optimizes the mean-squared error of the predicted
yearly energy demand i and the measured yearly energy consumption y.

4.5. Modeling Seasonal Climate Changes

Comparing and aggregating yearly consumption values requires a correction for
climate variation. In warmer years, the energy consumption for heating is lower. If such
climate variations correlate with the installation of energy consumption optimization
technology, the resulting energy savings will be confounded by the climate variation.

4.5.1. Correcting for Seasonal Climate Changes

A well-established [20] technique to correct for such climate variation is to multiply
the measured yearly consumption by a climate correction factor. This factor grows linearly
with yearly average temperature. We used the climate correction factors of the Deutscher
Wetterdienst to correct for climate variations in the measured and predicted yearly con-
sumptions. For the years considered in this study, we list the climate correction factors in
Table 2.

4.5.2. Sampling Realistic Climate Characteristics for Forecasts

Using climate features as inputs to the AutoML models to predict energy demand
and energy savings in future years requires sampling climate features. In order to obtain
realistic estimates of the climate variation for predictions with the AutoML model, we
performed principal component analysis (PCA) on the climate features in Table 2 and
considered only the first principal component, which accounted for 80% of the variance in
the data. We sampled a linear space grid of values between —1 and 1 standard deviation of
the data along the first principal component and projected these synthesized data points
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to the original climate feature space to obtain realistic samples of climate variation for
forecasts of energy consumption and energy savings with the AutoML model.

5. Results

In the following, we compare the results of the two modeling approaches. Note that
all comparisons were conducted on climate-corrected consumption values, meaning each
yearly consumption was multiplied with its corresponding climate correction factor as
shown in Table 2. This ensured that errors in consumption predictions or energy saving
predictions were less confounded with climate variation.

5.1. Modeling Energy Consumption

Figure 3 shows a comparison of the true energy consumption of each building on the
x-axis and the energy consumption predicted by different models on the y-axis. Both values
are corrected for climate variations. Symbols on the black line indicate accurate energy
consumption prediction, symbols below the line indicate that the model underestimated the
consumption and symbols above the line indicate that the model overestimated the energy
consumption. Note that there are multiple data points for each building, corresponding
to different years. For our test data, we only considered years and buildings after the
installation of the weather-predictive heating control algorithm as an energy efficiency
measure in a leave-one-building-out cross-validation setting. This cross-validation setting
was chosen because it authentically reflects the real world setting in which we want to make
a prediction for one building for which we have historical data and some other buildings,
some of which were already retrofitted. Our results demonstrate that AutoML-based
methods achieve lower errors when predicting energy demand after the implementation of
energy efficiency measures. This is also reflected in the quantitative comparison in Table 4,
where, for each building category but also for the mean across all categories, the proposed
AutoML approach achieves significantly lower mean absolute errors when predicting
energy consumption patterns after energy efficiency measures.

BBSR-A BBSR-O AutoML
Mean Absolute Error 0.167

1
0.6

Mean Absolute Error 0.0996

X School
¢  Fire Dept.

Police . °
1.0- ¥ Culture .

1.2 -
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Energy Consumption (GWh/a) Energy Consumption (GWh/a)

Figure 3. Comparison of measured yearly energy consumption (x-axis) and the consumption pre-
dicted (y-axis) with the respective model described in Section 4.2 (left), Section 4.3 (middle) and
Section 4.4 (right). Symbols below the line indicate that the respective model underestimated the
consumption, symbols above the line indicate that the model overestimated the energy consumption.
AutoML-based predictions (right) achieve lower errors compared to the linear methods vpgsr-a (left)
and vgpsr-o (middle).
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Table 4. Comparison of mean absolute errors (in kWh) for building energy consumption after
retrofitting; lowest errors are indicated with bold-faced font. The AutoML approach achieves
significantly lower absolute errors in individual building categories as well as in the average across
all building categories.

MAE BBSR-A MAE BBSR-O MAE AutoML
School 156,697 150,102 71,109
Fire Dept. 156,521 122,545 106,553
Police 106,684 103,978 38,904
Culture 375,970 541,350 236,521
Mean 198,968 229,494 113,272

5.2. Modeling Energy Savings

Predicting energy demand accurately after the implementation of energy efficiency mea-
sures is a fundamental prerequisite for estimating energy consumption savings. Building on
the results in Section 5.1, we compared the accuracy of different methods when predicting
the energy demand savings after energy efficiency measures. To that end, we computed the
true/predicted energy savings per building by dividing the true/predicted consumption after
retrofitting the buildings by the measured consumption before retrofitting ypefore and transformed
this ratio (which is equivalent to the ECO factor in Equation (5)) to percent

true energy saving =100 - (1 — M) ®)
Ybefore

predicted energy saving =100 - (1 — m) )
Ybefore

In Table 5, we compare the overall prediction accuracy of the energy savings predicted
by different methods. Investigating the mean absolute errors (in % energy savings), we find
that simple linear methods (vpgsr-a, UBBsRr-0) result in substantially larger errors than the
proposed AutoML approach. The AutoML approach achieves a higher saving prediction
accuracy in each individual building category as well as across all categories. We also
examine the prediction difference in more detail in Figure 4. Comparing the energy saving
predictions for the best linear method BBSR-O and the AutoML approach, we find that
in most categories, the linear BBSR-O method results in a substantially larger error than
the AutoML method. Only for some buildings in the categories Fire Dept. and School, the
BBSR-O method achieved smaller errors, which, however, does not impact the overall
comparison of the methods.

Table 5. Comparison of mean absolute errors of saving predictions (in %) for each building category;
lowest errors are indicated with bold-faced font. In all categories as well as overall, the AutoML
approach achieves lower energy saving prediction errors.

BBSR-O BBSR-A AutoML
School 45 52 14
Fire Dept. 24 28 22
Police 30 32 12
Culture 108 70 29

Mean 41 40 19
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Figure 4. Comparison of absolute errors (in % of energy saving predictions for the BBSR-O model (x-
axis) and for the AutoML model (y-axis)). For most buildings, the linear BBSR-O model overestimates
the savings.

When interpreting these empirical results, it is important to keep in mind that not all energy
savings (or, more generally, all changes in the building energy consumption, not all buildings
exhibited a reduction in energy consumption) can be directly attributed to the new heating
control strategy as an energy efficiency measure. When the weather-predictive heating control
algorithm was implemented, it was usually accompanied by an overall check of the heating
system. This often leads to improvements or changes in the energy consumption that might
not necessarily be attributed to the specific energy efficiency measure but rather to heating
maintenance work. In our experiments, we excluded buildings for which the heating system
was not functioning properly according to the building management company.

5.3. Modeling Energy Consumption for Individual Buildings

With the methods developed in this study, we can make predictions for energy demand
of individual buildings after retrofitting buildings with energy efficiency measures. In
Figure 5, we show such a prediction for a building in the category Police Station as a function
of the mean heating period outside temperature, defined here as days with temperatures
lower than 18 °C. We show the linear predictions with the BBSR-O model as well as the
more flexible predictions with the AutoML approach for weather features simulated with
the method detailed in Section 4.5.2. Both models are able to predict the savings obtained
with the retrofitting measure, however, the AutoML approach extrapolates differently
compared to the linear BBSR-O approach: the AutoML approach is more conservative than
the linear modeling approach for temperatures outside of the range of the training data.
This could explain the better empirical performance of the AutoML approach compared to
the classical linear method.
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Figure 5. Climate-corrected consumption predictions for the best linear model vgpsr.0 (dashed
lines) and the ML-based approach (dotted lines) with and without the energy efficiency measure.
The ML-based approach captures the building-specific consumption patterns before and after the
retrofitting better than vppsr.o. Training data for this particular building, measured before the energy
efficiency measure, are indicated as yellow dots.

6. Conclusions

In this study, we developed methods to predict the energy demand of large public
buildings across a wide spectrum of building categories. We compared different methods
in a comprehensive empirical evaluation on a data set of yearly energy consumption in
over 100 buildings. The methods compared were selected and adapted to meet the needs of
policy makers and administrations working towards fulfilling our sustainability goals. The
methods investigated can be applied to arbitrary energy efficiency measures and require
almost no building data. This means that these methods can be used for scalable and
automated data-driven decisions on energy saving measures for public buildings. We
demonstrate that AutoML-based approaches achieve substantially higher accuracies when
modeling energy demand patterns after installation of energy efficiency measures in each
individual building category investigated, as well as across all categories. The methodology
used in our approach is readily applicable to other application scenarios beyond heating
energy: as the method learns from measurements available through smart meters without
requiring detailed knowledge about the building structure, it is straightforward to transfer
the methodology to, for instance, energy demand for lighting.
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