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Abstract: Sliding-mode control (SMC) is a robust technique used in power electronics (PE) for
controlling the behavior of power converters. This paper presents simulations and experimental
results of an optimal SMC strategy applied to Semi-Bridgeless Boost Converters (SBBC), which
includes Power Factor Correction (PFC). As the main contribution, the optimal coefficients of the
SMC strategy are obtained using two metaheuristic approaches, namely the Genetic Algorithm (GA)
and Particle Swarm Optimization (PSO). The main objective is to obtain the sliding coefficients that
ensure the best converter response in terms of the input current and output voltage, both during start-
up and under disturbances (including changes in load, source, and references). The fitness function
to be minimized includes two coefficients, namely the Integrative Absolute Error (IAE) and the
Integral Time Absolute Error (ITAE), for both the input current and output voltage. These coefficients
measure the converter’s effort to follow the control references. The IAE penalizes errors during
start-up, whereas the ITAE penalizes errors in the steady state. The tests carried out demonstrated
the effectiveness of the GA and PSO techniques in the optimization process; nonetheless, the GA
outperformed the PSO approach, providing sliding coefficients that allowed for a reduction in the
input current overshoot during start-up of up to 24.15% and a reduction in the setting time of the
output voltage of up to 99%. The experimental results were very similar when tuning with the GA
and PSO techniques; nevertheless, tuning with the GA technique produced a better response in the
face of disturbances compared to the PSO technique.

Keywords: genetic algorithm; non-linear control; particle swarm optimization; sliding mode control;
semi-bridgeless boost converter

1. Introduction

Sliding mode control (SMC) is a robust control strategy used in engineering to regulate
the behavior of dynamic systems. This non-linear control technique is commonly used
in power electronics (PE) devices due to its robustness and fast response in the face of
disturbances, as well as changes associated with the feeding source, load, operation point,
and equipment parameters [1,2]. The main advantage of SMC in comparison to the classical
Proportional-Integral (PI) control is its inherent ability to handle uncertainties, disturbances,
and nonlinearities in a more robust manner. Furthermore, the system is not limited to
a single operating point. This condition allows for a wide control range in AC system:s,
where the signals of the current and voltages feature positive and negative values in
the time function [3-9]. SMC research efforts are focused on DC/DC converters, where

Energies 2023, 16, 6282. https:/ /doi.org/10.3390/en16176282

https:/ /www.mdpi.com/journal/energies


https://doi.org/10.3390/en16176282
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/energies
https://www.mdpi.com
https://orcid.org/0000-0002-3794-0982
https://orcid.org/0000-0002-9134-8576
https://orcid.org/0000-0003-1407-5559
https://orcid.org/0000-0002-2369-6173
https://orcid.org/0000-0002-9207-866X
https://orcid.org/0000-0003-4767-1007
https://doi.org/10.3390/en16176282
https://www.mdpi.com/journal/energies
https://www.mdpi.com/article/10.3390/en16176282?type=check_update&version=1

Energies 2023, 16, 6282

2 of 24

references and signals are constant over time, or AC systems that are linearized around
an operating point. This facilitates SMC design, since sliding coefficients can be found for
these operating points [10-14]. Nonetheless, there is no clear methodology for finding the
sliding coefficients in an AC system while considering the time variation of signals from its
differential model.

Control design and tuning are aspects directly related to the efficiency of PE devices.
Controllers are designed to provide a fast response with minimum overshoot, together with
the ability to reject disturbances (robustness) [15-18]. In this context, choosing appropriate
control and tuning methods enhances device performance, reduces implementation costs,
and allows for the downsizing of components such as filters [19-22]. Finding the optimal
tuning (regardless of the selected control) poses challenges for control engineers when
it is necessary to control several variables under various conditions. In this context, the
optimization of control tuning can be accomplished by employing metaheuristic techniques.

Metaheuristic techniques are computational problem-solving approaches usually
inspired by natural processes, such as evolution, swarm behavior, and physical phenomena,
that offer robust solutions to optimization challenges. Unlike traditional algorithms, a
metaheuristic approach explores the solution space more broadly by employing iterative,
heuristic-based strategies [23]. Genetic Algorithms (GAs) and Particle Swarm Optimization
(PSO) are two widely explored metaheuristic approaches. GAs are evolutionary search
techniques that use adaptability based on biological systems to optimize a given objective
function subject to a set of constraints. They start with a randomly generated population
that must pass through phases of selection, crossover, and mutation, in order to find new
solutions of better quality [24,25]. GAs have been used for tuning non-linear controllers
at their optimal operating points, as indicated in [26-29]. On the other hand, PSO is a
metaheuristic approach inspired by the behavior of swarms of insects, flocks of birds, and
schools of fish. Within PSO, every candidate solution is represented by a particle that
must update its position and velocity in every iteration of the search [30-32]. PSO has
also been applied to solve power electronic problems. In [33], the authors implemented a
PSO approach to compute the best parameters of a resonant controller that was used to
accurately inject compensation waveforms in a power quality application. In [34], PSO was
used for the design of power electronic circuits, and the authors of [35] used PSO to improve
the dynamic response and power quality of a distributed static synchronous compensator.

In PE converters, the control parameters are usually found by considering the device
under a black box model in order to minimize a fitness function with decision variables
such as voltages and currents [36,37]. In these applications, the main objective is to follow
the references as accurately as possible, regardless of ripple, start-up, disturbances, or
unexpected changes in equipment operation [38].

This paper uses a Semi-Bridgeless Boost Converter (SBBC) with clamped diodes as
a controlled rectifier, with DC voltage control and Power Factor Correction (PFC) [39,40].
This PE device is composed of two boost converters operating independently in each
half-cycle of the electrical grid. These converters are symmetrical; consequently, the control
signal to actuate their switches can be the same. Additionally, their topology may have
other functions to improve energy quality in accordance with international standards IEC
61.000-3-2 [41] and TEEE 519 [42], such as (1) a reduction in the total harmonic distortion
in the converter’s input current (THDi) [43] and (2) real PFC [44]. These functions can be
included in the control design in order to reduce the filtering process during converter
implementation [45]. The optimization process is carried out through co-simulation in
OpenModelica-Python. In this case, the SBBC and its corresponding control are imple-
mented in OpenModelica, while the optimization algorithm is implemented in Python. The
Python interface was developed to capture and manipulate the variables of the converter’s
circuit provided by OpenModelica. The main motivation of this paper is to expand on
the research works presented in [39,46,47]. In [39], the SBBC mathematical model was
explained, showing in detail each converter’s operational mode. Furthermore, a PI con-
trol was designed and implemented for the converter’s input current and output voltage.
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This system has a cascade control with an external loop to guarantee a stable DC output
voltage and an internal loop to ensure that both PFC and THDi in the input AC current
comply with international standards. In [46], a hybrid SMC-PI control was implemented
in order to improve the PI control’s performance. In the first stage, the PI internal loop
for the current was changed using SMC; in the second stage, an adaptive hysteresis band
was implemented instead of the PWM modulator. These changes increased the system’s
robustness and speed while improving energy quality due to the reduction in the THDi.
In [47], SMC was implemented in the SBBC, and its design was depicted step by step.
Additionally, a comparison between PI, hybrid PI-SMC, and SMC was conducted in order
to determine the controller with the best behavior. The results demonstrated that SMC had
the best control with great robustness during start-up, less overshoot, high PFC, low THD;,
faster stabilization time, and good performance in the face of disturbances and changes in
the converter’s parameters. Basically, these research works focused on designing, compar-
ing, and implementing control strategies to improve the dynamic behavior of the SBBC.
Nonetheless, the aforementioned papers featured a limitation in common: the parameters
of the PI control and sliding coefficients for SMC were found through empirical tuning
instead of an optimization technique. In [47], the performance of the SBBC was improved
with non-linear control (SMC); however, the optimal tuning for this control was not studied
or implemented. The main purpose of this paper is, therefore, to fill this gap.

This work optimizes the control strategy of the SBBC presented in [47] where the
authors demonstrated that the converter’s switches can operate directly with SMC and
AHB without any other modulation technique. The main contribution of this work is
twofold: implementation and comparison of two metaheuristic techniques, namely GA
and PSO, to find the SMC optimal tuning for the SBBC, including the validation with
experimental results. It is worth mentioning that this implementation, to the best of the
authors” knowledge, has not been reported in the specialized literature before. The main
efforts and studies about this issue focus on the implementation of metaheuristics for tuning
PI and SMC-PI controllers for PE devices with AC signals [35,48-50]. Nevertheless, the
timeline reported in [39,46,47], along with this paper, present an SMC with fixed switching
frequency as a better option than PI to control AC power electronic devices. The fitness
function associated with the metaheuristic approaches was designed with two performance
indexes: the Integral of Absolute Error (IAE), and the Integral of Time multiplied Absolute
Error (ITAE), considering the sliding coefficients as decision variables.

This paper is organized as follows: Section 2 describes the SBBC modeling, Section 3
presents the optimization problem and describes the metaheuristics selected for its solution.
Section 4 explains the results and analyses of the SBBC and its control in OpenModelica
with the GA and PSO implemented in Python. Section 5 presents the SBBC operation with
the optimized control with experimental results. Finally, Section 6 offers the conclusions of
the paper.

2. Semi-Bridgeless Boost Converter with Clamped Diodes

The topology to optimize is an SBBC with clamped diodes, which is composed of
two Boost converters, as indicated in Figure 1. The main function of the SBBC is to act
as a controlled rectifier to feed a load (R), ensuring a regulated DC output voltage while
guaranteeing PFC at the AC side. The SBBC is fed by an AC source (vs). The first Boost
converter operates in the positive half-cycle and is formed by an inductor (L), two diodes
(Dq) and (Dy), a switch (Q1), and a capacitor (C). The second one operates in the negative
half-cycle and consists of an inductor (L), two diodes (D7) and (Ds3), a switch (Q7), and a
capacitor C.

Figure 2 illustrates the first two operating modes of the converter for the positive
half-cycle. Figure 2a exhibits the operating mode 1 when switch Q; is closed. In this case,
the input voltage (v) is positive while Q is closed and D; is directly polarized. The input
current (i;) increases exponentially, storing energy in the inductor L. Simultaneously, C
supplies power to the load (R), reducing the output voltage (v.). Figure 2b depicts the



Energies 2023, 16, 6282 4 of 24

second operation mode. In this case, v, is positive and Q; and Q, are open; moreover, D;
and Dy are directly polarized. vs and the voltage induced in L; are added, and supply
power to R and C. v, increases exponentially, incrementing i.; simultaneously, 75 is reduced.
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Figure 1. Semi-Bridgeless Boost Converter topology.
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Figure 2. Operating modes for the positive half-cycle. (a) Mode 1: Q; closed; (b) mode 2: Q; open.

Figure 3 shows the two operating modes of the converter for the negative half-cycle.
Figure 3a depicts operating mode 3. In this case, vs is negative and Q5 is closed. Addition-
ally, Q2 and D3 are directly polarized, and store energy in L. Simultaneously, C supplies
power to R, reducing v.. In operating mode 4 (Figure 3b), vs is negative and Q; and Q;
are open. Furthermore, D, and Dj3 are directly polarized. In this case, vs and the voltage
induced in L, are added, supplying power to R and C.

Equations (1) and (2) describe the SBBC output voltage (v,) and input current (is),
respectively. The control variable (1) is the input signal to operate the power switches Q;
and Q. Specific details in regard to SBBC modeling, deduction, and operation modes can

be found in [39].
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Figure 3. Operating modes for the negative half-cycle. (a) Mode 3: Q; closed; (b) mode 4: Q; open.

The Adaptive Hysteresis Band (AH B) is given by Equation (3), where f5, is the desired
switching frequency and |vs| = Vyp|sin(wt)| is the rectified input voltage with Vyyp as its
amplitude. The rectification is considered because the SBBC has two converters, one for each
half-cycle. The AHB sets the operating boundaries such as the bandwidth for the sliding
surface. This band improves the energy quality. It reduces the zero crossing distortion of
is, which causes issues in THDi in AC power electronic controllers. Detailed information
on the design, mathematical modeling, and implementation of AHB (Equation (3)) in the
SBBC and AC power converters is elaborated on in [46].

[95] (v — [o5])

AHB =
2L fswvo

®)

The sliding surface (S) used to control the SBBC is given by Equation (4), where a1, a
and w3 are the sliding coefficients. In this case, the first term (S1) equates the normalized
error of the output voltage that also allows to avoiding the non-minimum phase condition
of boost converter topologies; S; is used to control v, without using a cascade control that
increases the system response speed. The second term (Sy) is the error of the input current
used for PFC. The last term (S3) is the integral of S, responsible of increasing the control
robustness of the first overshoot in is during start-up. The sliding surface must comply with
three conditions (transversality, existence, and equivalent control) based on the Lyapunov
stability theorem to ensure control and system stability with the SMC. Detailed explanations
and stability demonstrations of this sliding surface, given by Equation (4), as well as the
SMC implementation, can be consulted in [47].

S = —0 < To — ]_) — az(is — iref) - KS/(iS - lref)dt (4)

Vie f ——

Sz
S1 53

The SBBC parameters used in this paper are presented in Table 1. The objective is to
find the sliding coefficients for S where the controller has the best performance. Although
the switching frequency may be high for this application it was selected for illustrative
purposes based on previous works developed by the authors [47].

Table 1. Specifications of the SBBC

Parameter Value
Grid voltage (vs) 12 Vrms, 60 Hz
DC bus capacitor (C) 2200 uF
DC bus voltage (V;) 30V
Inductors (L1 = Ly = L) 22mH
Switching frequency (fsw) 40 kHz

Load (R) 110 O
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3. Optimization Process

This section describes the optimization model and the two metaheuristic techniques
implemented for its solution.

3.1. Fitness Function and Constraints

The fitness function (labeled as f f) is proposed by adding the performance indexes
IAE and ITAE for voltage and current, as shown in Equation (5) [51,52]. IAE penalizes
errors in the start-up, while ITAE penalizes errors in the steady state. The Fitness Function
(ff) is made of four terms, where W; and W, (with W; + W, = 1) are the weights associated
with the input current (f f;) and output voltage (f f»), respectively. The minimization of f f
improves the converter performance as follows: (1) it reduces the overshoot of the input
current in the start-up, (2) the stabilization time is reduced for both input current and
output voltage in the start-up and in face of disturbances or changes, and (3) it lowers
the stabilization time for both input current and output voltage, despite changes in the
operation point.

ff= Min {W(IAE; + ITAE;) + W,(IAE, + ITAE,)} (5)
ffi ff

Equation (6) defines ff; as the sum of the IAE and ITAE for the input current as
IAE; and ITAE;, respectively. Each index is represented by its discrete form, since the
optimization process is performed with a data series (vectors) captured by Python from
OpenModelica. The integral of the absolute value is calculated in using the trapezoidal
method with the present error (¢;(k)) at instant k, and the previous error (¢;(k — 1)) at instant
k —1, being M the total of partitions and T the time delta. Each error is calculated with
the measured and reference currents e; (k) = iyeq(k) — irer (k) (at instant k) and e;(k — 1) =
imed(k —1) —i,op(k — 1) (at instant k — 1). The errors are calculated in the same way for IAE
and ITAE. Nevertheless, the error in ITAE is multiplied by the time instant k. This means
that, for longer periods, ITAE is more predominant than IAE.

Equation (7) defines f f;, as the sum of the IAE and ITAE for the output voltage as [AE,
and ITAE,, respectively. In this case, the error calculations are similar to the one already
described for the input current. The present error is defined as ey (k) = Ve (k) — vrer (k),
while the previous error is ey (k — 1) = Vyeq(k — 1) — vper(k — 1).

M (k) +ei(k—1 M (k) +ei(k—1
o I;Oeu k=), +k;)keu k=Y, ©
IAE; ITAE; i
M \ey(k) +ep(k—1 M ey (k) +ep(k —1
IAE, ITAE,

According to [47], the fitness function is subject to the constraints given by Equa-
tions (8) and (9), these are evaluated with the values provided in Table 1. The constraints (8)
and (9) ensure the stability of the controller in accordance with Lyapunov stability criteria.

2wCV?2
BT 8 561 ®)
X Vs xo

ag >0 (9)
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All simulations were executed using an OpenModelica-Python interface, which allows
reading and modifying data in OpenModelica through Python. The optimization process
features six main steps: first, the function changes the sliding coefficients (decision variables)
according to the metaheuristic criteria; second, it runs the simulation in OpenModelica;
third, the variables of time, input current, output voltage, reference current and reference
voltage are captured from the simulation; fourth, the performance indexes IAE; and ITAE;
for the current are calculated; fifth, indexes IAE, and ITAE, for the output voltage are
calculated; and finally, in the sixth step, the f f is computed in accordance with Equation (5).

3.2. Genetic Algorithm

Genetic Algorithms are techniques used to solve search and optimization problems
inspired by the theory of evolution. These techniques have been widely used in control
design and tuning [28,29,49]. Figure 4 shows the flowchart of the implemented GA. The
main steps are described below.

Generate initial
population: Evaluate in fithess
Random sliding function
coefficients

Max
iterations?

7

Selection

Best sliding
coefficients

A 4

Crossover

Y
New poputaltion: )
Sliding coefficients }(; Mutation

Figure 4. Flowchart of the implemented GA.

An individual or candidate solution to the problem is defined as a vector with the
values [a1, ap, a3]. In the first step, the initial population is created using random values of
these coefficients, considering the constraints indicated by Equations (8) and (9).

Then, the fitness function of each candidate solution is calculated, as indicated in
Equation (5). The set of sliding coefficients that give the best results when the fitness
function is evaluated; those that present the lowest error between the reference and the
measured values after the simulation constitute the best candidate solutions, and could be
selected to create new solution candidates.

In the selection step, the best candidate solution is chosen from a subset of randomly
selected individuals from the current population (tournament selection). Every pair of
winners of the tournament (parents) create two new solutions (offspring) through the
crossover stage. The crossover or recombination stage is a binary operation in which two
candidate solutions interchange information to create new individuals. In this step, the
constraints given by Equations (8) and (9) are also considered.

The mutation step allows the GA to eventually escape from local optimal solutions,
while the crossover or recombination stage gives intensification to the search process, the
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mutation stage oversees diversification. In this case, the value of a sliding coefficient of the
new candidate solution is randomly modified within its limits.

After the mutation step takes place, a new population of individuals is created. The
new individuals (updated sliding coefficients) are changed in the circuit to repeat the
simulation and obtain the measured new signals and a new iteration of the GA is started.

3.3. Particle Swarm Optimization

The codification of candidate solutions used in the PSO algorithm is the same one
implemented for the GA. In this work, each particle in the population, which corresponds
to a candidate solution, is defined by the vector of decision variables x; = [a1, a3, #3]. The
flowchart of the implemented PSO is illustrated in Figure 5.

Generate initial
particles: Evaluate fitness
Random sliding function
coefficients

Yes

Max
iterations?

Best sliding
coefficients

No

New particles: Update velocity and
Sliding coefficients position

Figure 5. Flowchart of the implemented PSO.

The algorithm starts with a random generation of particles that are located within the
search space. These particles must comply with the constraints given by Equations (8) and (9).
Four characteristics are associated with each particle: a position representing a certain
combination of values of the variables, the value of the objective function at the position
where the particle is located, a velocity indicating how and where the particle is moving,
and a record of the best position the particle has been to.

In every iteration, all particles must update their position and velocity using the
expressions indicated in Equations (10) and (11) [53,54].

Ui(t + 1) = w(t)vi(t) + 1 [xpBesti - xi(t)] =+ carp [xpBest - xi(t)} (10)

xi(t+1) :xi(t)+vi(t+1) (11)

where t indicates the number of the current iteration, w(t) is the inertia weight, v; is the
velocity vector of the i-th particle, x; is the position vector of the i-th particle, x¢pes; is the
vector corresponding to the best historical position of the whole swarm, and xp,s, is the
vector equivalent to the best historical position of the ith particle. Finally, c; and c; are the
personal and global learning coefficients, respectively.

4. Simulation and Optimization Results

This section presents the simulation and optimization processes along with the analy-
ses of the main results. For both optimization techniques, the tuning of parameters was
reached by trial and error. A population of 25 individuals was used for the GA, with
crossover and mutation rates of 0.85 and 0.15, respectively. In regard to PSO, a population
of 25 particles was used with an inertia weight of 1.0 and with global and personal learning
coefficients of c; = 1.5and ¢; = 2.
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4.1. Circuit and Control Implementation in OpenModelica

Figure 6 shows the SBBC circuit to simulate in OpenModelica with the values from
Table 1, according to the topology depicted in Figure 1. The total time of the simulation was
0.25 s; switches Q1 and Q2 are commutated by a control signal U.Q. The reference voltage
is increased by 5% at 0.14 s and the load R = 110 Q) is modified at 0.22 s by connecting a
resistance in parallel with the same value. The measures lin_T2 (input current) and Vo_T2
(output voltage), together with their respective reference signals, are the data exported to
Python to compute the Fitness Function.

(J booleanStepl
[m; - L
_ | A
N N

0225 1
Tin_T2 = Ll

switchl

L=2.200000000000001 mH
L] L]
L2

R
Load
R=

Rdisturbance

ot
DWUIA
) %
£€a
| |
E r
:
1
110 Q
| |
L |
110 &

B 1
control

Figure 6. Semi-Bridgeless Boost Converter in OpenModelica simulator.

Figure 7 depicts the sliding surface where components S, Sy and S3 are calculated in
agreement with Equation (4). In this case, blocks alphal, alpha2 and alpha3 indicate the
sliding coefficients (x; = 1, ap = 1 and a3 = 1); these are the decision variables that are
imported and then exported when modified for each iteration of the metaheuristics coded
in Python. In this case, the sliding coefficients are selected to evaluate and compare the
sliding surface without modification with results after optimization.

realExpression3 division1

ul/u2 Sivoltage

N 1 SivotageAphal
VoutRef .
* S
= @ 1
constantl .
aphat alpha2 +
startTime=0.11 s | S2currentAlpha2 1

abha3

k=1

k=15

S3currentErrorAlpha

reaExpression division

Vo_T2.v F > ul/u2 TinAmp
—p product IinRef i j
VinAmp B k=1
X% \/ S2current S3currentifor
B of

—J realExpressiont
2=Toad.i
sine 4
k=17 IinAbs =
realExpression2 \ / Resetlnteger
il

freqHz=60 Hz

16666666 ms

Figure 7. Sliding surface (S = S; + Sy + S3) in OpenModelica simulator.

Figure 8 shows the adaptive hysteresis band in OpenModelica, according to
Equation (3). This band is built with measured signals and SBBC parameters.
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realExpression4 addl

VoutRefy 1 productl

BandAdaptative

abs + P
realExpression5 a1 E — P ul/u2
AR E=EN el

constant2

product2

product3

—
E P productd
A

k=2

realExpression6 constant3 “®7

LLL [>

k=40e3

Figure 8. Adaptive hysteresis band in OpenModelica simulator.

Finally, the control signal is obtained by comparing the sliding surface with the
adaptive hysteresis band, as indicated in Figure 9. This control has frequency limitation
and operates the switches without any Pulse Width Modulation (PWM).

greater

realExpression? v

(it
realExpression8 > R Q!
BandAdaptativ product5 greaterl

constant4

— >
1 ; T
k=-1

Figure 9. Controller in OpenModelica simulator.

4.2. Simulation Results without Optimization

Simulation results without optimization of the input current and its reference are
shown in Figure 10. The input current presents an overshoot that reaches a maximum
value of 11.18 Amperes in the start-up and stabilizes at 0.008 s. The zoom in the figure
shows the time window (from 0.14 s up to 0.22 s) when both disturbances appear (there
is an increment in the output voltage reference and the load is doubled). The change in
voltage reference increases the input current amplitude (without overshoot) reaching its
reference at 0.15 s. The load change only causes an instantaneous change in the amplitude
of the current (without overshoot) and the reference is followed satisfactorily.

Simulation results without optimization of the output voltage and its reference are
shown in Figure 11. Note that the output voltage does not present any overshoot in the
start-up and stabilizes at 0.043 s. The zoom in Figure 11 indicates the time window from
0.14 s to 0.22 s (the same conditions were analyzed in the input current). The new voltage
reference is reached at 0.172 s (without undershoot or overshoot); the system does not
exhibit non-minimum behavior, and the load change increases the ripple.
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Figure 10. Simulation results in OpenModelica without optimization (input current).
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Figure 11. Simulation results in OpenModelica without optimization (output voltage).

4.3. Genetic Algorithm Implementation Results

Figure 12 depicts the convergence of the GA. In this case, weights W; = 0.85 and
Wy = 0.15 were selected to give more weight to the current because of its greater overshoot
during start-up (see Figure 10). Note that the Fitness Function rapidly decreases and
reaches convergence in about 14 iterations (from 4.831 to 3.764). In this case, the sliding
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coefficients in the best operation point for the SBBC (best solution found) are a1 = 10.65,
ap = 1.5and ag = 12.7.
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Figure 12. Convergence of the implemented GA.

Figure 13 illustrates the evolution of the performance indexes corresponding to the
input current in each GA iteration. Figure 13a shows I AE;, while Figure 13b depicts ITAE;.
It is observed in Figure 13a that there is an important reduction in the I AE; that starts at
3362 and ends at 3141 when the GA converges. Similarly, the ITAE; presents initial and
final values of 117.6 and 108.5, respectively, as exhibited in Figure 13b. It is worth noting
that the indexes are not at their minimum value when the GA converges. However, the
fitness function is at its minimum value (Figure 13b) finding the balance between current
and voltage.

118

116

114

ITAE;

11z

110

108

10

5 2 5 0 ) 10 15 0 P

lterations Iterations

(@) (b)

Figure 13. Results of the input current performance indexes in each GA iteration. (a) Input current:
IAE; vs. iterations; (b) input current: ITAE; vs. iterations.

Figure 14 presents the simulation results with and without optimization for the input
current (Figure 14a) and its absolute error (AE;) (Figure 14b) with its evolution over
time. As seen in Figure 14a, the initial overshoot of the current is reduced from 11.18 to
8.48 Amperes. Furthermore, the zoom in this figure shows a reduction in the transitory
when the voltage reference is changed, and a similar response is obtained when the load is
doubled. Figure 14b shows a reduction in the absolute error in the start-up and the zoom
also evidences an important reduction in the error in the face of disturbances.
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Figure 14. Optimization results of the input current. (a) Input current before and after optimization;
(b) current absolute error before and after optimization.

Figure 15 illustrates the performance indexes of the output voltage in each GA iteration.
Figure 15a shows IAE,, while ITAE, is depicted in Figure 15b. A reduction in IAE, from
16,222 up to 8121 is observed in Figure 15a. The ITAE, also presents a significant reduction,
starting at 511 and reaching 264, as indicated in Figure 15b.
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Figure 15. Results of the output voltage performance indexes in each GA iteration. (a) Output voltage:
IAE, vs. iterations; (b) output voltage: ITAE, vs. iterations.

Figure 16 presents the simulation results with and without optimization of the output
voltage (Figure 16a) and its absolute error (IAE;) (Figure 16b) with its evolution over time.
As seen in Figure 16a, there is an important reduction in the stabilization time, passing
from 0.43 s to 0.0042 s with a small overshoot (2.6%). The zoom also evidences the same

time to reach the new voltage reference. Figure 16b shows a reduction in the absolute error
in start-up and disturbances.
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Figure 16. Optimization results of the output voltage. (a) Output voltage before and after optimiza-
tion; (b) voltage absolute error before and after optimization.

4.4. Particle Swarm Optimization Results

Figure 17 depicts the convergence of the PSO. In this case, weights W; = 0.8 and
W, = 0.2 were selected to prioritize the current, as it presents a great overshoot during
start-up. These weights are different from the ones used with the GA because for the same
weights, the PSO reduced the current overshoot up to 60%, but the voltage did not reach
the reference, i.e., the two objectives (for voltage and current) were not met at the same time.
As shown in Figure 17, the Fitness Function reaches convergence in about 15 iterations
starting at 4.500 and reaching 4.400. In this case, the convergence took more iterations
compared to the GA. The sliding coefficients in the best operation point for the SBBC are
N = 1321, Ny = 1.24 and N3 = 5.34.

4500

4480

Fitness function

4420

D 5 1 5 0 =
lterations

Figure 17. Convergence of the implemented PSO.

The evolution of the performance indexes corresponding to the input current in each
PSO iteration is illustrated in Figure 18. Figure 18a shows I AE;, while Figure 18b depicts
ITAE;. As observed in Figure 18a, IAE; starts at 3294 and is reduced up to 3235 when the
PSO converges. Likewise, ITAE; passes from 113.9 up to 109.1, as illustrated in Figure 18b.
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Figure 18. Results of the input current performance indexes in each PSO iteration. (a) Input current:
IAE; vs. iterations; (b) input current: ITAE; vs. iterations.

Figure 19 presents the simulation results with and without optimization for the input
current (Figure 19a) and its absolute error (AE;) (Figure 19b), along with its evolution
over time. As seen in Figure 19a, the initial overshoot of the current is reduced from 11.18
to 9.5 Amperes. The zoom in this figure shows a reduction in the transitory when the
voltage reference is changed, and a similar response is obtained when the load is doubled.
Figure 19b shows a reduction in the absolute error in the start-up, and the zoom also
evidences a reduction in the error in the face of disturbances.

— Without optimization —— Optimized = Without optimization —— Optimized

Input current (A)
Absolute error (A)
wn

0.00 0.65 0.‘10 0.15 D.IZD D.éS
time (s)
(a) (b)
Figure 19. Optimization results of the input current (PSO). (a) Input current before and after opti-
mization; (b) current absolute error before and after optimization.

Figure 20 presents the performance indexes of the output voltage in each PSO iteration.
Figure 20a shows I AE, while ITAE, is depicted in Figure 20b. As observed in Figure 20a,
there is a reduction in IAE, from 8560 up to 8327. The ITAE, also reflects a reduction from
295.4 to 287.5, as illustrated in Figure 20b.

Figure 21 presents the simulation results with and without optimization of the output
voltage (Figure 21a) and its absolute error (IAE,) (Figure 21b) with its evolution over
time. As seen in Figure 21a, the stabilization time is approximately the same, while the
voltage continues without overshoot. The zoom also evidences that the behavior despite
disturbances does not change. Figure 21b shows a reduction in the absolute error only in
start-up.
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Figure 20. Results of the output voltage performance indexes in each PSO iteration. (a) Output
voltage: IAE, vs. iterations; (b) output voltage: ITAE, vs. iterations.
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Figure 21. Optimization results of the output voltage (PSO). (a) Output voltage before and after
optimization; (b) voltage absolute error before and after optimization.

4.5. Simulation and Optimization Results: Comparison and Summary

The results evidenced that the optimization objectives were achieved with a reduction in
the current overshoot and the stabilization of the output voltage in the start-up for both GA
and PSO. Furthermore, the controller response was improved in the face of disturbances. In
this case, load and reference changes. A summary of the most relevant results is provided in
Table 2. The optimization results are compared with the values before optimization (original
system). The two columns on the right show the percentage reduction for all analyzed and
optimized variables: (1) For the input current, there is a 24.15% reduction in the over-peak
with GA and 15% with PSO. I AE; was reduced 6.6% with GA and 3.8% with PSO. ITAE;
was reduced by 7.7% with GA and by 7.2% with PSO; (2) For the output voltage, there was a
reduction in the stabilization time of 99% with GA and 0% with PSO. IAE, was reduced by
50% with GA and by 48.1% with PSO. ITAE, was reduced by 48.3% with GA and by 44%
with PSO. Note that the highest percentage reduction for all variables under analysis was
achieved with the GA outperforming the PSO for the SBBC analyzed in this work.
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Table 2. Summary of optimization results.
Variable Result Without Optimization Optimization Reduction Reduction
Optimization with GA with PSO with GA (%) with PSO (%)
overshoot 11.18 8.48 9.5 24.15 15
Input current TAE; 3362 3141 3235 6.6 3.8
ITAE; 117.6 108.5 109.1 7.7 7.2
Time (s) 0.43 0.0042 0.43 99 0
Output voltage IAE, 16,222 8121 8327 50 48.1
ITAE, 511 264 287.5 48.3 44
Fitness function 4.831 3764 4400 22 9

5. Experimental Results

The validation of the optimization for control tuning is conducted using the SBBC
device presented in Figure 22, and its features are listed in Table 3. This power electronics
device was developed by the research group GIMEL at Universidad de Antioquia. A
summary of the main Printed Circuit Boards (PCBs) of the SBBC is described below:

Feeding sources

PCB: voltage
measurement PCB: current

measurement

Electrical
protections

PCB: solid state
power switches

Figure 22. SBBC used for the validation of control and optimization.

Table 3. Features of the SBBC

Parameter Value
Grid voltage (vs) 12 Vrms, 60 Hz
DC bus capacitor (C) 2.200 pF
DC bus voltage (V;) 40V
Inductors (L1 = L, = L) 2.3 mH
Switching frequency (fsw) 40 kHz

Load (R) 108 O
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5.1. PCB: Micro-Controller

The PCB for Digital Signal Processing (DSP) and control was developed using a
real-time micro-controller IC, the 32-Bit Single-Core TMS320F28335PGFA from Texas In-
struments. The PCB was designed with inputs for voltage and current measurements, a
port for serial communication, outputs to actuate relays, and power solid-state switches.
Additionally, this micro-controller has libraries that focus on renewable energies and power
electronics applications. The algorithm employed to implement Sliding Mode Control
(SMC) with Active Harmonic Compensation (AHB) is depicted in Figure 23. The key steps
of this algorithm are outlined below: (1) Measure currents and voltages. (2) Utilize the
Phase-Locked Loop (PLL) to synchronize the system with the AC power supply. (3) Cal-
culate the Sliding Surface and Adaptive Band utilizing the measurements from step 1
along with reference values. (4) Compare the values of the Sliding Surface and Adaptive
Band. This comparison employs auxiliary variables: Rflip and Sflip (inputs), and Qflip and
Qnflip (outputs). This arrangement emulates a RS flip-flop in accordance with Figure 9.
(5) Control signals for both switches (IGBT1 and IGBT2) are activated to close the switches
or deactivated to open them. Throughout this process, the sliding surface remains within
the adaptive band.

Measure
current and voltage

PLL and grid
synchronisation

v

Calculations:
Sliding surface (S=Sgate)
Adaptive hystersis band (AHB)

yes A No
S>AHB

yes @ No

Qflip=0 Qflip=1
Qnflip=1 Qnflip=0
[ I
yes ‘ No
IGBT1=on IGBT 1=off
IGBT2=on IGBT2=0ff

Figure 23. Control algorithm.

5.2. PCB: Measurement of Voltages and Currents

The PCB for current measurement has sensors ACS714, is fed with 5 Vdc, and can
measure up to 10 Arms per channel. The PCB for voltage measurement has sensors
AMC1200 and is fed by 5 Vdc and can measure up to 100 Vpeak per channel.
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5.3. PCB: Solid State Power Switches

This board has a power module IRAM136-3063 (30 A, 600 V) as the main component
composed of six Insulated-Gate Bipolar Transistors (IGBTs), with diode blocking voltage
and integrated gate drivers. This PCB is fed by 15 Vdc.

5.4. First Test: Control without Optimization

Figure 24 presents the experimental results with a; = ap = a3 = 1 without optimiza-
tion. The measurements were taken with a digital oscilloscope ROHDE & SCHWARZ
RTH1004. The DC bus voltage (red) is 31.34 V, with the reference voltage being 30 V. The
input current (green) is in phase with the input voltage (yellow), validating the PFC without
optimization. However, in some cases, the current in negative half-cycles is not completely
sinewave, with a value of 1.152 Arms.

: - 2023-04-20
an 31_34¥ 1 s 1'152, p 2ms/ /EE Auto 2042

Mean =

Grid voltage Input current

& 107

Figure 24. Experimental results: SMC with a; = ap = a3 = 1.

Figure 25 presents the control behavior in the face of disturbances. Figure 25a shows
the response when the load is doubled; a resistance with the same values is connected in
parallel. The voltage amplitude is reduced to 31.71 V, and the current increases to 2.45 Arms.
Figure 25b illustrates the response when the reference voltage is changed from 30 V to 32 V.
The output voltage stabilizes at 33.73 V with a stabilization time t = 1.2 s (slow response),
with the reference set at 30 V. Basically, the control stabilizes and ensures PFC. However,
the references are not correctly followed.

rms= 1205 v ) 0ms/ /A sngl  Stop 3 Rvs= 1213 v _ W00ms) /- sngl Stop
Men: 3120 v @ Rust 2.200 . vene 3336 v @ mwss 1323 4

W

3tAvdc “t=1.2ms 3.\1.6\/1]:: / A
31.4vdc t=1.2s 33.6Vdc

1.152Arms t=0.8533ms

N RIS SO T

R R s

&l 10 7 o Bl 107 o] 24 S5 ol <>
(a) (b)

Figure 25. Validation of adequate control behavior: (a) load change, (b) reference voltage change.
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5.5. Second Test: Load Change with Optimization

Figure 26 presents the experimental results when the load is doubled with the sliding
coefficients found with GA (Figure 26a) and PSO (Figure 26b) techniques. The output
voltage presents an increase in the oscillations when the load is doubled for both cases.
Nevertheless, the mean value according to the reference (30 V) is correctly followed in
both cases, in contrast to results without optimization (Figure 25a); the voltage has a slight
undershot only in the transient for PSO technique. Both GA and PSO techniques present
an instantaneous response for the input current change.

1207 v B jms= 2021 A 0ms/ /B sngl  Stop
30.07 v M’ean= 110.7 mv

T

1208 v = gms= 1989 A 20msy /7 sngl  Stop
30.01 v Mgan= 142.4 mv

T

51Arms 1=0.104ms Arms t=0.111ms 2(31Arms

Bl 107 B2

(b)

Figure 26. Validation of adequate control behavior in the face of load change with optimization.
(a) Load change with GA: a1 = 10.65, ap = 1.5, a3 = 12.7; (b) Load change with PSO: a; = 13.21,
ay =124, a3 = 5.34.

5.6. Third Test: Reference Change

Figure 27 presents the experimental results when the reference voltage is changed from
30 V to 32 V with the sliding coefficients found with GA (Figure 27a) and PSO (Figure 27b)
techniques. The output voltage presents the same behavior when the reference is changed.
Nevertheless, PSO presents a slight peak (6.5%) in current, greater than the one from the
GA (without peak), while the current with PSO reaches the nominal value two cycles later.
Therefore, tuning with a GA has a better response than the one with a PSO.

RMs= 1212 v B gms: 1209 A omg /KN sngl  Stop i
Mean *= 31.14 v Mean = 3.320 mv

P i il

‘t=104ms 32.14vdc

Rvs= 1212 v B gws= 1206 A 20ms/ 7 IE Sngl  Stop
Mean = 3112 v Mean *= 192.2 mv

P kil

30.09vdc 29.98vdc £137.3ms 32.07vde

t=0.04ms

[ 1 i a A A

Bl 1070 27 57 o[

(b)

Figure 27. Validation of adequate control behavior in the face of reference voltage change. (a) Refer-
ence change with GA: a1 = 10.65, a; = 1.5, a3 = 12.7; (b) reference change with PSO: ay = 13.21,
Ny = 1.24, N3 = 5.34.
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5.7. Detailed Data and Result Analysis

Table 4 presents the detailed data of experimental results. The first column exhibits
the disturbance type (current in the second row and voltage in the third row). In this
case, “time” corresponds to the stabilization time after disturbances. Results for the current
present its RMS value and ripple before and after disturbances, with load doubled in
this case. Results for the voltage present its mean value and oscillations (around the
mean value) before and after disturbances, with reference change in this case. The fifth
column shows the improvement percentage with the GA technique in regard to control
without optimization (before and after). The sixth column with PSO technique respect to
control without optimization (before and after). As a summary, the highest percentages of
improvement in each case (GA and PSO) are highlighted in italics. The main conclusions
for each test are shown below:

¢ Input current (load change): The stabilization time had an improvement of 87.34%
with GA and 86.99% with PSO. Both optimizations had similar behavior. The value of
current before disturbance did not have a significant change. Nevertheless, after load
change, the current had a reduction (improvement) of 6.17% with GA and 4.93% with
PSO. For both GA and PSO, the ripple before the disturbance presented a reduction of
approximately 40%, and after the disturbance, a reduction of 24.08%. The load change
portrayed a similar behavior for both metaheuristics, improving response speed
(mainly stabilization time) considerably with respect to control without optimization.

*  Output voltage (reference change): The stabilization time had an improvement of
91.03% with GA and 88.55% with PSO. The voltage followed the reference for both
GA and PSO before (mean value of 30 V approximately) and after (mean value of
32 V approximately) the reference change in contrast to control without optimization,
presenting an average improvement of 4.25% with GA and 4.53% with PSO. The oscil-
lations around the reference voltage before the disturbance presented a reduction of
15.68% with GA and 7.92% with PSO. The oscillations after the disturbance presented
a reduction of 35.21% with GA and 32.63% with PSO. The output voltage response was
significantly improved with both metaheuristics. Nonetheless, PSO presented a signif-
icantly slow response for the input current when the voltage reference was changed
as shown in Figure 27b where the current had a delay of 72.31 ms in comparison with
Figure 27a (GA), where the current reached its stabilization value instantaneously.

Table 4. Experimental results (the highest percentages of improvement are indicated in italics).

Disturban Result Without Optimization Optimization Improvement Improvement
1sturbance esu Optimization with GA with PSO with GA(%)  with PSO(%)
time (ms) 0.8533 0.104 0.111 87.34 86.99
Load change 1.\ (Arms) 1.152-2.43 1.151-2.28 1.151-2.31 0.087-6.17 0.087-4.93
(Current)
ripple (mA) 507.7-526.9 303-400 307.7-400 40.31-24.08 39.39-24.08
time (ms) 1.200 104 137.3 91.03 88.55
Refchange o value (V) 31.4-33.6 30.09-32.14 29.98-32.07 4.17-4.34 4.52-4.55
(Voltage)
oscillations (V) 0.593-1.633 0.5-1.058 0.546-1.1 15.68-35.21 7.92-32.63

6. Conclusions

This paper presented the implementation and comparison of two metaheuristic ap-
proaches (GA and PSO) applied to improve the behavior of a SBBC with a PFC controlled
by SMC. Both metaheuristic techniques were coded in Python, while the SBBC circuit
was built and simulated in OpenModelica. The data was obtained through Python from
OpenModelica, and the metaheuristics assessed the fitness function using an interface.
The fitness function was built with the performance indexes IAE and ITAE for the input
current and the output voltage to minimize the errors between the measured data and their
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respective references. IAE penalized errors in the start-up, while ITAE penalized errors in
the steady state. The sliding coefficients were conceived as decision variables, consequently
obtaining the best tuning for the SMC controller. The optimization process takes the cir-
cuit in OpenModelica as a black box model and computes the results by processing the
measured data. Simulation results evidenced that the GA featured a better performance
for all variables under analysis. The GA presented a reduction in the fitness function
of approximately 22%, with a reduction in the input current overshoot of up to 24,15%
in the start-up and a reduction in the setting time of up to 99% for the output voltage,
giving a better result than PSO in this case. The priority to obtain a better performance
for either the current or voltage can be selected from the fitness function by modifying the
weights according to desired requirements. In this case, the current was given priority in
the optimization process, since it presented a great overshoot in the start-up. The validation
with experimental results showed similar behavior for both metaheuristics; in the steady
state, the converter’s behavior with GA and PSO is the same; nevertheless, tuning with a
GA presents a better response in the face of disturbances than tuning with a PSO.
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