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Abstract: State-of-charge (SoC) estimation is one of the core functions of battery energy management
systems. An accurate SoC estimation can guarantee the safe and reliable operation of the batteries sys-
tem. In order to overcome the practical problems of low accuracy, noise uncertainty, poor robustness,
and adaptability in parameter identification and SoC estimation of lithium-ion batteries, this paper
proposes a joint estimation method based on the adaptive extended Kalman filter (AEKF) algorithm
and the adaptive unscented Kalman filter (AUKF) algorithm in multiple time scales for 18,650 ternary
lithium-ion batteries. Based on the slowly varying characteristics of lithium-ion batteries’ parameters
and the quickly varying characteristics of the SoC parameter, firstly, the AEKF algorithm was used to
online identify the parameters of the model of batteries with a macroscopic time scale. Secondly, the
identified parameters were applied to the AUKF algorithm for SoC estimation of lithium-ion batteries
with a microscopic time scale. Finally, the comparative simulation experiments were implemented,
and the experimental results show the proposed joint algorithm has higher accuracy, adaptivity,
robustness, and self-correction capability compared with the conventional algorithm.

Keywords: SoC estimation; online parameter identification; adaptive unscented Kalman filter;
adaptive extended Kalman filter; multiple time scales

1. Introduction

Due to the gradual depletion of fossil fuels and increasing environmental pollution
caused by the widespread use of fuel-powered vehicles, electric vehicles have received
increasing attention due to their advantages in energy conservation and environmental pro-
tection. Currently, lithium batteries are the main energy source for electric vehicles. Their
SoC parameter is one of the most basic and critical parameters in the energy management
of batteries and vehicle power distribution [1,2].

At present, scholars have studied various SoC estimation algorithms, the most com-
monly used being the open-circuit voltage algorithm, the ampere-hour integration algo-
rithm, and the model-based algorithm. The open-circuit voltage algorithm requires a longer
charging time, which is not suitable for practical engineering [3]. The accuracy of the
ampere-hour integration algorithm is closely related to the selection of the initial value,
and due to the operation of the integration, it will continuously generate accumulated
errors [4]. The model-based algorithm is divided into three categories. One is the black-box
model algorithm, such as the neural network method [5] and the support vector machine
method [6]. These methods require a large amount of training data, and the generalization
ability of the models are poor. The second is the electrochemical model method, which can
accurately describe the changes inside the batteries, but the computational complexity is
high. The third is the equivalent circuit model method, which combines the equivalent
circuit model with the filtering algorithm; the computation is small and the robustness is
good, but it has a high demand for the model accuracy [7].

In recent years, scholars have conducted extensive research on parameter identifica-
tion and SoC estimation algorithms for equivalent circuit models of lithium-ion batteries.
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Online parameter identification can reflect the state changes of the batteries in real time,
and compared with offline estimation algorithm, it does not need to collect a large amount
of data offline, thus saving experimental time and cost [8]. The Kalman filter (KF) theory
is a classical optimal filtering theory that adopts a time-domain state–space approach. It
introduces the concept of a state space and utilizes the state equation of a linear system to
perform optimal estimation of the system’s state based on the input and output observation
data. The KF algorithm, guided by the principle of minimum mean square error, can
provide optimal estimation for complex, dynamic systems and has been widely applied
in parameter identification and state of charge (SoC) estimation of lithium-ion batteries;
however, the KF algorithm is only applicable to linear systems and is not suitable for non-
linear systems. Consequently, scholars have started researching corresponding improved
algorithms. Yang et al. [9] proposed an extended Kalman filter (EKF) algorithm based on
a first-order RC model and optimized it through piecewise fitting. The accuracy of the
optimized EKF algorithm was significantly improved. Miao et al. [10] proposed an adaptive
fractional-order unscented Kalman filter (UKF) that addresses the issue of unknown param-
eters and order, thereby enhancing the precision of SoC estimation. Ma et al. [11] introduced
a cubature Kalman filter (CKF) algorithm based on the generalized maximum correlation
coefficient criterion. The results show that compared to the traditional KF algorithm, the
proposed CKF algorithm is capable of accurately estimating the SoC of lithium-ion batteries
under non-Gaussian noise interference considering different temperatures and operating
conditions. Currently, most derived algorithms of the KF algorithm are combined with
other advanced algorithms. Zhu et al. [12] proposed a co-estimation algorithm that employs
recursive restricted total least squares to identify the model parameters, and unscented
Kalman filter (UKF) to estimate the SoC parameter, which improved the identification
accuracy of the model parameters, but the UKF algorithm could not effectively filter out
the noise. Ge et al. [13] proposed an improved forgetting factor recursive least squares
(FFRLS) based on dynamic constraint and parameter backtracking, and combined it with
the extended Kalman filter algorithm (EKF) to estimate the SoC parameter of lithium-ion
batteries, achieving high estimation accuracy; however, the complexity of the algorithm is
high, the computational effort is large, and the noise variance has to be set as a constant
in the EKF algorithm. Wu et al. [14] proposed an adaptive EKF algorithm based on the
maximum correlation entropy criterion (MCC-AEKF), which uses the maximum correlation
entropy criterion to obtain accurate SoC estimation results. By replacing the overall solution
with the local optimal solution, the algorithm has high accuracy and adaptability for SoC
estimation, but has strong dependence on the model. Liu et al. [15] proposed an online
parameter estimation using the FFRLS algorithm and the adaptive unscented Kalman filter
(AUKF) algorithm for SoC estimation, which has strong robustness to external disturbances.

There are multiple time constants in the electrochemical reactions and transport
processes of lithium-ion batteries, which lead to the dynamic characteristics of lithium-
ion batteries exhibiting different characteristics at different time scales; therefore, some
scholars have started to study improved algorithms for the SoC estimation of batteries at
different time scales. Xiong et al. [16] proposed a dual extended Kalman filter algorithm
(DEKF) considering multiple time scales for online parameter identification and joint SoC
estimation of batteries, which greatly improved the applicability of the model for complex
operating conditions. Despite this, the EKF algorithm ignored some of the higher order
terms when linearizing the nonlinear system, which, in turn, led to a certain number of
errors. Ji et al. [17] proposed a multi-scale multi-innovation unscented Kalman filter and
extended Kalman filter (MIUKF-EKF) joint algorithm. They used the EKF algorithm for
parameter identification at the macro time scale and used MIUKF to estimate the batteries’
SoC at the micro-time scale, ensuring the accuracy of the SoC estimation and improving the
computational efficiency; however, it cannot perform real-time correction of noise variance.
Feng et al. [18] proposed a multi-time scale and capacity-based passive equalizer lithium-
ion batteries pack equalization strategy, which uses a double extended Kalman filter and
the minimum capacity difference model (MCDM) to estimate the SoC and capacity of the
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battery pack in multiple time scales. This method can efficiently and accurately estimate
the SoC and capacity of new and old batteries and improve the calculation efficiency and
accuracy of the minimum capacity cell and batteries pack. Although the algorithms above
have made further progress in the parameter identification and SoC estimation of lithium-
ion batteries, they fail to provide a comprehensive consideration in terms of the hardware
computation volume, time variability of the batteries and uncertainty of noise.

In response to the advantages and disadvantages of the research in parameter iden-
tification and SoC estimation of lithium batteries discussed above, and considering the
characteristics of slow changes in battery model parameters over time and rapid changes
in SoC over time, this paper proposes an improved multi-time scale algorithm. That is,
at the macroscopic time scale, the AEKF algorithm is used to identify the parameters of
the battery equivalent circuit model online, and at the microscopic time scale, the AUKF
algorithm is used to estimate the SoC of lithium batteries.

This work is organized as follows: Section 1 introduces the definition of batteries’
SoC and establishes the second-order RC equivalent circuit model for lithium-ion batteries.
Section 2 presents the traditional EKF algorithm and UKF algorithm, and the proposed
multi-timescale AEKF–AUKF joint algorithm with an implementation flowchart. Section 3
demonstrates the online identification of the model parameters of the lithium-ion batteries,
and then compares and analyzes the identification accuracy of the EKF algorithm with that
of the AEKF algorithm. Section 4 analyzes the accuracy of the proposed multi-timescale
AEKF–AUKF joint algorithm for lithium-ion batteries’ SoC estimation, setting up three
cases for comparison and analysis. Section 5 summarizes the work and research results of
this paper.

2. Lithium-Ion Batteries Modelling
2.1. Definition of SoC

The batteries’ SoC represents the ratio of its remaining capacity after a period of use or
long period of inactivity to the maximum available capacity. It can be expressed as [19]

SoC =
Ct

CN
× 100%, (1)

where Ct represents the remaining capacity of the batteries and CN represents the maximum
available capacity of the batteries.

In practical applications, in order to better simulate the batteries’ actual operating
conditions, the following equation is often used to define the SoC based on multiple
time scales.

SoCk,l = SoC0,0 −
1

CN

tk,l∫
t0,0

η Iτdτ, (2)

where k, l ∈ [1, L] are the time-scale indicators of the system parameters at the macroscopic
time scale and the microscopic time scale, respectively, and L is the indicator defining the
two time scales; SoCk,l is the SoC value at time tk,l, and SoC0,0 is the initial value of the
batteries’ SoC; Iτ is the current value of the batteries at time τ (positive for the discharge
current and negative for the charge current); and η is the coulombic efficiency, which is a
function of temperature and current.

The discrete-time of Equation (2) above can be expressed as

SoCk,l = SoCk,l−1 −
η∆tIk,l−1

CN
. (3)

where SoCk,l−1 is the SoC value at time tk,l−1, ∆t is the sampling interval between two adja-
cent measurement points, and Ik,l−1 is the current value of the batteries at time tk,l−1.
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2.2. Equivalent Circuit Model

In order to improve the accuracy of the SoC estimation of lithium-ion batteries, a
suitable equivalent circuit model that can more intuitively describe the influencing factors
and operating characteristics of the batteries needs to be selected. In this study, the second-
order RC equivalent circuit model was chosen, as shown in Figure 1. The RC circuit
describes the polarization characteristics of the batteries during charging and discharging.
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Figure 1. Second-order RC equivalent circuit model of lithium-ion batteries.

The electrical characteristics of the second-order RC equivalent circuit model can be
expressed as 

UL = Uoc − u1 − u2 − IR0.
u1 = − 1

R1C1
u1 +

1
C1

I
.
u2 = − 1

R2C2
u2 +

1
C2

I
. (4)

where Uoc is the open circuit voltage of the lithium-ion batteries; I is its input current; u1
and u2 are the polarization voltages on the two RC networks, respectively;

.
u1 and

.
u2 are the

first order derivatives of the polarization voltages u1 and u2, respectively; R0 is the internal
resistance; R1 and R2 are the polarization resistances; and C1 and C2 are the polarization
capacitances. Among them, the RC circuit composed of R1 and C1 mainly describes the
electrochemical reaction process of ions gaining and losing electrons, while the RC circuit
composed of R2 and C2 mainly describes the diffusion of ions in the electrolyte.

According to the slowly varying characteristics of lithium-ion batteries parameters
and the quickly varying characteristics of the batteries’ state, a multi-timescale algorithm
is used to construct the state–space equations, which predict the system parameter and
the system state on macroscopic and microscopic timescales, respectively. The state–space
equations can be expressed as

θk+1 = θk + ρk
xk,l+1 = f (xk,l , θk, uk,l) + wk,l
yk,l = g(xk,l , θk, uk,l) + vk,l

. (5)

where xk,l is the system state matrix at time tk,l = tk,0 + l∆t; uk,l is the input variable of the
system at the time tk,l, which is the input current of the lithium-ion batteries; θk is the system
parameter matrix at time k, θ = [R0 R1 C1 R2 C2]; yk,l is the observation value at time tk,l,
and it is the terminal voltage of the lithium-ion batteries; wk,l and ρk are the process noise
of the system state and system parameter, respectively; and vk,l is the observation noise
of the system at time tk,l. Both the process noise and observation noise are uncorrelated
Gaussian white noise obeying Gaussian normal distribution. The variance matrix of the
system parameter process noise ρk is Mk = E

(
ρkρT

k
)
, the variance matrix of the system

state process noise wk is Qk = E
(
wkwT

k
)
, and the variance matrix of the system observation

noise vk is Rk = E
(
vkvT

k
)
.
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For the second-order RC equivalent circuit model in Figure 2, the discrete-time
state Equation (6) and the observation Equation (7) of the batteries are obtained from
Equations (3) and (4) based on the batteries’ characteristics.

xk,l+1 =

 SoCk,l+1
u1

k,l+1
u2

k,l+1

 =

1 0 0

0 e−
∆t
τ1 0

0 0 e−
∆t
τ2


 SoCk,l

u1
k,l

u2
k,l



+


−η∆t

CN

R1

(
1− e−

∆t
τ1

)
R2

(
1− e−

∆t
τ2

)
Ik,l +

 w1k,l

w2k,l

w3k,l


, (6)

yk,l = Uoc(SoCk,l)− Ik,l R0 − u1
k,l − u2

k,l + vk,l , (7)

where xk,l+1 is the state variable of the system at time tk,l+1, which contains the SoCk,l+1 of
the lithium-ion batteries at time tk,l+1, polarization voltage u1

k,l+1 and u2
k,l+1; τ1 and τ2 are

the time constants, τ1 = R1C1 and τ2 = R2C2; Ik,l is the input current of the lithium-ion
batteries at time tk,l; Uoc (SoCk,l) is the corresponding open circuit voltage of the system
at time tk,l, which is a function according to SoC; and w1k,l , w2k,l , and w3k,l are the process
noise matrices of the system state, respectively.
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The function f (xk,l, θk, uk,l) and the function g(xk,l, θk, uk,l) in Equation (5) can be
expressed as

f (xk,l , θk, uk,l) =

 1 0 0

0 e−
∆t
τ1 0

0 0 e−
∆t
τ2


 SoCk,l

u1
k,l

u2
k,l

+


−η∆t

CN

R1

(
1− e−

∆t
τ1

)
R2

(
1− e−

∆t
τ2

)
Ik,l

g(xk,l , θk, uk,l) = Uoc(SoCk,l)− Ik,l R0 − u1
k,l − u2

k,l

. (8)

3. Multi-Timescale AEKF–AUKF Joint Algorithm

In this section, firstly, according to Equation (5), the traditional EKF algorithm and
UKF algorithm are introduced at multiple time scales, which have achieved remarkable
results in parameter identification and SoC estimation of batteries. Then, based on these
two traditional algorithms, a multi-time scale AEKF–AUKF joint algorithm is constructed to
improve the parameter identification and SoC estimation accuracy, making the estimation
results more reliable.

3.1. Principle of the EKF Algorithm

The traditional Kalman filter theory is only effective for linear models; however, most
of the practical applications are nonlinear models. In order to make the Kalman filter
algorithm applicable to nonlinear systems, the extended Kalman filter algorithm (EKF) is
proposed. The EKF algorithm can linearize nonlinear systems by performing a first-order
Taylor expansion on the nonlinear functions in the system and neglecting the higher-order
terms above the second order, thereby approximating the nonlinear system as a linear
system. The main steps of the recursive equations of the EKF algorithm are as follows [20].

Step 1: Initialize system parameter θ0 and parameter variance matrix Pθ0 .

θ0 = E(θ0), (9)

Pθ0 = E
[(

θ0 − θ̂0
)(

θ0 − θ̂0
)T
]

(10)

Step 2: Obtain the predicted value of system parameter θ̂−k at time k.
The predicted value of the system parameter θ̂−k at time k is obtained from the optimal

estimate value of the system parameter θ̂k−1 at time k − 1.

θ̂−k = θ̂k−1. (11)

Step 3: Obtain the parameter prediction variance matrix P−θk
at time k.

The parameter prediction variance matrix P−θk
at time k is calculated on the basis of the

parameter optimal estimation variance matrix Pθk−1
at time k − 1, and the variance matrix

Mk−1 of the process noise at time k − 1.

P−θk
= Pθk−1

+ Mk−1. (12)

Step 4: Correct the gain matrix Kθ
k of the extended Kalman filter.

The extended Kalman filter gain matrix Kθ
k at time k is calculated on the basis of the

parameter prediction variance matrix P−θk
, the observation matrix Cθ

k at time k, and the
variance matrix Rk of the observation noise at time k.

Kθ
k =

P−θk

(
Cθ

k
)T

Cθ
k P−θk

(
Cθ

k
)T

+ Rk

(13)
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where Cθ
k is expressed as [21]

Cθ
k =

dg(x̂k,0,θ,uk,0)
dθ

∣∣θ = θ̂−k

=
∂g(x̂k,0,θ̂−k ,uk,0)

∂θ̂−k
+

∂g(x̂k,0,θ̂−k ,uk,0)
∂x̂k,0

× dx̂k,0
dθ̂−k

.
(14)

Step 5: Correct the predicted value of the system parameter θ̂−k .
Correct the predicted value of the system parameter θ̂−k according to the extended

Kalman filter gain matrix Kθ
k at time k to obtain the optimal estimated value of the system

parameter θ̂k at time k.

θ̂k = θ̂−k + Kθ
k
(
yk,l − g

(
x̂k,l , θ̂−k , uk,l

))
. (15)

Step 6: Correct the parameter prediction variance matrix Pθk .
Based on the extended Kalman filter gain matrix Kθ

k and the observation matrix Cθ
k at

time k, the parameter prediction variance matrix P−θk
is corrected, and then the parameter

optimal estimation variance matrix Pθk at time k is obtained [22].

Pθk =
(

I − Kθ
k Cθ

k

)
P−θk

. (16)

Step 7: The corrected optimal estimation of the system parameter θ̂k is used as the
initial value of the system parameter for the next recurrence, and the above steps 1 to 6 are
repeated until a more accurate estimation result is obtained. The estimation results can be
used for both the parameter identification and the SoC estimation of the batteries.

3.2. Principle of the UKF Algorithm

Since the EKF algorithm ignores higher-order terms above the second order when
linearizing nonlinear systems, it inevitably led to an increase in the estimation error;
therefore, the unscented Kalman filter (UKF) algorithm based on certain regular sampling
is proposed [23].

The UKF algorithm constructs probability density distributions for the sigma sampling
points obtained from the unscented transform, approximating polynomials consisting of
constant, first-order, and higher-order terms in the nonlinear equation, which satisfies the
nonlinearity condition and enables fast and accurate prediction updates.

The basic principle of unscented transform is as follows: sigma point set extraction is
carried out near the estimated value under the condition that the mean and variance are
unchanged. Then, obtain the new mean and variance. Next, place the extraction point x
and weight values ω into Equation (5), and obtain the corrected nonlinear acquisition point.
The steps for the extraction points and weights are as follows.

Step 1: For an n-dimensional state variable x, construct the set of 2n + 1 sigma points
xi

k−1,l−1, i = 0, 1,..., 2n.

xi
k−1,l−1 =


x̂k−1,l−1 , i = 0
x̂k−1,l−1 +

(√
(n + λ)Pk−1,l−1

)
i, i = 1, 2, · · · , n

x̂k−1,l−1 −
(√

(n + λ)Pk−1,l−1
)

i, i = n + 1, · · · , 2n
(17)

where n is the dimensionality of the state variable x; the superscript i indicates the number
of points selected for sampling; Pk−1,l−1 is the variance of the sampled points at time
tk−1,l−1;

(√
(n + λ)Pk−1,l−1

)
i is the ith column of the matrix; and λ is the scaling parameter,

which determines the final prediction result error. λ can be expressed as [24]

λ = α2(n + κ)− n (18)

where α is the modulation factor of the density distribution of the sampling points and κ is
a secondary parameter that determines the prediction accuracy.
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Step 2: Calculate the weights ω corresponding to the sigma sampling points.
ω0

m = λ
n+λ , i = 0

ω0
c = λ

n+λ +
(
1− α2 + β

)
, i = 0

ωi
m = ωi

c =
1

2(n+λ)
, i = 1, 2, . . . , 2n

(19)

where the subscripts m and c are the mean and variance, respectively, and β is the state
scatter adjustment value, usually, β = 2.

The UKF algorithm consists mainly of system initialization and state prediction and
correction [25], as described in the following steps.

Step 1: Initialize system state x0,0 and state variance matrix P0,0.

x0,0 = E(x0,0), (20)

P0,0 = E
[
(x0,0 − x̂0,0)(x0,0 − x̂0,0)

T
]

(21)

Step 2: Use Equations (17) and (19) to perform the unscented transformation, and
construct the set of 2n + 1 sigma points xi

k−1,l−1, i = 0, 1,..., 2n, based on the system state
x̂k−1,l−1 and the state variance matrix Pk−1,l−1 at time tk−1,l−1.

xi
k−1,l−1 =

(
x̂k−1,l−1, x̂k−1,l−1 +

√
(n + λ)Pk−1,l−1, x̂k−1,l−1 −

√
(n + λ)Pk−1,l−1

)
. (22)

Step 3: Substitute Equation (22) into the nonlinear function f of Equation (5), then
obtain the 2n + 1 sigma points at time tk−1,l after the unscented transformation of the system
state xi

k−1,l
.

xi
k−1,l = f

(
xi

k−1,l−1, θ̂−k , uk−1,l−1

)
. (23)

Step 4: Using Equation (23) and the weights of Equation (19), update the predicted
value of the system state x̂−k−1,l and the state prediction variance matrix Pxx at time tk−1,l [26].

x̂−k−1,l =
2n

∑
i=0

ωi
mxi

k−1,l , (24)

Pxx =
2n

∑
i=0

ωi
c

[
xi

k−1,l − x̂−k−1,l

][
xi

k−1,l − x̂−k−1,l

]T
+ Qk−1,l−1 (25)

Step 5: Based on Equations (24) and (25), the new sigma point set is obtained again
using the unscented transformation xi

k−1,l
.

xi
k−1,l =

(
x̂−k−1,l , x̂−k−1,l +

√
(n + λ)Pxx, x̂−k−1,l −

√
(n + λ)Pxx

)
. (26)

Step 6: Substitute Equation (26) into the nonlinear function g of Equation (5), and then
obtain the sigma point yi

k−1,l
at time tk−1,l after the second unscented transformation of the

system observation value.

yi
k−1,l = g

(
xi

k−1,l , θ̂−k , uk−1,l

)
. (27)

Step 7: Using Equations (19) and (27), update the system predicted observation ŷ−k−1,l ,
the observation prediction variance matrix Pyy, and the covariance matrix Pyy between the
system state variable and the observation [27].

ŷ−k−1,l =
2n

∑
i=0

ωi
myi

k−1,l , (28)
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Pyy =
2n

∑
i=0

ωi
c

[
yi

k−1,l − ŷ−k−1,l

][
yi

k−1,l − ŷ−k−1,l

]T
+ Rk−1,l , (29)

Pxy =
2n

∑
i=0

ωi
c

[
xi

k−1,l − x̂−k−1,l

][
yi

k−1,l − ŷ−k−1,l

]T
(30)

Step 8: Using Equations (29) and (30), calculate the unscented Kalman filter gain
matrix Kx

k−1,l at time tk−1,l.

Kx
k−1,l = Pxy

(
Pyy
)−1. (31)

Step 9: From the unscented Kalman filter gain matrix, system state, observation value,
and covariance matrix at time tk−1,l, obtain the corrected optimal estimation of the system
state x̂k−1,l and the state optimal estimation variance matrix Pk−1,l .

x̂k−1,l = x̂−k−1,l + Kx
k−1,l

(
yk−1,l − ŷ−k−1,l

)
, (32)

Pk−1,l = Pxx − Kx
k−1,l P

T
xy. (33)

Step 10: Take the corrected optimal estimation of the system state x̂k−1,l as the initial
value of the system state for the next recurrence, and steps 1 to 9 above are repeated until a
more accurate estimation result is obtained. The estimation results can be used for both the
parameter identification and the SoC estimation of the batteries.

Although the UKF algorithm does not require a linearization transformation for the
nonlinear system compared to the EKF algorithm, there is still a weight between the UKF
algorithm and the EKF algorithm. When using Taylor’s formula to expand the equations,
the EKF algorithm ignores higher-order terms, which can lead to inaccurate estimation
results. The UKF algorithm, which uses the unscented transformation to transform an
approximately linear function into a probability density function, is more accurate than
the EKF algorithm; however, the UKF algorithm is more computationally intensive and
slower to calculate, and the noise variance in the UKF algorithm is determined by empirical
choices, which can lead to biased filtering results [28,29].

3.3. Design of the Multi-Timescale AEKF–AUKF Joint Algorithm

In the traditional filtering algorithms mentioned above, the noise variance matrix is
treated as a constant; however, in practical applications, the noise is not always fixed and
may not necessarily be Gaussian white noise. This will cause the estimation results of
traditional algorithms to be affected by system noise and uncertainty, leading to inevitable
errors in system estimation.

To improve the accuracy of the parameter identification and SoC estimation results for
lithium-ion batteries, a multi-timescale joint algorithm is proposed. The AEKF algorithm
is used for online parameter identification at the macroscopic time scale, and the AUKF
algorithm is used for SoC estimation at the microscopic time scale.

The steps of the multi-timescale AEKF–AUKF joint algorithm are as follows:
Step 1: Initialize the system parameter θ0, the parameter variance matrix Pθ0 , the

system state x0,0, and the state variance matrix P0,0, as in Equations (9), (10), (20) and (21).
Step 2: Update the system parameter and the parameter variance matrix at the macro-

scopic time scale k using Equations (11) and (12).
Step 3: Sigma point set extraction for the system state variable at time tk−1,l−1

at the microscopic time scale l, and calculate the corresponding weight values by
Equations (19) and (22).

Step 4: Calculate the predicted value of the system state and the state prediction
variance matrix with Equations (24) and (25).

Step 5: Sigma point set extraction for the system state variable at time tk−1,l using the
unscented transformation with Equation (26);
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Step 6: Calculate the unscented Kalman filter gain matrix at time tk−1,l, and update
the predicted observation, the observation prediction variance matrix, and the covariance
matrix between the system state variable and the observation using Equations (28)–(31).

Step 7: Introduce an innovation value based on the terminal voltage error of the
lithium-ion batteries, and perform an adaptive update of the process noise variance matrix
of the system state [30].

The innovation value is the error between the actual observation yk−1,l and the pre-
dicted observation ŷ−k−1,l , denoted as

mk−1,l = yk−1,l − ŷ−k−1,l

= yk−1,l − g
(

x̂−k−1,l , θ̂−k , uk−1,l

) (34)

Calculate the real-time estimated variance value of the innovation.

Gmk−1,l =


k−1

k Gmk−1,l−1 +
1
k mk−1,lmT

k−1,l k ≤ N

1
N

k
∑

q=k−N+1
mq,lmT

q,l k > N
, (35)

where N is the moving window size and mq,l is an element value of mk−1,l in the range
q = k − N + 1 to k.

The process noise variance matrix of the system state is updated with the real-time
estimated variance value of the innovation, denoted as

Qk−1,l−1 = Kx
k−1,lGmk−1,l

(
Kx

k−1,l

)T
. (36)

Step 8: Correct the system state and state variance matrix by Equations (32) and (33).
Step 9: Introduce a residual value based on the terminal voltage error of the lithium-

ion batteries, and perform an adaptive update of the observed noise variance matrix of the
system state [31].

The residual value is the error between the actual observation yk−1,l and the filtered
estimated observation ŷk−1,l , denoted as

rk−1,l = yk−1,l − ŷk−1,l
= yk−1,l − g

(
x̂k−1,l , θ̂−k , uk−1,l

) (37)

Calculate the real-time estimated variance value of the residual.

Grk−1,l =


k−1

k Grk−1,l−1 +
1
k rk−1,lrT

k−1,l k ≤ N

1
N

k
∑

q=k−N+1
rq,lrT

q,l k > N
, (38)

where rq,l is an element value of rk−1,l in the range q = k − N + 1 to k.
The observed noise variance matrix of the system state is updated with the real-time

estimated variance value of the residual, denoted as

Rk−1,l = Grk−1,l +
2n

∑
i=0

ωi
c

[
yi

k−1,l − ŷ−k−1,l

][
yi

k−1,l − ŷ−k−1,l

]T
. (39)

Step 10: When the microscopic time scale l = L, replace l in the equations from step 3
to step 7 with L:

xi
k−1,L =

(
x̂k−1,L, x̂k−1,L +

√
(n + λ)Pk−1,L, x̂k−1,L −

√
(n + λ)Pk−1,L

)
. (40)
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xi
k−1,L = f

(
xi

k−1,L, θ̂−k , uk−1,L

)
. (41)

Pxx =
2n

∑
i=0

ωi
c

[
xi

k−1,L − x̂−k−1,L

][
xi

k−1,L − x̂−k−1,L

]T
+ Qk−1,L−1. (42)

xi
k−1,L =

(
x̂−k−1,L, x̂−k−1,L +

√
(n + λ)Pxx, x̂−k−1,L −

√
(n + λ)Pxx

)
. (43)

yi
k−1,L = g

(
xi

k−1,L, θ̂−k , uk−1,L

)
. (44)

ŷ−k−1,L =
2n

∑
i=0

ωi
myi

k−1,L. (45)

Pyy =
2n

∑
i=0

ωi
c

[
yi

k−1,L − ŷ−k−1,L

][
yi

k−1,L − ŷ−k−1,L

]T
+ Rk−1,L. (46)

Pxy =
2n

∑
i=0

ωi
c

[
xi

k−1,L − x̂−k−1,L

][
yi

k−1,L − ŷ−k−1,L

]T
. (47)

Kx
k−1,L = Pxy

(
Pyy
)−1. (48)

x̂k−1,L = x̂−k−1,L + Kx
k−1,L

(
yk−1,L − ŷ−k−1,L

)
. (49)

Pk−1,L = Pxx − Kx
k−1,LPT

xy. (50)

Step 11: Switch the microscopic time scale to the macroscopic time scale, where l = 0,
denoted as

x̂k,0 = x̂k−1,L. (51)

Pk,0 = Pk−1,L. (52)

yk,0 = yk−1,L. (53)

uk,0 = uk−1,L. (54)

Step 12: Calculate the extended Kalman filter gain matrix at time k, by Equation (13).
Step 13: Adaptive update of the process noise variance matrix of the system parameter

using the innovation value [32].
The innovation value at time k is expressed as

mk = yk,0 − ŷ−k,0
= yk,0 − g

(
x̂k,0, θ̂−k , uk,0

) (55)

Calculate the real-time estimated variance value of the innovation at time k.

Gmk =


k−1

k Gmk−1 +
1
k mkmT

k k ≤ N

1
N

k
∑

q=k−N+1
mqmT

q k > N,
(56)

where mq is an element value of mk in the range q = k − N + 1 to k.
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The process noise variance matrix of the system parameter is updated with the real-
time estimated variance value of the innovation, denoted as

Mk−1 = Kθ
k Gmk

(
Kθ

k

)T
. (57)

Step 14: Correct the system parameter and parameter variance matrix at time k on the
macroscopic time scale.

θ̂k = θ̂−k + Kθ
k
(
yk,0 − g

(
x̂k,0, θ̂−k , uk,0

))
. (58)

Pθk =
(

I − Kθ
k Cθ

k

)
P−θk

. (59)

Step 15: Adaptive update of the observed noise variance matrix of the system parame-
ter using the residual value.

The residual value at time k is expressed as

rk = yk,0 − ŷk,0 = yk,0 − g
(
x̂k,0, θ̂k, uk,0

)
(60)

Calculate the real-time estimated variance value of the residual at time k.

Grk =


k−1

k Grk−1 +
1
k rkrT

k k ≤ N

1
N

k
∑

q=k−N+1
rqrT

q k > N
, (61)

where rq is an element value of rk in the range q = k − N + 1 to k.
The observed noise variance matrix of the system parameter is updated with the

real-time estimated variance value of the residual, denoted as

Rk = Grk + Cθ
k Pk

(
Cθ

k

)T
. (62)

Step 16: Substitute the updated system parameter θ̂k for θk in Equation (5), update
the state space equations of the lithium-ion batteries, and perform the next round of cycle
calculation for the parameter identification and SoC estimation of the lithium-ion batteries.

The flow block diagram of the multi-timescale AEKF–AUKF joint algorithm is shown
in Figure 2.

4. Lithium-Ion Batteries Online Parameter Identification Algorithms Analysis

The parameter identification experiments are implemented using the second-order RC
equivalent circuit model of the lithium-ion batteries. The AEKF algorithm used for online
identification on a macroscopic time scale is carried out to obtain the model parameters
R0, R1, C1, R2, and C2, which are used for the SoC estimation of the lithium-ion batteries.
In order to analyze the accuracy of the identification results, as well as the robustness
and adaptiveness of the algorithm, the estimated terminal voltage can be obtained from
the identified parameter values according to Equation (7) and compared with the actual
terminal voltage. This algorithm is important for many applications, such as the estimation
of the batteries’ condition and fault diagnosis [33].

4.1. Fitting the Open-Circuit Voltage Equation Based on Measured Data

This paper studies a battery pack consisting of 10 INR18650-30Q lithium-ion batteries
in parallel, with a testing environment temperature of 25 ◦C. The specific parameters of the
batteries are shown in Table 1.

The parameter identification of a lithium-ion batteries model mainly involves two steps.
The first step is to obtain the relationship between the open circuit voltage (Uoc) and the
SoCthrough pulse discharge experiments at a constant temperature (25 ◦C). The second step
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is to identify the relevant parameters, R0, R1, C1, R2, and C2, of the lithium-ion batteries’
equivalent circuit model online through the urban dynamometer driving schedule (UDDS).

Table 1. Parameters of lithium-ion batteries.

Parameter Value

Batteries name INR18650-30Q
Size 18 mm (D) × 65 mm (H)

Rated capacity 3000 mAh
Rated voltage 3.6 V

Discharge cut-off voltage 2.5 V

Use a constant pulse of 30 A to discharge the batteries at a discharge rate of 1C for
3 min, and then let it stand for 2 h. Cycle the discharge to the cut-off voltage and record the
open circuit voltage value of the batteries during this process. The pulse discharge current
and voltage are shown in Figure 3.
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Based on the experimental data of the open circuit voltage of lithium-ion batteries,
the curve fitting toolbox in MATLAB was used to perform a ninth-order fitting on the
functional relationship equation between Uoc and SoC, and the equation was obtained
as follows

Uoc(SoC) = p(1)SoC9 + p(2)SoC8 + p(3)SoC7

+p(4)SoC6 + p(5)SoC5 + p(6)SoC4

+p(7)SoC3 + p(8)SoC2 + p(9)SoC + p(10).
(63)

The Uoc (SoC) equation curve is shown in Figure 4.
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4.2. Online Identification of Lithium-Ion Batteries Parameters Based on the AEKF Algorithm

In this paper, the UDDS condition is used as the actual condition for the online
identification of lithium-ion batteries’ parameters. The current and voltage under the
UDDS condition are shown in Figure 5.
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In this paper, the AEKF algorithm is used in combination with Equation (63) to identify
the parameters of the second-order RC equivalent circuit of lithium-ion batteries under
UDDS conditions online. The parameter identification results of R0, R1, R2, C1, and C2 are
obtained, as shown in Figures 6 and 7.
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Figure 7. C1 and C2 parameter identification results.

In the early stage of the online parameter identification process, the changes of R0, R1,
and R2 are relatively drastic, which is mainly due to the imprecise selection of the initial
values of the model; the fluctuations of the time constants τ1 and τ2 are not large, and the
value of τ1 is much smaller than the value of τ2.

4.3. Accuracy Analysis of Online Identification Algorithm for Lithium-Ion Batteries’ Parameters

For comparison, the EKF algorithm and AEKF algorithm are respectively used for
online parameter identification of the second-order RC equivalent circuit model at the macro
time scale. This paper uses terminal voltage errors to compare the accuracy, robustness,
and adaptability of the two algorithms. The comparison curves of terminal voltage errors
are shown in Figure 8.
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According to Figure 8, the mean absolute error (MAE) of the model terminal voltage is
0.0075 and the root mean square error (RMSE) is 0.0095 after online parameter identification
using the EKF algorithm, while the MAE of the model terminal voltage is 0.0042 and the
RMSE is 0.0052 after online parameter identification using the AEKF algorithm, as shown
in Table 2.

Table 2. Comparison of terminal voltage errors between the EKF algorithm and the AEKF algorithm.

Online Parameter
Identification Algorithm MAE RMSE

EKF 0.0075 0.0095
AEKF 0.0042 0.0052

By comparing and analyzing the terminal voltage errors of the two algorithms, it
is shown that the AEKF algorithm has higher identification efficiency and smaller ter-
minal voltage errors and fluctuations, indicating that the AEKF algorithm has good
parameter identification accuracy, strong robustness, and adaptability under complex
working conditions.

5. Lithium-Ion Batteries SoC Estimation Algorithm Analysis
5.1. Case I: Estimation Accuracy Analysis of Multi-Timescale Algorithm

In order to improve the accuracy of parameter identification and SoC estimation of
lithium-ion batteries, the multi-timescale AEKF–AUKF joint algorithm is used as L = 60 s,
which considers multiple time scale algorithms.

The AEKF algorithm is used for online parameter identification at the macroscopic
time scale, and the AUKF algorithm is used for SoC estimation at the microscopic time scale.
The terminal voltage and SoC estimation results of the lithium-ion batteries are shown
in Figure 9.

The comparison curves between the actual and estimated terminal voltage are shown
in Figure 9a, the terminal voltage estimation error is shown in Figure 9b, the comparison
curves between the actual SoC and the estimated SoC are shown in Figure 9c, and the SoC
estimation error is shown in Figure 9d.

When L = 60 s, the MAE of the terminal voltage under the multi-timescale AEKF–
AUKF joint algorithm is 0.0042 and the RMSE is 0.0052, and the MAE of the SoC estimation
is 0.0034 and the RMSE is 0.0043. Based on the analysis of the estimation results of the
multi-timescale AEKF–AUKF joint algorithm, it can be concluded that both the estimated
terminal voltage and the estimated SoC value under this joint algorithm have very small
differences from the actual values; therefore, it can be judged that the joint algorithm
calculation results are accurate and valid.

In order to more comprehensively analyze the performance of the estimation results
under the multi-timescale AEKF–AUKF joint algorithm, the following three cases were
set up to compare and analyze the estimation accuracy of terminal voltage and SoC under
UDDS conditions with various algorithms.

5.2. Case II: Analysis of the Effect of Time Scale on Estimation Accuracy

When L = 1 s, the AEKF–AUKF joint algorithm can be used for online parameter
identification and SoC estimation of lithium-ion batteries without considering multi-
ple time scales. Figure 10 shows a comparison of two simulation results for L = 1 s and
L = 60 s.
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The comparison curves between the actual and estimated terminal voltage are shown
in Figure 10a, the comparison curves of the terminal voltage estimation error are shown
in Figure 10b, the comparison curves between the actual SoC and the estimated SoC are
shown in Figure 10c, and the comparison curves of the SoC estimation error are shown
in Figure 10d.

As shown in Figure 10, it can be observed that the MAE of the terminal voltage is
0.0090 and the RMSE is 0.0109 when L = 1 s, and the MAE of the SoC estimation is 0.0085
and the RMSE is 0.0103, as shown in Table 3.

Table 3. Comparison of the terminal voltage and SoC estimation errors by different time scales.

Terminal Voltage Error SoC Estimation Error

AEKF-AUKF MAE RMSE MAE RMSE
L = 1 s 0.0090 0.0109 0.0085 0.0103

L = 60 s 0.0042 0.0052 0.0034 0.0043
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The results show that both the terminal voltage estimation error and the SoC estimation
error of the AEKF–AUKF joint algorithm at L = 60 s are smaller than those at L = 1 s, and
the error curve fluctuates less and is closer to the actual value. The estimation results have
higher accuracy, which shows that considering multiple time scales can greatly improve
the estimation accuracy and performance.

5.3. Case III: Analysis of the Effect of External Noise on Estimation Accuracy

Three joint algorithms, EKF–UKF, AEKF–UKF, and AEKF–AUKF, are used for the
online parameter identification and SoC estimation of the lithium-ion batteries at multiple
time scales. A comparison of the terminal voltage and SoC estimation results of the lithium-
ion batteries under the three joint algorithms is shown in Figure 11.

The comparison curves between the actual and estimated terminal voltage under the
three joint algorithms are shown in Figure 11a, the comparison curves of the terminal
voltage estimation error are shown in Figure 11b, the comparison curves between the actual
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SoC and the estimated SoC are shown in Figure 11c, and the comparison curves of the SoC
estimation error are shown in Figure 11d.
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Figure 11. Comparison of the results of the three joint algorithms at multiple time scales: (a) com-
parison curves between the actual and estimated terminal voltage; (b) comparison curves of the
terminal voltage estimation error; (c) comparison curves between the actual and estimated SoC;
(d) comparison curves of the SoC estimation error.

As shown in Figure 11, the MAE of the EKF–UKF joint algorithm for the terminal
voltage is 0.0086, the RMSE is 0.0118, the MAE of the SoC estimation is 0.0105, and the
RMSE is 0.0125; the MAE of the AEKF–UKF joint algorithm for the terminal voltage is
0.0077, the RMSE is 0.0098, the MAE of the SoC estimation is 0.0068, and the RMSE is 0.0079,
as shown in Table 4.

Table 4. Comparison of the three joint algorithms terminal voltage and SoC estimation errors.

Terminal Voltage Error SoC Estimation Error

Joint algorithm MAE RMSE MAE RMSE
EKF–UKF 0.0086 0.0118 0.0105 0.0125

AEKF–UKF 0.0077 0.0098 0.0068 0.0079
AEKF–AUKF 0.0042 0.0052 0.0034 0.0043
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From Table 4, it can be seen that due to the consideration of the uncertainty of noise
and real-time correction of noise variance, the proposed AEKF–AUKF joint algorithm
has smaller errors in its terminal voltage estimation and SoC estimation compared to the
EKF–UKF and AEKF–UKF joint algorithms. In addition, the terminal voltage estimation
error and SoC estimation error using the AEKF–UKF joint algorithm are also smaller than
those using the EKF–UKF joint algorithm.

Overall, the AEKF–AUKF joint algorithm has the highest estimation accuracy, is
the most suitable for actual values, and has strong adaptability. The AEKF–UKF joint
algorithm has poorer estimation accuracy, and the EKF–UKF joint algorithm has the worst
estimation accuracy. This illustrates that the traditional algorithm does not fully consider
the uncertainty of noise and cannot truly reflect the dynamic characteristics of the noise,
while the addition of the adaptive algorithm processing to the external noise can greatly
reduce the influence of the external noise on the estimation accuracy and improve the
adaptiveness of the algorithm.

5.4. Case IV: Analysis of the Effect of Initial Values on Estimation Accuracy

In the case of inaccurate initial values of SoC, the algorithm was analyzed for
its stability in correcting the offset between the actual and estimated values of SoC,
and for its ability to self-correct by converging to the actual value. The perfor-
mance of the multi-timescale AEKF–AUKF joint algorithm is analyzed below at
initial values of SoC = 80% and SoC = 60%, respectively, and the results are shown
in Figures 12 and 13.

For the initial value of SoC = 80%, the comparison curves between the actual and
estimated terminal voltage are shown in Figure 12a, the terminal voltage estimation error is
shown in Figure 12b, the comparison curves between the actual SoC and the estimated SoC
are shown in Figure 12c, and the SoC estimation error is shown in Figure 12d; for the initial
value of SoC = 60%, the comparison curves between the actual and estimated terminal
voltage are shown in Figure 13a, the terminal voltage error is shown in Figure 13b, the
comparison curves between the actual SoC and the estimated SoC are shown in Figure 13c,
and the SoC estimation error is shown in Figure 13d.
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(c) comparison curves between the actual and estimated SoC; (d) SoC estimation error.
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curves between the actual and estimated terminal voltage; (b) terminal voltage estimation error;
(c) comparison curves between the actual and estimated SoC; (d) SoC estimation error.
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Comparing the result plots for the initial values of SoC = 80% and SoC = 60%, the
analysis of the data shows that for SoC = 80%, the MAE of the multi-timescale AEKF–AUKF
joint algorithm for the terminal voltage is 0.0045, the RMSE is 0.0057, the MAE of the SoC
estimation is 0.0035, and the RMSE is 0.0041; for SoC = 60%, the MAE of the multi-timescale
AEKF–AUKF joint algorithm for the terminal voltage is 0.0048, the RMSE is 0.0060, the
MAE of SoC estimation is 0.0041, and the RMSE is 0.0045, as shown in Table 5.

Table 5. Analysis of terminal voltage and SoC estimation errors for different SoC initial values.

Terminal Voltage Error SoC Estimation Error

SoC value MAE RMSE MAE RMSE
SoC = 80% 0.0045 0.0057 0.0035 0.0041
SoC = 60% 0.0048 0.0060 0.0041 0.0045

The results show that for inaccurate initial SoC values, the multi-timescale AEKF–
AUKF joint algorithm is able to converge steadily to near the actual value, and both the
terminal voltage estimation error and the SoC estimation error are small. The error curves’
fluctuations are also small, indicating that the multi-timescale AEKF–AUKF joint algorithm
is able to achieve self-correction and has strong robustness.

6. Conclusions

In this paper, a multi-timescale AEKF–AUKF joint algorithm is proposed for SoC
estimation of lithium-ion batteries at multiple time scales, due to the slow-varying charac-
teristics of lithium-ion batteries model parameters and the fast-varying characteristics of
SoC. The AEKF algorithm is used for online parameter identification at the macroscopic
time scale, and the AUKF algorithm is used for SoC estimation at the microscopic time
scale. This algorithm can quickly iterate to correct incorrect initial estimates, achieving a
peak voltage error of less than 0.16% in the parameter identification process and an abso-
lute peak SoC estimation error of less than 1.1%. This joint algorithm not only effectively
improves the noise problem in SoC estimation by lithium-ion batteries, but also improves
the accuracy of parameter identification and SoC estimation.

In order to analyze the estimation performance of the proposed multi-timescale AEKF–
AUKF joint algorithm, three simulations have been implemented under UDDS conditions,
and the parameter identification and SoC estimation results under three different algorithms
have been compared and analyzed. The results show that the following: (1) the AEKF–
AUKF joint algorithm greatly improves the estimation accuracy of the lithium-ion batteries’
SoC when multiple time scales are considered; (2) the multi-timescale AEKF–AUKF joint
algorithm enables real-time correction of external noise in the lithium-ion batteries under
complex operating conditions, improving the adaptiveness of SoC estimation of lithium-ion
batteries; (3) when the initial SoC estimation value is inaccurate, the multi-timescale AEKF–
AUKF joint algorithm can stably correct the offset and converge to the reference value,
with self-correction capability, improving the robustness of SoC estimation of lithium-
ion batteries.

The algorithm has the advantages of simplicity, ease of use, and high accuracy, and
can be applied to real-time estimation and monitoring of the SoC of lithium-ion batteries.
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