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Abstract: The classification of drilling conditions is a crucial task in the drilling process, playing a
vital role in improving drilling efficiency and reducing costs. In this study, we propose an improved
stacking ensemble learning algorithm with the objective of enhancing the performance of drilling
conditions classification. Additionally, this algorithm aims to have a positive impact on automated
drilling time estimation and the continuous improvement of efficiency. In our experimental setup, we
employed various base learners, such as random forests, support vector machine, and the K-nearest
neighbors algorithm, as initial models for the task of drilling conditions classification. To improve
the model’s expressive power and feature relevance specifically for this task, we enhanced the meta-
model component of the stacking algorithm by incorporating feature engineering techniques. The
experimental results show that the improved ensemble learning algorithm achieves an accuracy and
recall rate of 97% and 98%, respectively. Through continuous improvement in drilling operations, the
average sliding time is reduced by 21.1%, and the average Rate of Penetration (ROP) is increased by
15.65%. This research holds significant importance for engineering practice in the drilling industry,
providing robust support for optimizing and enhancing the drilling process.

Keywords: drilling conditions classification; improved stacking ensemble learning; enhancing
drilling efficiency; key performance indicators

1. Introduction

Numerous academics have conducted study on the use of big data and artificial
intelligence techniques in drilling engineering as a result of the quick growth of artificial
intelligence and big data technologies. A significant and intricate system of engineering is
found in drilling engineering. Drilling efficiency and costs can be successfully increased
and decreased by automatically identifying various working situations.

Golitsyna et al. [1] proposed an automatic anomaly detection method during drilling,
based on machine learning, which used drilling parameters to improve the intelligent
detection effect of abnormal conditions in drilling.

YIN Qishuai et al. [2] proposed a program based on working condition recognition
method, which effectively eliminated the influence of personnel on drilling condition
recognition. This method, however, did not take into account the relationship between the
data before and after or the potential fluctuation of drilling data because it was based on
programming language.

Eric van Oort and Ed Taylor et al. [3] proposed an automatic drilling condition identi-
fication method that could not only record the learning curve in batch drilling but could
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also check the source of invisible lost time and solve these problems by communicating
with drilling personnel to shorten the invisible lost time.

Eric Maidla and William Maidla [4] proposed methods for data quality control and
automatic identification of drilling conditions in the drilling process and successfully
drilled a series of wells onshore using these methods. By ensuring the accuracy of drilling
condition identification, training, and implementation of new drilling workflows, 31% to
43% of drilling time was saved.

Sun Ting et al. [5] established a real-time drilling condition recognition model with
a support vector machine model and achieved certain application effects, reducing the
invisible lost time in the drilling process and improving the drilling efficiency. The kernel
function and support vector machine parameters are selected by a cross-validation method.
Six different drilling conditions, including rotary drilling, drilling, tubing running, single
connection, backrow, and plug drilling, can be recognized by the model. The model offers
excellent generalizability and great accuracy.

Ben (2019) et al. [6] pointed out that it is difficult to classify the two drilling conditions
of “rotary drilling” and “sliding drilling” based on the surface rotary speed alone, because
of top-drive vibration. To achieve the desired classification accuracy, three machine learning
models for identifying “rotary drilling” and “sliding drilling” were evaluated, namely
random forest (RF), convolutional neural network (CNN), and recurrent neural network
(RNN) models, finding that machine learning models are far superior to rule-based models.

Gabriel L. Dioliveira et al. [7] found the invisible lost time in the drilling process by
establishing an automatic drilling condition identification method and calculating key
performance indicators of drilling time, such as drilling start and trip time. This method
was used to evaluate drilling data over three years, and it revealed more than 700 days
of non-visible lost time, showing that drilling efficiency has a great deal of opportunity
to grow.

Coley [8] developed a key component of an internal system to report key performance
indicators of invisible lost time across drilling operations and developed a classification
engine for common drilling conditions based on supervised machine learning.

Qiao Ying et al. [9] proposed a convolutional neural network (CNN) and bidirectional
gated recurrent unit neural network (GRU) parallel hybrid network (CNN-BiGRU) for
intelligent identification of drilling conditions. The accuracy percentage was 94% overall.
Experiments demonstrate the model’s great accuracy and efficiency as well as its capacity
to intelligently recognize drilling circumstances.

In addition, we have summarized some research on traditional stacking and improved
stacking algorithms, as shown in Table 1.

Table 1. The research on stacking algorithms.

Author

Research Contents

Wang et al. [10]

A blockchain anomaly transaction detection method based on stacking ensemble
learning, which outperforms individual models.

Suetal. [11]

Using DenseNet and the improved AlexNet as two convolutional neural networks for
stacking, fingerprints are classified.

SHAO Weixi [12]

Ensemble models with significant diversity among base classifiers exhibit better
classification performance, achieving an accuracy of 89.78% on the heart
disease dataset.

Caoetal. [13]

Using the PCA algorithm to calculate the weights for each base model, the accuracy of
the ensemble model was improved by 1.85% compared to the traditional stacking
ensemble model.

You et al. [14]

In sales forecasting, stacking ensemble learning improves prediction accuracy by up to
1.42% compared to individual models.

Lietal. [15]

The stacking ensemble method outperforms individual models in predicting multiple
indicators of emergency department patient arrivals.
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The drilling condition identification method used in current research methods rarely
takes knowledge of drilling engineering mechanisms into account. As a result, the model’s
interpretability is poor, and it is challenging for people to comprehend the model’s internal
working principles and decision-making process. The model may have trouble adjusting to
new circumstances and domains if it only generates predictions by identifying patterns
in the training data, rather than simulating the mechanics of the issue. As a result, the
integrated learning algorithm that determines stacking conditions based on knowledge of
the fusion mechanism is proposed to be improved upon in this study. The importance of
integrating mechanistic information in feature building lies in the fact that it can enhance
the model’s performance in terms of generalization, interpretability, and dependability.

The drilling process can be monitored and managed in real time by segmenting the
drilling process into particular drilling conditions and establishing the key performance
indicators (KPIs) of these drilling conditions. Additionally, the drilling process can be made
more efficient and the well construction cycle can be shortened by identifying the invisible
lost time brought on by redundant operating procedures.

Through fine monitoring and analysis of the drilling process, the invisible lost time in
the drilling process can be found, which has important practical significance for improving
drilling efficiency, shortening the well construction cycle, and saving drilling costs. The
purpose of this study is to effectively identify drilling conditions, further record the duration
of various conditions, and uncover hidden time losses. Ultimately, this can significantly
improve drilling efficiency and reduce drilling costs.

2. Methodology
2.1. Data Processing
2.1.1. Dataset Description

The data used in this research are sourced from a specific well in Xinjiang Oilfield. The
data are derived from a well log with multiple logging parameters at depths between 3000
and 6000 m. The data include five operating conditions, including rotary drilling, sliding
drilling, circulation, empty well, and other operating conditions. Drilling site specialists
analyze data outliers after annotating the data using the criteria of data validity, empirical
relevance, and expert experience. Finally, more than 1.5 million data points were chosen
for the model’s testing and training. Table 2 displays a summary of the data related to the
five drilling conditions.

Table 2. The data volume for five drilling conditions.

Drilling 1ys . 1. 11s . . Other Drilling
Conditions Rotary Drilling Sliding Drilling Circulation Empty Well Conditions
data volume 463,260 11,508 251,501 181,770 599,860

2.1.2. Feature Selection

In the process of drilling, the identification of drilling conditions is affected by many
factors. Through correlation analysis and mechanistic knowledge, parameters that have a
greater impact on drilling conditions are selected, parameters that have less impact or are
irrelevant are removed, the dimension of input parameters is reduced, and two or more
parameters with high similarity are avoided at the same time. The Spearman correlation
coefficient [16] is selected for analysis in this paper, and the calculation formula is shown in
Equation (1). The specific calculation formula is as follows,

6y d?

P e

)

where p represents the Spearman’s rank correlation coefficient, d; represents the difference
between the ranks of two variables, and n represents the number of observations.
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When there is a nonlinear relationship between the variables, Spearman correlation
coefficients can be employed because they are comparatively unaffected by outliers. The
range of the Spearman correlation coefficient is —1 to 1. The two variables are completely
positively correlated when the Spearman correlation coefficient is 1, which is the highest
possible value. A value of —1 indicates a perfect negative connection. A linear correlation
between the two variables does not exist when the Spearman correlation value is 0.

The parameters whose correlation coefficient is greater than 0.5 are selected through
calculation, and 18 parameters are selected as the input of the intelligent model combined
with mechanistic knowledge. The output is the type of drilling condition, as shown
in Table 3.

Table 3. Input and output parameters of models.

Input Output

Well depth, Drill bit position, Delayed well depth,
Hookload, Hookheight, Weight on bit, Rotary Speed,
Torque, Standpipe pressure, Casing pressure, Rate of Drilling conditions
Penetration, Inlet flow rate, Outlet flow rate, Methane,

Total hydrocarbons, Pump Stroke Rate #1/#2/#3

2.1.3. Evaluation Indicators

Model evaluation indexes of multi-classification tasks are used to measure the per-
formance of classification models in multiple categories. Confusion matrices comprise
a common model evaluation tool that show what a model predicts in each category, as
shown in Table 4. The confusion matrix contains four indicators: true positive (TP), false
positive (FP), true negative (TN), and false negative (FN), which can be used to calculate
other evaluation indicators [17].

Table 4. Confusion matrix.

Forecast Result

True Result

Positive Class Negative Class
Positive class P FN
Negative class FP N

Based on the confusion matrix in Table 3, four important evaluation indexes of anomaly
detection methods can be calculated, namely accuracy, recall, precision, and f1 score, which
can be calculated by the following formulas:

Accuracy—the proportion of all correct predictions in the total sample:

TP+ TN

2
TP+ FN+ TN + FP @

Accuracy =

Recall—the proportion of predicted positive samples to the actual positive samples:

TP
Recall = m (3)

Precision—the proportion of true-positive samples among all the samples predicted as

positive by the model:
Precision = _Tre 4)
- TP+FP

F1Score—harmonic mean of recall and precision.

2 x Precision x Recall
F1 =
Score Precision + Recall ©®)
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2.2. Model Building
2.2.1. Multi-Layer Perceptron

Multi-layer perceptron (MLP) is a machine learning model based on feedforward
neural networks [18]. It consists of one or more hidden layers, with each hidden layer
containing multiple neurons. The input layer of the MLP receives input data, which is then
passed through the hidden layers, and the final prediction is generated through the output
layer. In each neuron, the inputs are weighted and then undergo a nonlinear transformation
through an activation function. Each connection is associated with a weight, which is
adjusted during the training process using a backpropagation algorithm to minimize the
model’s prediction error. The hidden layers of the MLP enable the model to learn higher-
level feature representations, capturing complex patterns and relationships in the input
data. Commonly used activation functions include Sigmoid, ReLU, and Tanh.

2.2.2. Random Forest

Random forests (RF) are often used for classification and regression problems [19].
They are made up of several decision trees, each of which is developed using a randomly
chosen subset of features. The random forest training procedure is as follows: We first
create a new training set, referred to as the self-sampling set; a portion of the sample is first
randomly chosen from the original dataset (with sampling back). After that, a decision tree
is built for each batch of self-sampling data. To choose the optimal segmentation feature, a
feature subset is randomly chosen on each node as the tree is being built. Further decision
trees are built by repeating the procedure above.

Random forests have the following qualities: (1) they can process high-dimensional
data without feature selection; (2) they have good robustness to outliers and noise; (3) they
enable estimation of how important a given feature is; and (4) they can handle large-scale
datasets and compute faster.

2.2.3. K-Nearest Neighbors

The K-nearest neighbors (KNN) algorithm is an instance-based classification algo-
rithm [20]. It determines the separation between the samples that need to be categorized
and the samples in the training set, chooses the K neighbors with the shortest separation,
casts votes based on the categories of the K neighbors, and assigns the samples to the
category that received the most votes. The KNN model’s training procedure is relatively
straightforward: the model is not actually trained; it merely saves the training sample.
The KNN model measures the separation between each sample in the training set and the
sample being classified during classification. The Euclidean distance and the Manhattan
distance are two commonly used distance measurement techniques. The categories of the
samples to be classified are then decided by voting in accordance with the categories of the
K neighbors, starting with the K samples that are nearest to one another.

2.2.4. Support Vector Machine

Support vector machine (SVM) is a commonly used classification algorithm that can
effectively deal with linear and nonlinear classification problems [21]. Finding the best
hyperplane to divide samples into distinct classes while maximizing the distance between
sample points nearest to the hyperplane is the aim of SVM. SVM has the following benefits:
(1) it can handle high-dimensional data; (2) it has good generalization capabilities for
small sample data; and (3) it can solve nonlinear problems by using kernel functions. The
following are some shortcomings of SVM: (1) long training times for large datasets; (2) it is
easily impacted by increased data noise.

2.2.5. Stacking Ensemble Learning (SEL)

Stacking is a commonly used model ensemble method, initially proposed by Wolpert [22,23].
It consists of two components: base learners and a strong learner. Stacking utilizes cross-
validation to train base learners and obtain predictions for the entire training dataset. These
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predictions are then used as input features for the strong learner, which produces the final
prediction. To implement stacking, the dataset is first divided into a training set and a
test set according to a specified ratio. The training set is used to train the base learners,
and their output results are combined into a feature matrix that serves as input for the
second-level strong learner [24]. The final prediction of the model can be obtained from the
trained meta-learner. The algorithmic process is illustrated in Figure 1.

Train set Test set

Limimime= » Train

o 1= o . l Input
! respectively
! lBase C, C C,
' earner
1

__________________________ +4.-.» Prediction

New

[
! | Feature || Feature Feature || :
training | 1 2 N ' Obtain
set \ o + _____ f ____________ i_ - _,'
Train
Input New
[ Meta-learner ] +——————— training
. set
l Prediction

| Classification result |

Figure 1. The process of ensemble learning algorithm.

2.2.6. Improved Stacking Ensemble Learning (ISEL)

In the traditional stacking model, the number of input features for the meta-learner
is determined by the base learners and is typically limited to the output results of each
base learner, resulting in a relatively small quantity of features [25]. Having fewer features
can lead to the model’s inability to capture complex relationships in the data, resulting
in underfitting issues and potential loss of information. This can impact the model’s
understanding and modeling capabilities, thereby affecting its accuracy and generalization
performance. Feature augmentation, such as feature cross-combinations, can be employed
to address this limitation. Incorporating domain knowledge into the process of feature
engineering is significant as it can enhance the model’s interpretability, reliability, and
generalization performance. The process of generating a new training set in the improved
stacking algorithm is illustrated in Figure 2.

New featurel

Original
Training =
set
Polynomial features
New feature2 NTew NLW NTew New New
featurel feature2 feature3 featured-6 feature7-9
Original Xi*X; | M | M | M || New
“a'“"“g L X;*X3 | F | F | F || Training
sel
% 1 2|3 set
X2 X3
Newfeature3 | Mechanistic features(MF):
Turntable power = Turntable speed x
Original flongue
Training 3 Circulation rate = Outlet flow rate /
set Inlet flow rate
Drilling pump power = Standpipe pressure X
Inlet flow rate

Figure 2. The process of generating a new training set using the improved Stacking algorithm.
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This paper proposes two improvement measures for the generalization capability and
prediction accuracy of the stacking model:

(1) Feature construction using polynomial cross-combination;
(2) Feature construction based on the integration of mechanistic knowledge.

(1) Feature construction using polynomial cross-combination

In traditional models, as the data volume is much larger than the number of features,
the data often cannot be linearly separated. Therefore, by performing a polynomial cross-
combination transformation on the original data, more cross-terms between features can be
obtained. Through a multidimensional linkage mechanism, the generalization capability of
the model can be enhanced. The output features of the base learners are increased from
the original three features to six features by introducing additional features as shown in
Figure 2: new features 4-6.

(2) Feature construction based on the integration of mechanistic knowledge

Integrating mechanistic knowledge can assist in better understanding the relationship
between the data and the model, thereby improving the model’s interpretability. It can
reduce the risk of overfitting, enhancing the model’s reliability. Moreover, it helps in design-
ing more representative features, thus improving the model’s transfer and generalization
performance.

Domain knowledge: Turntable power = Turntable speed x Torque, Circulation
rate = Outlet flow rate/Inlet flow rate, Drilling pump power = Standpipe pressure x Inlet
flow rate.

In the improved model, the number of features has been increased from the original
three features output by the traditional three base learners to nine features. Among them,
three features are based on the integration of mechanistic knowledge, represented as new
features 7-9 in Figure 2.

2.3. Model Parameter

In this study, we first selected MLP to classify drilling conditions. Then, we further
selected random forest, K-nearest neighbors (KNN), and support vector machine (SVM)
machine learning models to effectively classify drilling conditions. To improve the accuracy
of the model, we used these three models as base learners and logistic regression as the
meta-learner in a stacking ensemble learning model. In the base learner ensemble of the
stacking model, we used models with significant differences as base learner models. This
is because different models based on different methods essentially observe the data from
different perspectives in the feature space and establish corresponding models based on the
algorithm’s observation and its own algorithm principles. Therefore, selecting algorithms
with significant principal differences can maximize the diversity of algorithms and reduce
the correlation of output labels from the base learning layer. Lastly, to improve the model’s
transferability and generalization capability, mechanistic knowledge was embedded into
the stacking ensemble learning model through feature engineering. The parameters of
different models are shown in Table 5.

Table 5. Parameters of model.

Model Parameter
MLP Hidden layer sizes: (100, 50), Activation function: ReLU, Learning rate: 0.01
Random Forest Number of trees: 100, Feature subset size: sqrt (total features), Tree depth: None
KNN K value: 5, Distance metric: Euclidean distance, Neighbor selection strategy: Majority voting
SVM Kernel selection: RBF kernel, Regularization parameter C: 1.0, Kernel parameter: gamma = 0.1
SEL/ISEL Base learner types: Random Forest, KNN, SVM, Number of base learners: 3, Ensemble

strategy: Voting
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3. Results and Discussion

Using Python programming, we conducted an experiment on a drilling dataset. First,
we divided the dataset into training and testing sets. Then, following the algorithm flow,
we input the data into the models and calculated the four evaluation metrics for each model.
In this section, we compared and analyzed the performance of different drilling condition
segmentation models, identified the strengths of different models, and ultimately selected
the best-performing model. The comparative analysis results are shown in Table 6.

Table 6. Experimental evaluation results.

Evaluation Indicator

Intelligent
Model Accuracy Precision Recall F1 Score
MLP 0.92 0.89 0.93 0.91
RF 0.96 0.95 0.96 0.95
KNN 0.97 0.95 0.94 0.94
SVM 0.96 0.92 0.93 0.92
SEL 0.96 0.96 0.97 0.96
ISEL 0.97 0.97 0.98 0.97

The improved ensemble learning model performed the best in terms of accuracy,
precision, recall, and F1 score. It can fully leverage the advantages of multiple base learners,
improving the predictive performance and generalization ability of the model.

Random forest and KNN models also achieved good results, with high levels of
accuracy, precision, recall, and F1 score. They are based on the concepts of decision
trees and instance distance, enabling them to handle complex feature relationships and
classification problems.

The MLP and support vector machine (SVM) models showed slightly lower accuracy
and F1 score. The MLP may require more training and parameter tuning to improve
performance, while SVM may benefit from better feature selection and adjustment of the
kernel function to optimize classification results.

The ensemble learning model performed well in terms of accuracy and F1 score but
had slightly lower precision and recall compared to the improved ensemble learning model.
It makes decisions by combining the predictions of multiple base learners, effectively
reducing the risk of overfitting and improving the model’s robustness.

The improved ensemble learning algorithm has the following advantages:

1.  Strong feature combination capability: The embedded mechanism model can auto-
matically learn and discover complex relationships and interactions between features.
By embedding mechanisms such as nonlinear transformations, cross-features, and
high-order feature combinations in the model, it enhances the modeling capability for
complex data patterns;

2. Strong adaptability: The embedded mechanism model can automatically adjust the
model’s complexity and flexibility based on the characteristics of the data. It can
select appropriate feature embedding methods and parameter settings automatically,
thereby improving the model’s adaptability and performance;

3.  Strong interpretability: Compared to some black-box models, the embedded mech-
anism model often has better interpretability. Due to its explicit feature embedding
process and model parameters, it becomes easier to understand how the model pro-
cesses input features, thus providing better explanations for the model’s predictions;

4.  Strong generalization capability: The embedded mechanism model learns and extracts
the intrinsic feature representation of the data, enabling it to capture the underlying
patterns and distribution characteristics of the data, resulting in strong generalization
ability. It can effectively handle new unseen samples and maintain good performance
across different datasets.
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4. Drilling Time Efficiency Statistics and Enhancement
4.1. Invisible Lost Time

The division of drilling time is illustrated in Figure 3, where the actual drilling cycle
consists of productive time (PT) and non-productive time (NPT). PT is composed of techni-
cal limits time (TLT) and invisible lost time (ILT) [26]. Within the productive time, there
exists a portion of time lost due to low operational efficiency, known as invisible lost time
(ILT). ILT is invisible because it does not appear in any daily conventional drilling reports,
whereas non-productive time is often recorded in daily drilling reports.

ACTUAL WELL DURATION

Industry Normal Well Time |
Theoretical
Well time

I

Technical Limit

Invisible Conventional
Lost time Lost or down time

Figure 3. Composition and division of drilling time.

4.2. Drilling Time Efficiency Statistics

The drilling time efficiency automatic statistics module is a tool used to automatically
analyze and calculate the start time, end time, and duration of various drilling operations in
drilling activities. Its working principle is based on the automatic drilling conditions recog-
nition method, which obtains identification codes for each drilling state and encapsulates
them along with the corresponding time data in the format of wellsite data transmission,
which is then sent to the drilling time efficiency automatic statistics module.

In the automatic drilling conditions recognition method, drilling conditions data are
labeled and classified, and each state is assigned a unique identification code. The purpose
of these codes is to differentiate between different conditions, allowing the statistics module
to accurately identify and calculate the time for each operation. Once the identification
codes and time data are encapsulated and sent to the drilling time efficiency automatic
statistics module, the module starts analyzing the data.

The module parses the received data, extracts the start time and end time for each
operation, and calculates the duration of each operation. Through these calculations, the
drilling time efficiency automatic statistics module can achieve automatic statistics of
dynamic drilling operation times.

Drilling time efficiency analysis is performed based on the recognition of drilling
conditions. Its objective is to measure and calculate the proportion of time occupied by
different drilling operations during the entire drilling process. By analyzing the duration
of each operation, the statistics module can calculate the time proportion of each operation
in the overall drilling process. This enables drilling operation managers to understand the
impact of each operation on the total drilling time and make appropriate optimizations
and adjustments.

4.3. Enhancing Drilling Efficiency

Step 1: Based on the results of the drilling time efficiency automatic statistics module,
the time spent on each drilling operation by different drilling teams can be analyzed and
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calculated. To visually depict the time distribution of each drilling operation for each team,
charts and graphs can be used for statistical and visual representation.

Step 2: Through comprehensive analysis of historical neighboring well data, geolog-
ical conditions, drilling conditions, and other factors, it is possible to engage experts to
determine key performance indicators (KPIs) for each drilling state. These KPIs serve as
important metrics for evaluating drilling efficiency and quality. The expertise and knowl-
edge of the experts assist in identifying suitable KPIs for specific situations, enabling better
assessment of drilling performance.

Step 3: For drilling workers who fail to meet the set KPIs, training and guidance can
be provided to standardize the drilling operation process. Through training and guidance,
drilling workers can learn and master standardized procedural operations and understand
and adhere to best practices in drilling operations. This helps improve operational efficiency
and quality, thereby reducing the duration of drilling operations. Regular training and
continuous supervision ensure that drilling workers maintain a proficient level of operation
and continuously enhance the overall efficiency of drilling operations [27].

In conclusion, through measures such as automatic statistics of drilling time efficiency,
KPI determination, and standardized training, it is possible to comprehensively analyze
and optimize the time distribution and efficiency of drilling operations, thereby improving
the overall performance of drilling activities. This integrated analysis and improvement
process can assist drilling teams in continuously enhancing the quality and efficiency of
drilling operations in practice. The time of different drilling conditions is shown in Figure 4.

Proportion of Time for Different Drilling Conditions

Other drilling conditions

24.8%

15.0% Empty well

38.4%
Rotary drilling

- 20.8%
. o

Circulation

Sliding drilling
Figure 4. Time proportion of different drilling conditions.

4.4. Engineering Applications

In terms of sliding drilling, certain inclined wellbore sections are selected, and positive
displacement motors are used for sliding drilling. The sliding time is an important indicator
to evaluate sliding drilling operations. As shown in Figure 5, the overall sliding time is
reduced, leading to an improvement in sliding drilling efficiency. The average sliding time
for the first batch of wells is 82 min, while the average sliding time for the second batch of
three wells is 64.7 min, resulting in an average sliding time reduction of 21.1%.

In terms of rotary drilling, as shown in Figure 6, the average Rate of Penetration (ROP)
for the first batch of five wells is 44.1 m/h, while the average ROP for the second batch of
three wells is 51 m/h, resulting in an average ROP increase of 15.65%. Although there is
a relative increase in ROP, the improvement margin is limited. The drilling team should
maintain the current operational status.
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Histogram of Sliding Drilling Time for Each Well

87

83 82

81
80

70
65

60 59 gl

40 A

Sliding Drilling Time(min)

20 A
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well1 well 2 Well 3 Well 4 Well 5 Well 6 Well 7 Well 8 KPI
well Number

Figure 5. Histogram of Sliding Drilling Time for Each Well.

Histogram of ROP for Each Well

70

60 - 60

50 4 49.6

ROP(m/h)

10 A

T T T
Well 1 Well 2 Well 3 well 4 Well 5 Well6 Well 7 Well 8 KPI
Well Number

Figure 6. Histogram of ROP for Each Well.

5. Conclusions

This article compares various models for drilling conditions classification and ulti-
mately selects an improved stacking ensemble learning algorithm for drilling conditions
classification. The chosen model enhances the performance by incorporating polynomial
interactions and incorporating domain knowledge for feature engineering. The accuracy of
this model has reached 97%. The effective classification of drilling operating conditions
lays the foundation for the next step of time statistics.

The goal of continuously improving drilling efficiency is to set key performance
indicators (KPIs) for drilling conditions and operate based on standardized procedures
aligned with those KPIs. By automating time tracking and monitoring drilling operation
times in real time, wasteful time segments can be promptly identified and corrected.
Through the establishment of KPIs and continuous improvement efforts, the drilling process
can be optimized, leading to enhanced drilling efficiency. Through engineering applications,
it can be observed that the average sliding time is reduced by 21.1%, and the average Rate
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of Penetration (ROP) is increased by 15.65%. These measures contribute to reducing
non-productive time, improving drilling efficiency, and achieving cost-effectiveness.
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