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Abstract: The operation of modern power systems must meet stability requirements to guarantee
the supply of electrical energy. One of these requirements is to ensure that the low-frequency
oscillation modes have high damping ratios to avoid angular instability and future power system
blackouts. Advances in phasor measurement units (PMUs) have contributed to the development and
improvement of wide-area damping controllers (WADCs) capable of increasing the damping rates of
the oscillation modes of the system, especially the inter-area modes. Nevertheless, the operation of
WADCs is vulnerable to communication failures and cyber-attacks, and if not properly designed the
WADC can affect the stability of the entire system. This research proposes a procedure for designing
a WADC robust to permanent communication failures using a linear quadratic regulator (LQR)
and genetic algorithms. Case studies conducted on an IEEE 68-bus test power system show the
effectiveness of the WADC designed by the proposed procedure even when communication failures
are occurring in the system. The use of genetic algorithms improves the convergence and results of
the LQR-based method.

Keywords: small-signal stability; power system stability; wide-area damping controller; phasor
measurement unit; linear quadratic regulator; genetic algorithm

1. Introduction

Electric power systems have played a fundamental role in the development of society
over the last few years. Human beings increasingly depend on electricity to perform
different daily functions for their own benefit or those of other members of society. This
dependency motivates the expansion and constant improvement of electrical power systems
in terms of transmission and generation of electrical energy [1–7].

Renewable sources of electricity generation such as wind and solar generation are
increasingly expanding around the world, as reported in [8–11]. Although the benefits of
these new electrical energy sources are great, there are challenges in operating electrical
systems with these new energy sources as they affect system stability and can even induce
system blackout if not properly controlled. Furthermore, the interconnection of large
electrical systems makes the systems vulnerable to defects of the most varied types that
can also compromise their operation [12–14].

Contingencies and disturbances can induce the appearance of low-frequency oscil-
lation modes with large amplitudes and low damping rates in power systems. If these
oscillation modes arise in the system in the frequency range of 0.1 to 2 Hz, and if they are
not adequately damped, they can induce a blackout in the electrical system. Because of
this, small-signal stability studies aim to study these oscillation modes and develop control
strategies to increase the damping rates of these modes to acceptable values [15].

Many damping control strategies have been created and refined over the years.
The controller widely used today in modern power systems is the power system sta-
bilizer (PSS) incorporated in the excitation loop of the synchronous generator, especially
in hydroelectric and thermoelectric plants where an automatic voltage regulator (AVR) is
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present [15]. If PSS is correctly tuned, it effectively dampens local oscillation modes in the
frequency range 0.8 to 2 Hz. As power systems can have many generators in operation,
the installation and operation of a PSS can improve the damping of most oscillation modes
of the system. However, as the power system expands and interconnects, PSSs are not
effective in damping inter-area oscillation modes in the frequency range 0.1 to 0.8 Hz [16].
One of the main factors of this limitation is the fact that the PSS is a local controller and
uses local information from the synchronous generator. Inter-area oscillation modes require
global system information for effective mitigation [16].

The development and constant improvement and installation of phasor measurement
units (PMUs) in buses of transmission and distribution systems of modern power systems
provides an effective observability of the entire system [17]. PMUs installed on system
buses collect three-phase voltage and current measurements with high sampling rates
and time synchronization, thus allowing global system information for the most varied
applications. These real data from PMUs have encouraged the scientific community to
develop different applications for the improvement of large electrical systems [18–26].

In small-signal stability studies, researchers have developed controllers called wide-
area damping controllers, using data from PMUs to increase the damping rates of inter-area
oscillation modes [27]. Different WADC design techniques have been proposed and the
achieved results have been promising [28–30]. Methods based on linear matrix inequalities,
the linear quadratic regulator, and metaheuristics were proposed for the robust design
of a WADC. Metaheuristics in particular have been shown to be able to solve different
optimization problems in engineering with great reliability and speed [31–34]. Due to
advances and the development of new metaheuristics to solve optimization problems,
different methods based on metaheuristics have been proposed and evaluated for the
design of a WADC [35–37]. However, the design of a WADC presents challenges that are
not found in the design of a PSS, and these additional challenges can be summarized in
three items: (i) choice of WADC signals, (ii) presence of time delays in the WADC commu-
nication channels, and (iii) vulnerability of the communication channels to communication
breakdown and cyber-attacks.

In multi-generator power systems, multiple generator speed signals are candidates for
input to a WADC. However, a high number of WADC input and output signals increases
the number of WADC parameters to be adjusted in the control design. Most control designs
involve solving an optimization problem and a high number of parameters makes this
search problem infeasible. Thus, the choices of the WADC output and input signals must
be guided towards choosing the minimum number of signals that is sufficient to damp
all modes that need their damping ratios to be high. In the literature, methods applying
the traditional geometric measures, residuals and heuristics, have been proposed in the
scientific community and the results were effective [30,38–40].

WADCs use remote signals from different parts of the system and, thus, time delays
in the transmission of data packets over protocols or communication channels must be
modeled in control designs. Initial work considered models of fixed-time delays that could
be represented by transfer functions of different orders and that could be included in the
open-loop model of the system. Padé approximation theory proved to be effective in this
application [41]. Later, variable time delays were considered in the scientific community
using an adaptive delay compensator [42–44]. In addition, some authors tried to determine
a margin of time delays allowed in the communication channels [45]. The different methods
developed showed promise in the treatment of time delays in the WADC channels.

A recent concern in the operation of a WADC in a modern power system is the
vulnerability of the communication channels to communication failures or cyber-attacks,
such as false data injection attacks. Initial work proposed completely shutting down the
WADC when a fault is identified so as not to destabilize the system, but this strategy
removes the benefits of operating a WADC [46]. Subsequently, works were proposed to
solve temporary failures, but these failures are limited [43]. Some authors have proposed
WADC design methods that are robust to one communication failure but the dynamic
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performance can be compromised [47–49]. Some authors have proposed using redundant
signals, but such a strategy has limited effects [50]. Although the results so far are promising,
some challenges still remain, such as ensuring that the dynamic performance of the power
system is not affected due to communication failures or cyber-attacks.

This research proposes a WADC design procedure that is robust to one WADC’s
permanent communication failure and multiple system operating conditions. The proposed
control design method uses linearized models and it is based on the linear quadratic
regulator (LQR) and some of its parameters are adjusted using genetic algorithms (GA).
In this research, the time delays are fixed and represented by an approximate second-order
model. Case studies through modal analysis and dynamic simulations are performed using
the IEEE 68-bus test power system. Comparative analyses are carried out by applying the
method presented by the authors previously [51]. Discussions of the results are presented
and the advantages and disadvantages of the proposed method are pointed out.

This article has been structured as follows. The model of the modern power system,
including the time delays and the WADC-type controller is presented in detail in Section 2.
The proposed control design method based on LQR and genetic algorithms is described in
Section 3. Applications, results, and evaluations of the proposed method are presented in
Section 4 where a discussion is also presented. The research conclusions are described in
Section 5 with possible future work.

2. Modeling of the Modern Power System, Time Delay, and WADC
2.1. Modern Power System Model

Modern power systems are one of the most complex types of persistent dynamic
systems and can have many elements, such as asynchronous and synchronous machines,
transmission lines, transformers, AVRs, PSSs, dynamic and static loads, among other
equipment. As a dynamic system, power systems can have their operation represented
by a complete set of differential-algebraic equations for each operating point. Usually in
damping control projects it is common to linearize this differential-algebraic set of equations
for each operating point, resulting in the following system of equations [15]:

ẋ = Ax + Bu (1)

y = Cx (2)

where the matrices described above, A, B, and C, are the state, input, and output matrices
and x, y, and u represent the vectors of the state, output, and input variables. Each operating
point will have a model given by (1) and (2), and in control projects these matrices and
vectors are known. Furthermore, modal analyses can be conducted at these operating
points to identify low-frequency oscillation modes with low damping ratios and which
damping control strategies can be applied. At this stage, it is essential that the designer
defines a relevant set of operating points that adequately represent the operating conditions
of the system and, thus, correctly identify the typical low-damping modes that are present
in the system and need to be effectively damped.

2.2. Time Delay Model

The WADC operates on signals from PMUs at different remote locations and, thus,
time delays must be considered in the modeling and design of the WADC-type controller.
In this research, the time delay will be modeled by the following Padé approximation [27]:

H(s) =
6 − 2Ts

6 + 4Ts + T2s2 (3)

where the parameter T described above represents the maximum time delay allowed in
the communication channels or protocols for this control design. The time delay model
represents the maximum time delay that the control design may tolerate during normal
operation of the closed-loop control system without considering that there has been a
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problem in transmitting data from PMUs. As this model (3) is given by a transfer function,
a state-space representation can be obtained by using the observable canonical form,
resulting in

ẋd = Adxd + Bdud (4)

yd = Cdxd (5)

The WADC receives speed signals from remote locations and sends control signals
to remote locations. As the time delay will be fixed, it is important to mention that it can
be incorporated in the model that defines the operating points of the system that will also
be fixed during the control project. Thus, time delays must be considered in the input
and output of the model described in (1) and (2), and because of this, we will use two
models: one to represent the time delay in the WADC output (Ado, Bdo, Cdo) and the other
to represent the time delay in the WADC input (Adi, Bdi, Cdi). From all these processes,
the following linearized model is obtained:

˙̄x = Āx̄ + B̄ū (6)

ȳ = C̄x̄ (7)

where the representations of the matrices described in the equations above are

Ā =

 A BCdi 0
0 Adi 0

BdoC 0 Ado

 (8)

B̄ =

 0
Bdi
0

 (9)

C̄ =
[

0 0 Cdo
]

(10)

Thus, the design of the WADC controller will use the model given by (6) and (7) as
an open-loop system and the modal analysis will be applied in matrix Ā to determine the
oscillation modes and to select the best signals to be input and output from the WADC.

2.3. WADC Model

The WADC will operate with multiple input signals and multiple output signals, as this
way it will be effective at increasing the damping rates of all inter-area modes. To achieve
this goal, the WADC will be modeled by the following matrix of transfer functions:

GWADC(s) = [gk,m(s)] =

 g1,1(s) · · · g1,p(s)
...

. . .
...

gp,1(s) · · · gp,p(s)

 (11)

where each gk,m(s) can be represented by

gk,m(s) =
num(s)
den(s)

=
b2k,ms2 + b1k,ms + b0k,m

s2 + a1k,ms + a0k,m
(12)

Applying the observable canonical representation to the transfer function matrix (11)
it is possible to obtain

ẋc = Acxc + Bcuc (13)

yc = Ccxc + Dcuc (14)

If the WADC controller poles are fixed, the control design problem must determine only
the parameters of the numerator of the transfer functions of (11) that meet the performance
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requirements of the control system. It is important to mention that the definition of the
WADC poles reduces the search space of the control problem, but the definition of these
poles must be performed carefully to ensure that the control objective is achieved. In this
research, it was decided to choose the same poles of the PSSs of the test system.

2.4. Closed-Loop Control System

The control design will be made to meet performance requirements of the power
system with the WADC projected in this research. The closed-loop control power sys-
tem composed by the models (6) and (7) and by the WADC model (13) and (14) can be
described as

˙̂x = Âx̂ (15)

where the new vector of state variables is x̂ =
[

x̄T xT
c
]T and the matrix that will be the

object of the controller’s performance evaluation is given by

Â =

[
Ā + B̄DcC̄ B̄Cc

BcC̄ Ac

]
(16)

Another way to represent the closed-loop system is using the following model [52]:

ẋa = Aaxa + Baua (17)

ya = Caxa (18)

where the new vector of state variables is xa =
[

x̄T xT
c
]T

Aa =

[
Ā B̄Cc
0 Ac

]
(19)

Ba =

[
B̄ 0
0 I

]
(20)

Ca =
[

C̄ 0
]

(21)

Ga =

[
Dc
Bc

]
(22)

If we use the following output feedback law

ua = GaCaxa = Gaya (23)

so
ẋa = Aaxa + Baua = Aaxa + BaGaCaxa = (Aa + BaGaCa)xa (24)

and so the matrix Â can be obtained in the following new way

Â = Aa + BaGaCa =

[
Ā + B̄DcC̄ B̄Cc

BcC̄ Ac

]
(25)

If we fix the poles of the WADC in the control design, then the matrices Ac, Aa, Ba,
and Ca are fixed. The WADC control project must determine the matrices Bc and Dc or the
matrix Ga (22). Therefore, the WADC-type control design (GWADC(s) in (11)) consists of
resolving a constant output feedback problem given by (23). It is important to mention that
this is a very effective control strategy as it considerably reduces the number of variables in
the WADC design.
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2.5. Robustness to Communication Failure

The WADC’s resilience to a communication failure can be evaluated by linearized
models and included without major difficulties in the design stage. Based on the choice
of WADC signals, the input B̄ and output C̄ matrices are defined. When a WADC input
signal is lost, it is similar to zeroing out the line referring to this signal in the matrix C̄,
as its effect is nullified. When a WADC output signal is lost, it is similar to zeroing the
column referring to this signal in the matrix B̄, as its effect is nullified. Therefore, resilience
to communication failures consists of properly zeroing the rows or columns of the matrices
B̄ and C̄. These communication failures affect the closed-loop matrix Â, and thus, two
additional sets of matrices can be defined: (i) associated with the lost signal at the WADC
input (26); and (ii) associated with the lost signal at the WADC output (27).

Ãr =

[
Ā + B̄DcC̄r B̄Cc

BcC̄r Ac

]
, r = 1, ..., p (26)

Ăq =

[
Ā + B̄qDcC̄ B̄qCc

BcC̄r Ac

]
, q = 1, ..., p (27)

Thus, designing a WADC resilient to communication failure consists of finding the
parameters of the WADC that meet the requirements of good damping rates of the three
closed-loop matrices: Â in (16), Ã in (26), and Ă in (27).

3. Proposed Method

The control system described in (15) is similar to (17) and (18) with constant output
feedback control represented by Ga, where Ga is to be calculated. This problem, to design
the feedback control, can be solved using optimal control theories [53]. The WADC project
of this research will adopt an optimal control theory where the objective is to minimize a
quadratic index that is commonly known as: the linear quadratic regulator (LQR) problem.
This index is frequent in control projects and can be formulated as

J(xa, ua) =
1
2

∫ ∞

0

(
xT

a Qxa + uT
a Rua

)
dt (28)

where the R and Q matrices are defined by the designer and can be fixed or design variables.
Matrices R and Q are positive definite and semi-definite, respectively. These R and Q
matrices are defined by the designer and affect the desired control performance. The R and
Q matrices can have large dimensions and, thus, have many parameters. It is common in
control designs for these matrices to be diagonal to facilitate design.

The WADC parameters are obtained from solving the algebraic Riccati equation (ARE)
described in (31). The unique optimal solution provided by solving the ARE by the state
feedback control law is obtained as [52]:

ua = −Kxa (29)

where the matrix K represents the state feedback gain which obeys the following formulation

K = R−1BT
a P (30)

where P = PT � 0 is a symmetric and positive definite matrix that is obtained through the
Riccatti equation

AT
a P + PAa − PBaR−1BT

a P + Q = 0 (31)

At the end of all these calculations and processes, the matrix Ga is determined from K
and Ca as

Ga =

[
Dc
Bc

]
= KCT

a

(
CaCT

a

)−1
(32)
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As already mentioned, Aa, Ba, Ca are known and fixed by the designer in the control
problem to find the WADC parameters and Ga is the variable to be determined. In this
optimal control design, the designer defines the Q and R matrices and this is an important
step because the results of the convergence of the method affect the system performance
indices. This appropriate definition of the Q and R matrices motivated the authors to
develop an optimization model to seek the values of the Q and R matrices that maximize
an objective function, and this optimization model can be solved by any metaheuristic.
The next section describes the optimization model and the next section describes the
proposed algorithm.

3.1. Optimization Model

The method based on optimal control finds the Ga matrix from a definition of the
Q and R matrices. However, the closed-loop matrices Â, Ã, and Ă need to be evalu-
ated if the damping rate requirements are met. Thus, the objective function Fobj(Ga) of
the proposed optimization model consists of maximizing the minimum damping rates
(ζmin(Â, Ã, Ă)) of the three matrices (Â, Ã, and Ă) for the Ga matrix resulting from the
convergence of the method based on the LQR for each Q and R definition. The proposed
optimization problem is described in (33).

Find Q, R
Maximize Fobj(Ga) = ζmin(Â, Ã, Ă)
Subject to Qmin ≤ Q ≤ Qmax

Rmin ≤ R ≤ Rmax

(33)

To facilitate the search process, the Q and R matrices are strictly diagonal and each
element has minimum and maximum value restrictions. This optimization model can be
solved by any metaheuristic and the authors decided to use genetic algorithms for their
simplicity and good results in optimization problems [54–56].

3.2. Proposed Algorithm

From what has been exposed so far in the previous sections, the proposed algorithm for
the WADC design considering the robustness to the permanent loss of one communication
channel is described below.

• Step 01: Linearize the test system around the set of operating points of interest.
• Step 02: Apply a modal analysis to identify low-frequency oscillation modes with low

damping ratios.
• Step 03: Define the nominal operating point and choose the signals (speed signals and

control signals) for the WADC to be designed.
• Step 04: Define each parameter of the genetic algorithm, such as mutation rate (MR),

crossover rate (CR), population size (PS), and the maximum number of epochs (NE).
• Step 05: Set the maximum and minimum values of all diagonal elements of the Q and

R matrices: Qmin, Qmax, Rmin, and Rmax.
• Step 06: Simulate the proposed method until reaching the maximum limit of epochs.
• Step 07: At the end of the simulation, the best individual will provide the WADC

parameters.

4. Results

The proposed method formally presented in Section 2 will be evaluated on the IEEE
68-bus test power system described in detail in reference [57] for angular stability studies.
It is the largest test system of this reference and, therefore, is a challenge for the design of
damping controllers. A modal analysis was conducted on this test system to identify the
modes that have the lowest damping ratios. Table 1 shows these modes for this nominal
case (NC). In addition, a second operating point, called C2, was obtained and consisted
of increasing the load level of the entire system by 2%. A set of operating points allows
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an evaluation of the difficulty of the WADC project and the operating uncertainties of
the test system. The damping for this second case of operation is described in Table 1.
As reported in Table 1, there are modes that have damping rates lower than 5% that can
affect the dynamic performance of the entire power system. Thus, the WADC design can
be beneficial for improving the dynamic performance of the entire test power system.

Table 1. Modes that have the lowest damping ratios in the test system.

Case Modes (Eigenvalues) Damping Ratio (%)

Nominal Case (NC) [57] −0.1657 ± 4.8917 i 3.3851
−0.1184 ± 3.2665 i 3.6236

C2 −0.0927 ± 3.2036 i 2.8919
−0.1643 ± 4.8855 i 3.3615

The first step consists of properly choosing the input and output signals that are
really capable of increasing the damping rates of the oscillation modes described in Table 1.
Applying the geometric measures of observability and controllability, the velocity sig-
nals chosen for the WADC input signals correspond to generators 12, 13, 14, 15, and 16,
and the WADC control output signals will go to the AVRs of generators 5, 9, 10, 11, and 12.
The WADC then displays five input signals and five output signals. The WADC of this case
study will, therefore, have five input and output signals. Originally, the test system had
16 synchronous generators whose speed signals would be available to be WADC inputs
and the test system had 12 AVRs whose WADC control signals would be available to be
WADC output signals. Therefore, the application allowed a reduction in the chosen signals
and consequently a reduction in the number of WADC parameters that need to be tuned.
The WADC will be a matrix of 25 transfer functions that need to have their numerator
parameters obtained by the proposed method.

Defining the parameter values of the proposed method is the next step in the WADC
project. The time delay in transmitting data on channels has been fixed to 100 ms (T = 0.100).
The proposed method presents the following parameters: PS = 20, CR = 70%, MR = 50%,
NE = 2000, Qmin = 0.01, Qmax = 10000, Rmin = 0.01, Rmax = 100. The WADC
transfer functions will have two poles equal to −25 and so the denominator will be
den(s) = s2 + 50s + 625. Applying the proposed method in this test system, the conver-
gence provided the controller is described in Table 2.

In order to evaluate the benefits of the proposed method, the WADC design method
presented in [51] was applied to the test system under study and the results were compared
with the proposed method. Applying the method in [51] for the same WADC poles of the
proposed method, the projected WADC parameters are available in Table 3.

The WADC projected by linearized models will be analyzed through the application
of contingencies in the dynamic nonlinear model of the test system. A three-phase fault of
100 ms was applied to bus 14 and the angular responses of the generators were compara-
tively evaluated without the presence of the WADC, the WADC designed by the proposed
method, and the WADC designed by the method in [51]. Figures 1–3 present the angular
responses of generator 14 for the C2 case (see Table 1) to the WADC operating with all
communication channels, the loss of the signal from machine 14, and the loss of the WADC
control signal that goes to the comparator of the AVR of machine 5. Figures 4–6 present
the angular responses of machine 15 for the C3 case (C2 case with the disconnection of
transmission lines 31–53) to the WADC working with all communication channels, the loss
of the speed signal from machine 14, and the loss of the WADC control signal that goes
to the comparator of the AVR of machine 5. In all cases shown, the angular responses of
the test system with the WADC (LQR + GA) designed by the proposed method showed a
well-damped behavior and with low amplitudes when compared to the method proposed
in [51] (WADC (Ref)) and the system operating only with PSSs.
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Table 2. WADC (LQR + GA) using the proposed method.

gk,m (s) num (s)

g5,12 (s) −1982.1 s2 − 10237 s − 13080
g9,12 (s) −175.6 s2 − 5761.5 s − 18194
g10,12 (s) 3459.6 s2 + 15747 s + 17900
g11,12 (s) −123.35 s2 − 2808.8 s − 15042
g12,12 (s) 25.764 s2 + 430.49 s + 1583.4
g5,13 (s) 246.13 s2 + 3976.8 s + 10367
g9,13 (s) 120.5 s2 + 744.67 s + 1148.6
g10,13 (s) 3.8042 s2 + 63.58 s + 163.09
g11,13 (s) 1755.9 s2 + 8567.6 s + 10381
g12,13 (s) 16.066 s2 + 425.25 s + 2021.4
g5,14 (s) −339.53 s2 − 3902.8 s − 10601
g9,14 (s) 3006.5 s2 + 12468 s + 12913
g10,14 (s) 84.447 s2 + 836.58 s + 1813.5
g11,14 (s) 12.296 s2 + 201.07 s + 736.15
g12,14 (s) 83.54 s2 + 2255.7 s + 7899.1
g5,15 (s) 1135.1 s2 + 6016.1 s + 7970.2
g9,15 (s) 1272.3 s2 + 8922.1 s + 15587
g10,15 (s) 156.32 s2 + 4352.2 s + 17548
g11,15 (s) 58.164 s2 + 1936.8 s + 9491.5
g12,15 (s) 197.7 s2 + 6798.1 s + 16368
g5,16 (s) 3.254 s2 + 476.71 s + 17192
g9,16 (s) 7.1288 s2 + 29.304 s + 30.094
g10,16 (s) 1157.4 s2 + 5001.7 s + 5391
g11,16 (s) 4381.7 s2 + 18043 s + 18563
g12,16 (s) −2639.5 s2 − 13939 s − 18274

Table 3. WADC (Ref) parameters using the method in [51].

gk,m (s) num (s)

g5,12 (s) 1298.1 s2 + 7037.4 s + 6176.3
g9,12 (s) −13.067 s2 − 460.2 s − 1232.7
g10,12 (s) −1730.9 s2 − 8198.1 s − 9522.8
g11,12 (s) 143.19 s2 + 989.38 s + 897.11
g12,12 (s) −233.6 s2 − 2565.4 s − 4299.9
g5,13 (s) −338.56 s2 − 5526.6 s − 9858.5
g9,13 (s) −144.53 s2 − 2222.5 s − 4025.4
g10,13 (s) 103.65 s2 + 747.56 s + 1308.5
g11,13 (s) −14.389 s2 − 712.44 s − 1443.1
g12,13 (s) 532.43 s2 + 2067.7 s + 1624.6
g5,14 (s) −38.512 s2 − 732.15 s − 3446.5
g9,14 (s) −206.81 s2 − 484.71 s − 280.72
g10,14 (s) −1.6013 s2 − 194.1 s − 910.3
g11,14 (s) 9.3978 s2 + 1068 s + 6023.8
g12,14 (s) 1702.3 s2 + 12042 s + 18678
g5,15 (s) −0.026599 s2 − 3.4594 s − 90.486
g9,15 (s) −1572.6 s2 − 5095.2 s − 3738.5
g10,15 (s) 273.06 s2 + 9681.9 s + 18535
g11,15 (s) −278.61 s2 − 1148.4 s − 1182.9
g12,15 (s) −21.07 s2 − 89.434 s − 94.753
g5,16 (s) −4404.2 s2 − 17400 s − 17124
g9,16 (s) 1780.1 s2 + 7285.1 s + 7453.3
g10,16 (s) 3546.5 s2 + 18803 s + 17818
g11,16 (s) −22.655 s2 − 2347.4 s − 4674.8
g12,16 (s) 168.36 s2 + 659.41 s + 605.53
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Figure 1. Angular response after applying and removing a contingency from generator 14 for C2 case.
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Figure 2. Angular response after applying and removing a contingency from generator 14 for C2 case
with the loss of the signal associated with the third input of the WADC.
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Figure 3. Angular response from generator 14 for C2 case with the loss of the signal associated with
the first output of the WADC.
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Figure 4. Angular response from generator 15 for C3 case.
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Figure 5. Angular response from generator 15 for C3 case with the loss of the signal associated with
the third input of the WADC.
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Figure 6. Angular response from generator 15 for C3 case with the loss of the signal associated with
the first output of the WADC.



Energies 2023, 16, 5646 12 of 15

From the results achieved by the modal analysis and nonlinear simulations by applying
the proposed method and the method available in [51], some comments can be made.

• The proposed method achieved its objective in providing a WADC capable of in-
creasing the damping rates of the electromechanical modes of the test system and
providing well-damped angular responses when the system is subject to contingencies
or communication failures.

• The use of genetic algorithms to tune the diagonal elements of the Q and R matrices
was effective in improving the convergence of the proposed method. Damping rate
indices were greater than 5% as desired. Thus, the appropriate use of a metaheuristic
in conjunction with a method based on LQR can be beneficial in obtaining better
results of control objectives.

• The strategy adopted in the linearized models to ensure robustness to communication
failures was effective, as can be seen in the nonlinear analyses through contingency
applications. Furthermore, the use of linearized models facilitates the design of
WADC-type controls.

5. Conclusions and Future Work

This research proposes a WADC design method using LQR and genetic algorithms
incorporating robustness to communication failures. From the results achieved, the method
proposed in this paper was effective in providing a WADC capable of increasing the
damping rates of the modes of test systems even if there is a communication failure
in the transmission of data from PMUs. The application of genetic algorithms in the
LQR-based method was effective in ensuring high damping rates for the modes as the
traditional method does not evaluate this. The dynamic simulations of the test system
under contingency showed dynamic responses with low amplitudes and were well damped
even in the case of a communication failure, as desired for the system operation.

Future research work is the application of the proposed method in power systems
with wind and photovoltaic generation sources. In addition, other control devices such
as STATCOM can be evaluated in improving the performance of the entire system. Other
metaheuristics such as the particle swarm optimization, crow search algorithm, and marine
predators algorithm can be applied and compared in place of GA to tune the matrices of
the LQR-based method.
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