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Abstract: The exponential growth of unpredictable renewable power production sources in the
power grid results in difficult-to-regulate reactive power. The ultimate goal of optimal reactive power
dispatch (ORPD) is to find the optimal voltage level of all the generators, the transformer tap ratio,
and the MVAR injection of shunt VAR compensators (SVC). More realistically, the ORPD problem is
a nonlinear multi-objective optimization problem. Therefore, in this paper, the multi-objective ORPD
problem is formulated and solved considering the simultaneous minimization of the active power
loss, voltage deviation, emission, and the operating cost of renewable and thermal generators. Usually,
renewable power generators such as wind and solar are uncertain; therefore, Weibull and lognormal
probability distribution functions are considered to model wind and solar power, respectively. Due
to the unavailability and uncertainty of wind and solar power, appropriate PDFs have been used
to generate 1000 scenarios with the help of Monte Carlo simulation techniques. Practically, it is
not possible to solve the problem considering all the scenarios. Therefore, the scenario reduction
technique based on the distance metric is applied to select the 24 representative scenarios to reduce
the size of the problem. Moreover, the efficient non-dominated sorting genetic algorithm II-based
bidirectional co-evolutionary algorithm (BiCo), along with the constraint domination principle, is
adopted to solve the multi-objective ORPD problem. Furthermore, a modified IEEE standard 30-bus
system is employed to show the performance and superiority of the proposed algorithm. Simulation
results indicate that the proposed algorithm finds uniformly distributed and near-global final non-
dominated solutions compared to the recently available state-of-the-art multi-objective algorithms in
the literature.

Keywords: non-dominated sorting genetic algorithm; renewable power sources; optimal reactive
power dispatch; probability distribution function

1. Introduction

In power system optimization, reactive power management helps to maintain voltage
levels at all buses and reduces system losses. Optimal reactive power dispatch (ORPD)
is crucial in enhancing the power system stability, reducing losses, improving reliability,
enhancing the active power transfer capability, and enabling non-dispatchable renewable
energy generation. ORPD also facilitates efficient operation and effective utilization of
power system resources, leading to a more reliable and resilient electrical grid [1]. Reactive
power flow is inevitable in power systems due to the prevalence of inductive loads and
the consumption of reactive power by components such as transformers and transmission
lines [2]. Therefore, generating enough reactive power in a network to meet the needs
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of VAR (volt-ampere-reactive) consumers is necessary, while avoiding excessive heat
loss and an undesirable voltage drop. In optimal reactive power dispatch (ORDP), the
objective is to minimize real power loss in the system, considering that reactive power flow
results in actual (active) power loss. In a typical network, adjustments are made to the
voltages of generator buses, settings of passive devices such as transformers, and shunt
VAR compensators (SVC) to achieve the desired objective. During optimization, certain
constraints must be satisfied, including load bus voltage limits, generator reactive power
capabilities, line capacities, and power balance. In the literature, the widely considered
objective functions to solve ORPD problems are power loss, voltage deviation (VD), and
the local stability indicator (Lindex). These objectives aim to ensure the voltages at consumer
terminals are close to the desired level (typically 1 p.u.) while controlling the flow of
reactive power [3]. However, achieving this objective does not guarantee the lowest real
power loss in the system. It is possible to consider both objectives of minimizing real power
loss and voltage deviation together during the optimization process to find a compromise
solution. However, these objectives are selected based on the significance placed on specific
aspects of the network.

Several research papers have investigated the ORDP problem for power systems incor-
porating conventional thermal units. These include classical algorithms such as the interior
point method [4] and quadratic programming [5]. As discussed, ORPD is a constrained
type of problem, and classical algorithms have limitations in effectively incorporating all
these constraints, potentially resulting in violated constraints or conservative solutions.
ORDP problems involve discrete variables, such as shunt capacitors’ switching operations
and transformers’ tap settings. Classical algorithms may struggle to efficiently handle
these discrete variables, leading to suboptimal or infeasible solutions. Classical algorithms
may lack robustness in dealing with uncertainties and variations in the power system,
such as changes in load demand or the presence of renewable energy sources. They may
struggle to adapt and provide optimal solutions under varying operating conditions. To ad-
dress these limitations, advanced optimization techniques such as evolutionary algorithms,
metaheuristic algorithms, and machine learning-based approaches have been proposed to
enhance the efficiency, robustness, and scalability of ORDP solutions. These techniques aim
to overcome the shortcomings of classical algorithms and provide improved solutions for
optimal reactive power dispatch problems. These include modified differential evolution
(MDE) [6], the opposition-based gravitational search algorithm (OGSA) [7], continuous
ant colony-based differential evolution [8], quasi-oppositional-based learning (QOBE) [9],
the oppositional teaching learning-based optimization algorithm [10], moth-flame opti-
mization (MFO) [11], and the improved gravitational search algorithm (IGSA) [12], which
were implemented to solve single- and weighted-sum multi-objective ORPD problems.
Moreover, to increase the convergence and speed of evolutionary algorithms, their mix
flavors, such as hybrid algorithms, are designed to solve ORPD problems. These include
hybrid PSO and ICA (PSO-ICA) [13], the hybrid simplex and firefly algorithm (HFA) [14],
the hybrid modified imperialist competitive algorithm, and invasive weed optimization
(MICA-IWO) [15], which were implemented to solve ORPD problems.

As discussed, ORPDs are multi-objective problems. The single-objective EA has the
limitation of a lack of trade-off between various conflicting objective functions and is limited
in decision-making because of the single non-dominated solution. To overcome the limita-
tions of single-objective EAs, multi-objective evolutionary algorithms have been developed.
These algorithms efficiently find many final non-dominated solutions of conflicting objec-
tive functions in a single simulation run, allowing decision-makers to explore trade-offs
and select the most suitable solution based on their preferences. The non-dominated
sorting genetic algorithm II (NSGAII) [16], improved generalized DE (I-GDE3) [17], two-
archive multi-objective Grey wolf optimizer (2ArchMGWO) [18], classification and Pareto
domination-based MOEA (CPSMOEA) [19], modified NSGAII (MNSGAII) [20], hybrid
fuzzy MOEA (HFMOEA) [21], multi-objective chaotic improved PSO (MOCIPSO) [22],
classification and Pareto domination-based MOEA (CPDMOEA) [19], multi-objective DE
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(MODE) [23], chaotic parallel vector evaluated interactive honey bee mating optimization
(CPVEIHBMO) [24], multi-objective ant lion optimization (MOALO) [25], multi-objective
imperialist competitive algorithm (MOICA) [26], and the strength Pareto multi-group
search optimizer (SPMGSO) [27] were applied to solve MOORPD problems considering
conventional thermal generators.

Renewable energy sources such as wind and solar power have grown in popularity
recently and present a challenge for the ORPD problem. Incorporating the uncertainty of
wind and solar generation has been achieved through the use of optimization techniques
such as the general algebraic modeling system (GAMS) [28,29], hybrid artificial physics
optimization (APO) and PSO, called APO-PSO [30], NSGAII [31], hybrid modified NSGAII
and TOPSIS [32], the enhanced firefly algorithm (EFA) [33], the opposition-based self-
adaptive modified gravitational search algorithm (OSAMGSA) [34], hybrid NSGAII and
differential evolution for multi-objective (DEMO) [35], and the two-point estimate method
(TPEM) [36]. These papers mainly consider two objective functions, from power loss, cost,
emission, and voltage deviation, to solve the ORPD problem.

Furthermore, recently, a large number of many-objective evolutionary algorithms
(MaOEAs) were designed to solve mathematical optimization problems considering more
than three objective functions. Optimizing more than three objectives can become in-
creasingly complex as the number of objectives increases. The use of many-objective
evolutionary algorithms (MaOEAs) is indeed a relevant approach to effectively address
this challenge. The MaOEAs include NSGAIII [37], the knee-point-driven evolutionary
algorithm (KnEA) [38], the improved decomposition-based evolutionary algorithm (ID-
BEA) [39], the inverted generational distance (IGD)-based MaOEA (MaOEAIGD) [40], a
MaOEA based on an independent two-stage approach (MaOEAIT) [41], and a MaOEA
based on objective space reduction and diversity improvement (MaOEARD) [42]. These
algorithms are specifically designed to handle a large number of objectives (specially more
than three) and can provide more robust solutions in such cases. Recently, an ORPD-based
MaOP has been formulated in [43] considering four objective functions (minimization of
cost and emissions, and maximization of the transmission line power factor and the voltage
stability index), simultaneously optimized using NSGAIII.

To the best of the authors’ knowledge, no existing literature has attempted to address
the stochastic ORPD problem involving unpredictable load demand, wind, and solar
power (specifically, photovoltaic or PV) subject to simultaneously minimizing three or four
objective functions. PV systems are becoming increasingly crucial in smart grids due to the
abundant, affordable, and widely available solar energy they harness. Consequently, it is
essential to incorporate ORPD analysis considering both solar and wind power. However,
incorporating multiple renewable sources into the optimal power distribution problem
increases the complexity. In addition to the variability in the load demand, the uncertainty
associated with renewable sources must also be considered. The stochastic ORPD problem
can be conceptualized as a multi-objective optimization problem incorporating wind and
solar power, uncertain load demand, and other relevant variables.

This research utilizes a scenario-based approach to formulate and solve a single-
objective ORPD problem that considers the stochastic characteristics of load demand, wind
speed, and solar irradiance. The main focus of the study revolves around the multi-objective
optimization aspect. The modified IEEE 30-bus test system is optimized simultaneously
for various objectives, including real power loss, aggregate voltage deviation at load
buses, the active power supply cost, and emissions. The Gaussian probability distribution
function (PDF) is the most suitable model to represent the uncertainty in load demand. The
stochastic behavior of wind speed is simulated using the Weibull PDF, while the lognormal
PDF captures the stochastic nature of solar PV. A Monte Carlo simulation is conducted to
generate many alternative scenarios for each of these uncertain variables. Subsequently,
a scenario reduction technique is applied to select a specific number of representative
situations from the generated alternatives. By lowering the proposed problem’s complexity
while keeping the solution’s quality, scenario reduction approaches are considered to
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improve the computing efficiency, guarantee a representative sample of scenarios, enable
trade-off analysis, and facilitate decision-making.

The selected representative scenarios are implemented to formulate scenario-based
ORPD problems and optimized through a new constrained, efficient non-dominated sorting-
based bidirectional co-evolutionary algorithm (BiCo) that was not yet tested to solve
multi-objective scenario-based ORPD problems. The proposed algorithm is applied to
solve scenario-based ORPD problems. The critical contributions of this work are outlined
as follows:

• Formulation of a deterministic and stochastic ORPD problem incorporating uncertain
load demand, wind, and solar power in a modified IEEE 30-bus test system.

• Generation of numerous scenarios for uncertain demand and renewable energy ap-
plying the Monte Carlo method and selection of representative scenarios using a
backward reduction algorithm of scenario reduction.

• A new efficient NSGAII-based bidirectional co-evolutionary algorithm with an inte-
grating constraint-handling technique is applied to solve the multi/many-objective
ORPD problem, that simultaneously considers 2, 3, and 4 objective functions.

• A comparative study of the deterministic and stochastic multi-objective ORPD for
base configurations of IEEE 30 and the modified IEEE 30-bus test system.

• Detailed analyses and comparisons of the proposed scenarios considering all the
constraints in deterministic and stochastic multi-objective ORPD problems.

This paper is structured as follows: Section 2 provides the problem formulation, while
Section 3 presents a detailed explanation of scenario generation and reduction using MCS.
The implementation of the proposed algorithm to the multi-objective ORPD problem is
demonstrated in Section 4. The simulation results are presented in Section 5, followed
by discussions of all the study cases in Section 6. Finally, the research conclusions are
presented in Section 7.

2. Problem Formulation

Without loss of generality, a constrained multi-objective optimization problem can be
given as:

minF(x) = ( f1(x), f2(x), fm(x))T

gi(x) ≤ 0, i = 1, 2, 3 . . . , p
hi(x) = 0, i = 1, 2, 3 . . . q
x = ((x1, x2, ..xD)

T ∈ S)

(1)

where F(x) consists of vector objective functions, m shows the total number of objective
functions, x is the decision vector, g(x) and h(x) are the number of p and q nonlinear
inequality and equality constraints, respectively, and D is the number of dimensions in the
decision vector. The decision vector of the proposed problem is:

x =

VG,1, · · · , VG,Ng︸ ︷︷ ︸
VG

, Qc,1, Qc,NC︸ ︷︷ ︸
Qc

, Tk,1, Tk,NT︸ ︷︷ ︸
Tk


T

(2)

This study considers four objective functions to solve the ORPD problem. These
include the expected cost of active and reactive power injection (C) in (USD/h), the expected
emission rate (E) in tons per hour (t/h), the expected power loss (PL) in MW, and the
expected voltage deviation (VD) in p.u. Functional loss is one of the most predominant
objective functions in the ORPD problem that leads to an improved system efficiency,
enhanced voltage stability, economic benefits for power utilities, and better integration of
renewable energy sources. It promotes the optimal use of resources, cost savings, and a
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more sustainable power system. Therefore, the first objective function f1 is the expected
minimization of power loss, and it is computed as:

f1 =
nsc

∑
sc=1

τsc

nl

∑
k=1

Gk[V2
i + V2

j − 2ViVjcos(δij)] (3)

where Gk is the shunt conductance of the kth line between bus i and j and δij = δi − δj
is the branch voltage angle. Considering power loss minimization results in an increase
in the system voltage beyond a specific limit. Therefore, to control the voltage level near
unity, it is desirable to consider voltage deviation (VD) as the objective function to ensure
better voltage regulation, improve system security, safeguard electrical equipment, reduce
equipment failures, optimize power flow, and enhance the overall system efficiency. The
second objective function f2 is the expected VD, and mathematically, it is calculated as:

f2 =
nsc

∑
sc=1

τsc

(Npq

∑
p=1
|VLp − 1|

)
(4)

where, Npq shows the total number of load buses and VLp is the PQ bus voltage. The
optimization of power generation, voltage stability, grid dependability, and the efficient
integration of renewable energy sources are made possible by including active and reactive
power costs in formulating the ORPD problem. This leads to an enhanced system perfor-
mance and cost-effectiveness. Therefore, the third objective function f3 is the expected cost
of active and reactive power generation, and it is calculated as follows:

f3 =
nsc

∑
sc=1

τsc

NT

∑
i=1

(
Ci
(

PgT
)
+ Ci

(
QgT

))
+

nsc

∑
sc=1

τsc

NW

∑
j=1

Cj
(

PgW
)
+

nsc

∑
sc=1

τsc

NS

∑
k=1

Ck
(

PgS
)

(5)

where, f3 is the expected cost of the power supply, τsc is the probability of scenario sc, Nsc
is the total number of scenarios, NT , NW , and Ns are the total numbers of thermal, wind,
and solar PV generators, respectively, and Ci

(
PgT
)

is the quadratic cost of the ith thermal
generator, which can be given as:

Ci
(

PgT
)
= ai + biPgTi + ciP2

gTi
Ci
(
QgT

)
= ai + biQgTi + ciQ2

gTi

(6)

In this work, the cost parameters ai, bi, and ci are the same for the active and reactive
power generation, and these cost coefficients are shown in Table 1. The generator at bus 1 is
the reference bus, and generators installed at buses 2, 11, and 13 are the voltage-controlled
generators. In Equation (5), Cj

(
PgW

)
and Ck

(
PgS
)

are the costs of wind and solar PV
generators. In this work, the wind and solar PV generators considered linear cost functions,
whose parameters Cj and Ck were set to 2.03 USD/MWh.

Table 1. Cost and emission parameters.

Bus # a b c α β γ ω µ

1 0 2 0.00375 0.04091 −0.05554 0.0649 0.0002 2.857
2 0 1.75 0.0175 0.02543 −0.06047 0.05638 0.0005 3.333

11 0 3 0.025 0.04258 −0.05094 0.04586 1.00 × 10−6 8
13 0 3 0.025 0.06131 −0.05555 0.05151 1.00 × 10−5 6.667

The emission rate is one of the objective functions in ORPD problems that promotes
environmental sustainability, encourages renewable integration, improves system efficiency,
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and meets stakeholder expectations for cleaner and more sustainable power systems. There-
fore, the fourth objective function f4 in this study is the emission rate [44], computed as:

f4 =
nsc

∑
sc=1

τsc

NTG

∑
i=1

[(
αi + βiPgTi + γiP2

gTi

)
+ ωiexp

(
µiPgTi

)]
(7)

where, αi, βi, γi, ωi, and µi are the emission coefficients associated with the ith thermal gen-
erator, which are provided in Table 1. The equality constraints, hi(x), given in Equation (1)
can be defined as:

PGi − PDi = Vi

Nb
∑

j=1
Vj
[
Gijcos

(
δij
)
− Bijsin

(
δij
)]

QGi −QDi = Vi

Nb
∑

j=1
Vj
[
Gijsin

(
δij
)
− Bijcos

(
δij
)] (8)

where Bij is the susceptance of a line between bus i and j and PDi and QDi are the fun-
damental and reactive power demands. The number of inequality constraints, gi(x), is
given as:

• Generator constraints:

Vmin
Gi
≤ VGi ≤ Vmax

Gi
∀i ∈ NGQmin

Gi
≤ QGi ≤ Qmax

Gi
∀i ∈ NG (9)

• Transformer constraints:

Tapmin
m ≤ Tapm ≤ Tapmax

m ∀m ∈ NTX (10)

• Shunt compensator constraints:

Qmin
ck
≤ QCk ≤ Qmax

Ck
∀k ∈ NC (11)

• Security constraints:

Vmin
L ≤ VL ≤ Vmax

L ∀L ∈ NL (12)

Sl ≤ Smax
l ∀l ∈ nl (13)

Most multi-objective evolutionary algorithms (MOEAs) examined in the literature
review use one typical method for handling constraints, known as the penalty function
approach, which manages constraint violations by applying a penalty parameter. Inappro-
priately selecting penalty parameters can also result in an infeasible solution. Consequently,
when dealing with a realistic multi-objective problem with constraints, selecting an ap-
propriate constraint-handling technique to guide the MOEAs is crucial. This helps search
the entire feasible space, escape the infeasible region, and find a widely distributed Pareto
front close to the global optimum. Therefore, in this paper, the constraint domination
principle [45] was implemented to handle constraints in the proposed bidirectional co-
evolutionary algorithm.

Furthermore, base case loading, called deterministic ORPD, was conducted using the
base configurations of the IEEE 30 system, that consists of conventional thermal generators
only to manage the load demand. The results obtained from this case were compared
to previously published findings. For the stochastic multi-objective ORPD analysis, the
IEEE 30-bus system was modified to incorporate a wind turbine at bus 5 and a solar PV
generation at bus 8. The parameters of the systems studied in this research are summarized
in Table 2.
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Table 2. Summary of the proposed IEEE 30-bus test system under study.

Items Deterministic (IEEE 30-Bus Base
Configuration) Stochastic Scenario (IEEE 30-Bus Modified Configuration)

Name Quantity Explanation Quantity Explanation

Buses 30 [46] 720 24 scenarios, and in each scenario, 30 buses. Total
Nb × nsc buses.

Ng 6 Buses: 1 (ref), 2, 5, 8, 11,
13 96 24 scenarios, and in each scenario, 4 thermal

generators. Total NT × nsc thermal generators.

Nw -- -- 24 24 scenarios, and in each scenario, 1 wind
generator. Total NW × nsc wind generators.

Table 2. Cont.

Items Deterministic (IEEE 30-Bus Base
Configuration) Stochastic Scenario (IEEE 30-Bus Modified Configuration)

Name Quantity Explanation Quantity Explanation

Ns -- -- 24 24 scenarios, and in each scenario, 1 solar PV unit.
Total Ns × nsc solar PV units.

Qc 9 Buses: 10, 12, 15, 17, 20,
21, 23, 24, 29 216 24 scenarios, and in each scenario, 9 SVCs. Total

NSVC × nsc SVCs.

Tap 4 Branches: 11, 12, 15, 36 96 24 scenarios, and in each scenario, 4 transformers.
Total NTX × nsc transformers.

D 19 6 for VG, 9 for SVC, and
4 for TX 456 6 × 24 for VG, 9 × 24 for SVC, and 4*24 for TX.

Npq 24 [0.95, 1.05] p.u. 576 24 × 24 closed to [0.95, 1.05] p.u.

3. MCA-Based Scenario Generation and Reduction Technique

This section focuses on the modified IEEE 30-bus system incorporating uncertain non-
dispatchable generation and load demand. The original scenario assumes a fully loaded
(fixed) network, while the modified network considers the unpredictability of demand.
This section addresses the modeling of uncertainty in load demand and renewable energy
sources, as well as the approaches for scenario generation and reduction.

Scenario Generation of Wind, Solar, and Load Uncertainties

A normal PDF with a known mean (µd) and standard deviation (σd) was used to
describe load uncertainty as in [29], and mathematically, Pd, computed as:

∆D(PD) =
1

σD
√

2π
exp

[
− (PD − µD)

2

2σ2
D

]
(14)

In the literature, Weibull PDF has been applied to generate wind velocity, vw, as:

∆v(vw) =

(
β

α

)(vw

α

)β−1
exp

[
−
(vw

α

)β
]

(15)

where α and β are the scale and shape parameters of Weibull PDF. The probability density
function (PDF) for the solar irradiance was generated using the lognormal distribution
function. Similar to Gaussian and Weibull PDF, the lognormal function also has two
parameters, such as mean (µs) and standard deviation (σs), and is given as:

∆G(Gs) =
1

Gsσs
√

2π
exp

[
− (ln Gs − µs)

2

2σ2

]
, f or all Gs > 0 (16)
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Moreover, the 1000 MCS-based scenarios were generated using
Equations (13)–(15) [47,48]. Figures 1–3 represent the 1000 MCS scenarios of probabilis-
tic load demand, wind velocity, and solar irradiances.
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It is essential to consider that solar irradiance accounts only if daylight is available.
Typically, there would be no solar irradiance during nighttime hours as the sun is not visible.
The probability of zero irradiance is about 50%, while the remaining 50% probability is
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utilized to construct solar irradiance scenarios using a lognormal distribution. Suppose all
the 1000 scenarios of all the load, solar PV, and wind power generations are considered.
Then, the 1000 × 1000 × 1000 test system is used to solve the ORPD problem. It is
impractical to solve such substantial scenarios.

In order to avoid such limitations of the large number of scenarios, in this work,
the scenario reduction technique from [49] was employed to find the 24 representative
scenarios. These twenty-four representative scenarios are shown in Table 3. The 24 reduced
representatives, as shown in Table 3, are analogs to realistic scenarios. In scenario 4, solar
irradiance was zero, and the probability of this scenario was 48%. Moreover, Table 3
shows that wind velocity, vw, and solar irradiances, Gs, complemented each other, the
same as those of realistic scenarios. Then, the reduced scenario-based wind velocity and
solar irradiances were employed to find the wind and solar PV power generation using
Equations (16) and (17):

PgW (vW) =


0, f or νw < vin and vw > νouT

Pwr

(
vw−νin
νr−vin

)
f or vin ≤ v ≤ vr

Pwr f or vr < νw ≤ vou f

(17)

where vw, vin, vr, and vout are the actual, cut-in, rated, and cut-out wind velocities, respec-
tively. It is evident from Equation (16) that the power generated by a wind turbine is a
piecewise function of the wind speeds. At a given value of solar irradiances ( Gs), solar PV
power (PgS) can be computed as:

PgS =

Pgr

(
G2

s
GstdRc

)
f or 0 < Gs < Rc

Pgr

(
Gs

Gstd

)
f or Gs ≥ Rc

(18)

where Gstd is the standard irradiances that are 1000 W/m2, and Rc is the certain irradiances.
In this paper, Equations (16) and (17) were used to compute the maximum generated power
of wind and solar PV units, as shown in the fourth and sixth columns of Table 3.

Table 3. Representative reduced scenarios for the proposed study.

sc %PD vw (m/s) PgW (MW) Gs (W/m2) PgS (MW) τsc

1 0.7422 7.186491 24.2 168.8376 8.4 0.133
2 0.742879 4.911892 11.0 518.0684 25.9 0.021
3 0.748158 16.48807 75.0 824.5378 41.2 0.002
4 0.753088 7.970617 28.7 0 0.0 0.483
5 0.757703 5.061396 11.9 1065.229 50.0 0.002
6 0.767313 6.978557 23.0 67.84026 1.9 0.027
7 0.779955 6.996888 23.1 286.5982 14.3 0.063
8 0.785862 15.73316 73.5 367.6753 18.4 0.004
9 0.791875 15.38266 71.4 170.1946 8.5 0.012

10 0.800161 17.27174 75.0 0 0.0 0.041
11 0.803226 7.533151 26.2 456.7534 22.8 0.017
12 0.80331 7.265045 24.6 604.0629 30.2 0.016
13 0.804655 5.378946 13.7 414.7496 20.7 0.031
14 0.806851 9.527802 37.7 1117.755 50.0 0.001
15 0.809013 8.03871 29.1 353.7884 17.7 0.04
16 0.809959 8.020577 29.0 669.1153 33.5 0.012
17 0.815799 3.257964 1.5 963.8287 48.2 0.001
18 0.818281 8.446844 31.4 755.8481 37.8 0.004
19 0.820037 1.726469 0.0 1202.215 50.0 0.001
20 0.820092 13.72574 61.9 1383.797 50.0 0.001
21 0.829893 9.503078 37.5 884.0359 44.2 0.001
22 0.832635 15.61855 72.8 431.5377 21.6 0.004
23 0.836379 8.56853 32.1 241.3457 12.1 0.072
24 0.89722 16.19869 75.0 253.2671 12.7 0.011



Energies 2023, 16, 4896 10 of 22

4. Constraint-Handling Technique and MOEAs

MOEAs are popular and powerful tools for solving multi-objective ORPD problems
and have successfully found valuable solutions [4,8,11]. Addressing these limitations often
involves algorithmic enhancements, problem-specific adaptations, and careful selection
of algorithm configurations to ensure the best possible performance. The proposed multi-
objective ORPD problem is a realistic, constrained, scenario-based, large-scale optimization
problem, as shown in Table 2. For the solution of multi-objective ORPD problems, MOEAs
prematurely converge into the local Pareto front (PF), and a subset of the Pareto optimal
solution, called the Pareto set (PS), and they fail to explore other promising regions of the
search space. In order to resolve these problems, this paper exercised a new bidirectional
co-evolutionary (BiCo) constrained MOEA [50] with the integration of the constraint
domination principle (CDP) [45] to handle constraints. The constraint technique usually
deletes infeasible solutions and accepts feasible solutions. A feasible area is where all
decision vectors’ degree of constraint violation (CV) is zero. The Pareto front (PF) represents
the collection of all Pareto optimal solutions in the objective space. Pareto optimal solutions
(PS) encompass all solutions within feasible regions. From the two solutions, e.g., xu and
xv, xu are non-dominated solutions if in the objective space, the value of f (xu) is less than
or equal to the value of f (xv), but for at least one objective function j, f j(xu) is less than
f j(xv). The constraint domination principle is defined as follows.

Based on the two aforementioned definitions, namely feasible and non-domination
solutions, the principle of constraint domination was employed to compare two randomly
selected populations, e.g., xu and xv, where xu survives in the current iteration and goes to
the next iteration if, and only if:

• Both solutions are infeasible, and CV
(→

x u

)
< CV

(→
x v

)
.

• →
x u is feasible and

→
x v is infeasible.

• Both solutions are feasible, then fi

(→
x u

)
≤ fi

(→
x v

)
.

The proposed algorithm was elucidated into four steps with the integration of CHT,
such as CDP. In the first step, the initial population (Pt) of size Np was randomly generated
considering the upper and lower bounds of the decision vector and the empty archive
population (At). In the second step, a binary tournament selection scheme was applied
to select multiple copies of the best solutions from the (PtUAt) to generate an offspring
population, Qt, using a simulated binary crossover operator [51]. In the third step, the main
population was updated (Pt+1) by combining the main, Pt, and offspring, Qt, populations to
generate fronts of non-dominated solutions. In the fourth step, the archive population was
updated for the next iteration, At+1, which is responsible for generating non-dominated
infeasible solutions to improve the diversity of the Pareto front [50]. A detailed description
of the steps of the proposed algorithms’ flow diagram is shown in Figure 4.

5. Simulation Results and Discussion

In this work, the first base case IEEE 30-bus test system, called the deterministic system,
without any modifications such as wind and solar integration and operating at base load,
was utilized to compare the proposed algorithm with a recently implemented one. The
objective functions considered for the comparison were voltage deviation and power loss,
commonly used in the literature, aiming to validate and demonstrate the superiority of
the proposed algorithm. The single-line diagram of the proposed test network is shown in
Figure 5.
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5.1. Deterministic Base Case Multi-Objective ORPD

In this section, state-of-the-art MOEs are implemented to solve multi-objective ORPD
problems. To show the superiority and performance of the proposed algorithm in terms
of exploration and exploitation compared to the recent algorithms, two popularly used
objective functions, power loss and voltage deviation, were considered. The main objective
of MOEAs is to generate high-quality solutions that are non-dominated. The quality assess-
ment of non-dominated (ND) solutions involves three key goals: convergence, diversity,
and spread. Researchers have extensively evaluated the quality of solution sets obtained
by MOEAs, which underscores the need for enhancing the convergence, diversity, and
dissemination of the MOEAs’ ultimate non-dominated solutions. In the past, various
performance metrics have been proposed to facilitate a precise comparison of MOEAs. The
most famous performance metric for comparing MOEAs is the hypervolume indicator
(HVI) (for details, see [52]). The HVI measures the performance of MOEAs in both con-
vergence and spread; the higher the value of the HVI, the better the final non-dominated
solutions. For the statistical results, each algorithm was independently run twenty times
to find the best, worst, standard deviation, and HVI values. A larger HVI value indicates
better convergence and distribution of PF. More recent algorithms, such as NSGAII [45],
ToP [53], CCMO [54], C3M [55], CMME [56], and CMOCSO [57], were implemented to
solve the multi-objective deterministic ORPD problems. The simulation results based on
the statistics of the HVI (mean, best, worst, and standard deviation values of HVI over ten
independent runs) are summarized in Table 4. The last column, %FR, shows the feasibility
ratio. It is worthwhile to mention that no constraint violation was observed in any trial run
of any algorithm. All experiments in this article were conducted on the platform developed
by Tian et al. (PlatEMO) [58].

Table 4. Statistical comparisons of state-of-the-art MOEAs of all 20 independent runs based on
the HVI.

Algorithm Best Worst SD %FR
BCS

f1 f2

NSGAII [45] 1.96 × 10−1 1.92 × 10−1 1.95 × 10−1 100 4.576 0.306
ToP [53] 1.94 × 10−1 1.75 × 10−1 1.84 × 10−1 100 4.579 0.301

CCMO [54] 1.94 × 10−1 1.92 × 10−1 1.96 × 10−1 100 4.587 0.293
C3M [55] 1.95 × 10−1 1.91 × 10−1 1.93 × 10−1 100 4.610 0.269

CMME [56] 1.88 × 10−1 1.83 × 10−1 1.86 × 10−1 100 4.602 0.274
CMOCSO [57] 1.94 × 10−1 1.90 × 10−1 1.93 × 10−1 100 4.842 0.125

Proposed 1.97 × 10−1 1.94 × 10−1 1.93 × 10−1 100 4.551 0.325

The simulation results of statistical performance showed that the proposed algorithm
found consistent results across all the runs compared to the other algorithms. Out of twenty
PFs, each algorithm’s best Pareto front (PF) was found using the statistical results shown in
Table 4. Figure 6 compares the best PF of all the algorithms with the proposed algorithm.
The PF of the proposed algorithm outperformed all others in terms of the first objective
function f1, whereas, for objective function f2, CMOCSO [57] showed the best result. The
decision-maker can take a solution from the population-based, non-dominated solutions.
This paper applied the fuzzy weight technique [35] to extract the best compromise solution
(BCS) from the best PF of the final non-dominated solutions. In this technique, the first step
is to compute the membership function by normalizing the objective function, as:

µk
m =


1 f or f k

m ≤ f min
m

f max
m − f k

m
f max
m − f min

m
f or f min

m < f k
m < f max

m

0 f or f k
m ≥ f max

m

(19)
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Then, each membership function is normalized as:

µk =
ΣM

m=1µk
m

ΣNd
k=1ΣM

m=1µk
m

(20)

The better consensus solution is the highest value of µk out of all non-dominated
(Nd) solutions. Figure 6 displays the final non-dominated solutions of all iterations for
analysis case 1. Furthermore, Table 5 shows the best compromise solution’s decision vector
and objective functions. Table 5 demonstrates that all decision variables were within their
respective upper and lower bounds, and the MVAr injected by all the generators adhered
to the specified limits. Additionally, we compared the simulation results of the base case
with an existing method from the literature for solving single- and multi-objective ORPD
problems, as shown in Table 6.

Table 5. Simulation results of the base case study case.

Parameters Min Max DV Parameters Min Max Value

Vg1(p.u.) 0.95 1.1 1.068 f1(MW) 4.551
Vg2(p.u.) 0.95 1.1 1.059 f2(p.u.) 0.325
Vg5(p.u.) 0.95 1.1 1.037 QG1(MVAr) −20 150 0.886
Vg8(p.u.) 0.95 1.1 1.038 QG2(MVAr) −20 60 11.758
Vg11(p.u.) 0.95 1.1 1.040 QG5(MVAr) −15 62.5 23.994
Vg13(p.u.) 0.95 1.1 1.032 QG8(MVAr) −15 48.7 28.070
T11(p.u.) 0.9 1.1 3.401 QG11(MVAr) −10 40 20.050
T12(p.u.) 0.9 1.1 4.424 QG13(MVAr) −15 44.7 11.052
T15(p.u.) 0.9 1.1 3.169
T36(p.u.) 0.9 1.1 4.915
QC10(MVAr) 0 5 4.235
QC12(MVAr) 0 5 5.000
QC15(MVAr) 0 5 3.418
QC17(MVAr) 0 5 4.995
QC20(MVAr) 0 5 2.504
QC21(MVAr) 0 5 1.099
QC23(MVAr) 0 5 0.940
QC24(MVAr) 0 5 1.031
QC29(MVAr) 0 5 0.995
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Table 6. Comparison of the results of case studies for the IEEE 30-bus system.

Algorithm f1 (MW) f2 (p.u.)

MEAASS [59] 6.8893 3.98230
MODE [2] 4.8300 0.12040
OSAMGSA [62] 5.0713 0.11260
MODEA [63] 5.1582 0.22233
PSO [61] 5.3751 0.36510
NSGAII [60] 6.7052 1.73660
QOTLBO [10] 5.2594 0.12100
CPSMOEA [19] 4.9818 0.37420
QOTLBO [10] 4.4126 0.9029
Proposed 4.5511 0.3251

Table 6 clearly shows that the proposed algorithm competed with most of the MOEAs
in the base case. The simulation results of the proposed algorithm dominated the results
of MEAASS [59], NSGAII [60], and PSO [61]. The recent advantages of wind and solar
integration in power systems provide opportunities for more comprehensive and efficient
solutions to ORPD problems, leading to a greener, more reliable, and optimized power
system operation. Therefore, in the next section, the IEEE 30-bus network is modified to
integrate uncertain wind solar generation.

5.2. Stochastic Multi-Objective ORPD

The IEEE 30-bus was considered to evaluate the proposed algorithm’s usefulness in
solving stochastic multi-objective ORPD problems. A detailed description of the decision
variable and the modified test network is shown in Table 2. Furthermore, the active power
of thermal generators was kept fixed in all scenarios, that is, at 75, 25, and 30 MW, whereas
the power generated by slack bus generators was computed using the Newton Raphson
load flow method. Wind and solar generators are uncertain, and the power generation
of these generators depends upon wind velocity and solar irradiances. As discussed in
Section 3, the wind generator and photovoltaic system output can vary in different scenarios.
Hence, if the active power is low from these renewable sources, the swing generator must
compensate and maintain the power balance. In this analysis, the maximum power output
of the swing generator was sufficiently high, at 200 MW, to ensure that the generator can
compensate for the demand, even if the real power production from renewable sources was
low or zero. To show the performance of the proposed algorithm, various study cases of
conflicting 2, 3, and 4 objective functions were considered and simultaneously optimized.
The proposed study cases of the stochastic multi-objective ORPD problem were:

Case 1: Power loss ( f1) vs. voltage deviation ( f2)
Case 2: Voltage deviation ( f2) vs. cost ( f3)
Case 3: Cost ( f3) vs. emission ( f4) vs. voltage deviation ( f2)
Case 4: Cost ( f3) vs. power loss ( f1) vs. voltage deviation ( f2)
Case 5: Cost ( f3) vs. emission ( f4) vs. power loss ( f1) vs. voltage deviation ( f2)
In the stochastic study, 24 scenarios were generated, as shown in Table 3. All the sce-

narios were combined to form an islanded network, where the search algorithm found that
the feasible decision vector and objective functions were optimized as a single network. Ex-
pected values of the objective functions of the cases are provided in
Equations (3)–(5) and (7). In this paper, the objective functions of each case’s scenarios
were simultaneously optimized to compute the expected values of the objective functions.
The Pareto front of the expected values for the objective functions of cases 1, 2, 3, and
4, considering all the scenarios, is shown in Figure 7. Figure 7 shows that the proposed
algorithm searched the evenly spaced and approximate global optimal solutions in most
cases. The data tip in Figure 7 shows the best compromise solution. Compared to the
deterministic base case (100% loading), stochastic ORPD yielded a better solution. In
the stochastic study, mean loading was 80%, along with the wind and solar integration.
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Therefore, the overall performance of the stochastic study seems to be better. In case 1, the
expected voltage deviation was 0.1444 p.u. and the expected PL was 2.47 MW.
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In case 2, the VD was slightly higher compared to case 1, which was 0.14 p.u., and
another objective function was the expected cost of active and reactive power generation
that was minimized up to 656.36 USD/h. The VD was slightly higher in case 2 because of
power loss as the objective function in case 1, emphasizing that power loss minimization
was achieved by increasing the voltage level of the system. In case 3, the obtained minimum
values of the expected objective functions of cost, emission, and VD were 782.4 (USD/h),
0.127 (t/h), and 0.197 p.u., respectively. In case 4, the final objective functions of cost, VD,
and power loss were 752.369 (USD/h), 0.255 p.u., and 3.357 MW, respectively. In case 3,
the cost was higher than that in case 4 due to the simultaneous minimization of the VD
and power loss in case 4. Considering the VD, one of the objective functions emphasized
those solutions that yielded voltage near unity and less reactive power injected by the
generators; hence, the cost decreased to some extent. However, the active power of all the
thermal generators was fixed, and only the variables wind and solar power were optimized,
whereas the slack bus generator was used to balance the generation. Figure 8 shows the
results of the final non-dominated solution of case 5; in this case, all the objective functions
were optimized to show the proposed algorithm’s effectiveness in solving many-objective
optimizations. In Figure 8, each vertical line is the objective function, and each horizontal
line shows a solution. Figure 5 demonstrates how the suggested approach located the
widely dispersed final non-dominated solutions from which the decision-maker can choose
one solution. Finally, in all the cases, a fuzzy decision-making technique was employed
to select the best compromise solution (BCS). That single BCS of all the cases comprises
solutions for all the scenarios.
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Table 7 shows the BCSs of all the scenarios shown in Figures 7 and 8. Figure 9a–c show
the box plot and the mean value of the PV bus voltage, Vg, and transformer tap ratio, Tapm.
Moreover, reactive power was produced by the conventional thermal generators. Each box
in the box plot shows the median, the lower and upper quartiles, and any outliers of all
the scenarios of all cases. Statistically, Figure 9a–c show that all the variables were within
the upper and lower limits. However, Figure 9d presents the load bus voltage (VL) of all
the scenarios of all cases. Each box plot of all the scenarios has lower and upper limits of
0.95 and 1.05 p.u. Compared to all the cases, the mean value of the load bus voltage profile
seems ideal in case 2, which was smooth in all the scenarios and near unity. In all other
cases, the mean value of the load bus voltage of all the scenarios highly fluctuated.

Table 7. Simulation results considering the BCSs of all the scenarios of all the cases.

Case 1 Case 2 Case 3 Case 4 Case 5

PL VD C VD C E VD C VD PL PL VD C E

0.3854 0.0169 0.5788 0.0001 76.8483 0.0151 0.0410 45.2758 0.0143 0.1655 0.009 0.001 2.304 0.000
0.0520 0.0025 129.7699 0.0166 98.5414 0.0088 0.0223 0.6817 0.0003 0.0024 0.521 0.062 98.579 0.019
0.0028 0.0008 23.0903 0.0066 11.5296 0.0019 0.0080 0.6660 0.0005 0.0039 0.024 0.004 5.865 0.001
1.1047 0.0565 18.6248 0.0058 47.5168 0.0074 0.0073 5.2365 0.0014 0.0209 0.055 0.003 18.468 0.003
0.0054 0.0005 60.7755 0.0108 2.2249 0.0004 0.0013 22.2890 0.0195 0.1353 0.044 0.005 10.161 0.001
0.0742 0.0054 1.3350 0.0002 12.1470 0.0021 0.0026 0.7403 0.0001 0.0033 0.086 0.004 16.910 0.003
0.1701 0.0097 1.3236 0.0002 15.5695 0.0030 0.0051 0.7936 0.0002 0.0034 0.006 0.000 1.705 0.000
0.0053 0.0006 4.0056 0.0009 2.5370 0.0004 0.0007 10.6897 0.0048 0.0391 0.003 0.000 0.788 0.000
0.0191 0.0025 6.4680 0.0011 4.9001 0.0008 0.0020 13.5671 0.0079 0.0735 0.161 0.014 29.053 0.005
0.0605 0.0054 3.5640 0.0005 13.5063 0.0024 0.0041 2.2948 0.0012 0.0141 0.357 0.017 52.734 0.009
0.0443 0.0054 8.0674 0.0010 7.2406 0.0012 0.0031 66.3879 0.0276 0.3127 0.452 0.049 88.868 0.013
0.0404 0.0033 0.6962 0.0001 1.6501 0.0002 0.0006 11.3310 0.0035 0.0619 0.126 0.007 29.782 0.004
0.1025 0.0046 0.7417 0.0001 4.8896 0.0008 0.0011 76.5913 0.0242 0.3976 0.279 0.014 42.425 0.009
0.0024 0.0005 9.5765 0.0031 2.4825 0.0004 0.0016 0.8257 0.0004 0.0031 0.004 0.000 0.804 0.000
0.1052 0.0084 2.2995 0.0004 5.0162 0.0009 0.0016 0.7368 0.0004 0.0040 0.068 0.003 13.301 0.002
0.0275 0.0020 9.4191 0.0012 26.8187 0.0039 0.0057 2.4149 0.0007 0.0144 0.085 0.012 19.997 0.003
0.0035 0.0005 0.7661 0.0002 298.1198 0.0549 0.0417 1.7304 0.0010 0.0105 0.039 0.003 5.040 0.001
0.0087 0.0016 64.4279 0.0146 10.7845 0.0017 0.0048 324.9457 0.0928 1.1847 0.073 0.004 9.000 0.002
0.0042 0.0002 121.0430 0.0235 0.7877 0.0001 0.0006 120.9879 0.0401 0.6263 0.011 0.001 1.740 0.000
0.0020 0.0002 1.6372 0.0003 19.0488 0.0024 0.0133 0.8647 0.0003 0.0058 2.308 0.154 364.957 0.059
0.0029 0.0002 2.4463 0.0012 0.8557 0.0001 0.0004 9.1820 0.0044 0.0770 0.103 0.011 15.653 0.003
0.0063 0.0008 173.0970 0.0565 40.3325 0.0075 0.0164 10.5969 0.0035 0.0556 0.011 0.001 1.764 0.000
0.2194 0.0139 8.9840 0.0013 4.0063 0.0006 0.0017 5.1802 0.0021 0.0225 0.005 0.000 0.952 0.000
0.0237 0.0019 3.6276 0.0005 75.0836 0.0103 0.0101 18.3862 0.0027 0.1189 0.111 0.003 14.552 0.003



Energies 2023, 16, 4896 17 of 22

Energies 2023, 16, x FOR PEER REVIEW 18 of 24 
 

 

0.3854 0.0169 0.5788 0.0001 76.8483 0.0151 0.0410 45.2758 0.0143 0.1655 0.009 0.001 2.304 0.000 
0.0520 0.0025 129.7699 0.0166 98.5414 0.0088 0.0223 0.6817 0.0003 0.0024 0.521 0.062 98.579 0.019 
0.0028 0.0008 23.0903 0.0066 11.5296 0.0019 0.0080 0.6660 0.0005 0.0039 0.024 0.004 5.865 0.001 
1.1047 0.0565 18.6248 0.0058 47.5168 0.0074 0.0073 5.2365 0.0014 0.0209 0.055 0.003 18.468 0.003 
0.0054 0.0005 60.7755 0.0108 2.2249 0.0004 0.0013 22.2890 0.0195 0.1353 0.044 0.005 10.161 0.001 
0.0742 0.0054 1.3350 0.0002 12.1470 0.0021 0.0026 0.7403 0.0001 0.0033 0.086 0.004 16.910 0.003 
0.1701 0.0097 1.3236 0.0002 15.5695 0.0030 0.0051 0.7936 0.0002 0.0034 0.006 0.000 1.705 0.000 
0.0053 0.0006 4.0056 0.0009 2.5370 0.0004 0.0007 10.6897 0.0048 0.0391 0.003 0.000 0.788 0.000 
0.0191 0.0025 6.4680 0.0011 4.9001 0.0008 0.0020 13.5671 0.0079 0.0735 0.161 0.014 29.053 0.005 
0.0605 0.0054 3.5640 0.0005 13.5063 0.0024 0.0041 2.2948 0.0012 0.0141 0.357 0.017 52.734 0.009 
0.0443 0.0054 8.0674 0.0010 7.2406 0.0012 0.0031 66.3879 0.0276 0.3127 0.452 0.049 88.868 0.013 
0.0404 0.0033 0.6962 0.0001 1.6501 0.0002 0.0006 11.3310 0.0035 0.0619 0.126 0.007 29.782 0.004 
0.1025 0.0046 0.7417 0.0001 4.8896 0.0008 0.0011 76.5913 0.0242 0.3976 0.279 0.014 42.425 0.009 
0.0024 0.0005 9.5765 0.0031 2.4825 0.0004 0.0016 0.8257 0.0004 0.0031 0.004 0.000 0.804 0.000 
0.1052 0.0084 2.2995 0.0004 5.0162 0.0009 0.0016 0.7368 0.0004 0.0040 0.068 0.003 13.301 0.002 
0.0275 0.0020 9.4191 0.0012 26.8187 0.0039 0.0057 2.4149 0.0007 0.0144 0.085 0.012 19.997 0.003 
0.0035 0.0005 0.7661 0.0002 298.1198 0.0549 0.0417 1.7304 0.0010 0.0105 0.039 0.003 5.040 0.001 
0.0087 0.0016 64.4279 0.0146 10.7845 0.0017 0.0048 324.9457 0.0928 1.1847 0.073 0.004 9.000 0.002 
0.0042 0.0002 121.0430 0.0235 0.7877 0.0001 0.0006 120.9879 0.0401 0.6263 0.011 0.001 1.740 0.000 
0.0020 0.0002 1.6372 0.0003 19.0488 0.0024 0.0133 0.8647 0.0003 0.0058 2.308 0.154 364.957 0.059 
0.0029 0.0002 2.4463 0.0012 0.8557 0.0001 0.0004 9.1820 0.0044 0.0770 0.103 0.011 15.653 0.003 
0.0063 0.0008 173.0970 0.0565 40.3325 0.0075 0.0164 10.5969 0.0035 0.0556 0.011 0.001 1.764 0.000 
0.2194 0.0139 8.9840 0.0013 4.0063 0.0006 0.0017 5.1802 0.0021 0.0225 0.005 0.000 0.952 0.000 
0.0237 0.0019 3.6276 0.0005 75.0836 0.0103 0.0101 18.3862 0.0027 0.1189 0.111 0.003 14.552 0.003 

 

Figure 9. Box plot for (a) generator bus voltage Vg (b) Transformer tap ratio Tapm (c) MVAr injection
of generators Qg and (d) Load bus voltage VL of all the scenarios of all the cases.

6. Discussion

In the field of power systems’ engineering, the multi-objective ORPD problem is a
prominent study topic. It entails distributing reactive power among various power system
components in order to simultaneously optimize different objectives. Section 1 presented
recent ORPD literature and the primary findings and limitations. For the purpose of
solving the single- and multi-objective ORPD problems, majority of researchers in the
literature used the IEEE 30-bus test system. Therefore, the IEEE 30-bus system was taken
into consideration in this research to determine the ORPD problem’s solution.

In the past, power loss, VD, and the stability index were often employed to solve
ORPD issues. To demonstrate the proposed algorithm’s superiority and performance,
this research compared it to existing approaches in the literature using classical objective
functions. Table 6 shows that, when compared to other approaches described in the
literature in terms of the Pareto front (PF) and statistical comparisons, such as maximum,
minimum, and standard deviation values, the suggested algorithm approximated the
global optimal solution. When compared to all the other algorithms, the obtained value of
the HVI was at its highest, at 0.197.

Wind and solar power integration into ORPD has garnered interest in recent decades.
Wind and solar electricity have unique properties that make their incorporation into power
systems difficult. Recent studies have optimized reactive power allocation by including
wind and solar power concerns in ORPD formulations. As a result, the proposed test
systems in this study were integrated with technologies for renewable energy sources,
such as wind turbines and solar PV units. Moreover, load demand, wind, and solar power
generation were modeled using normal, Weibull, and lognormal PDFs. Using the proposed
PDFs, 1000 MCS-based scenarios are developed with credibility. The computing cost of
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finding solutions for each of these circumstances is high. Then, the 24 typical scenarios
shown in Table 3 were discovered using the scenario reduction technique. Additionally,
the authors have proposed five MO-RPD instances that seek to optimize a variety of
competing objective functions that efficiently distribute reactive power among all devices,
while taking into account the influence of unpredictable wind and solar PV generation.
The simulation results of all the cases of all the scenarios are shown in Figures 7 and 8,
and the BCSs (expected values of the objective functions of all the scenarios) of all the
cases are provided in Table 7. The figures clearly showed that the proposed algorithm
found the near-global optimal and widely distributed solutions in a single simulation run.
Figure 9a–c clearly show that all the decision variables were within the desirable limit,
and the overall performance of cases 2 and 3 was better compared to all the other cases
in terms of the minimum value of the decision variable. Figure 9d shows a statistical box
plot of the voltage levels of all the load buses of all the scenarios. The box plot clearly
showed that the voltage levels in all the scenarios were within 0.95 to 1.05 p.u. Cases 1 to
4 comprised of 2 and 3 conflicting objective functions, in the category of multi-objective
optimization. It is interesting to note that the proposed algorithm showed well-distributed
final non-dominated solutions considering four conflicting objective functions.

Optimizing multiple objectives can become increasingly complex as the number of
objectives increases, such as in case 5 in our study. The use of many-objective optimization
evolutionary algorithms (MaOEAs) is indeed a relevant approach to effectively address this
challenge. In the literature, the problem of case 5 is called the many-objective optimization
problems (MaOPs), and recently designed MaOEAs are implemented to find the optimal
solutions of mathematical benchmark functions of MaOPs, such as NSGAIII [37], KnEA [38],
and IDBEA [39]. These algorithms are specifically designed to handle a large number of
objectives (especially more than three) and can provide more robust solutions in such cases.
In this paper, all the above-discussed MaOEAs were implemented to find the optimal
solution for the case 5 MOORPD problem. Figure 10 shows a comparison of the proposed
algorithm with the recently implemented MaOEAs.
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Figure 10 clearly shows that the proposed algorithm found better widely distributed,
non-dominated solutions in all the objective functions, compared to the other state-of-
the-art MaOEAs. NSGAIII emphasized the first objective function, whereas, in the other
objective functions, NSGAIII became stuck in the local optimal region. The simulation
results of IDBEA are promising compared to the NSGAIII and KnEA algorithms. Through
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the application of these five cases, we have demonstrated the effectiveness of our proposed
approach in achieving optimal reactive power allocation and addressing the multiple objec-
tives of power loss minimization, voltage deviation, the cost of reactive power generation,
and the emission rate. The simulation results obtained from all the cases indicated signifi-
cant improvements in the system performance and validated the efficacy of our proposed
methodologies. The introduction of the proposed algorithm for ORPD provides a compre-
hensive approach to address the challenges associated with reactive power allocation in
power systems.

7. Conclusions

In this paper, two studies, deterministic and stochastic, were considered to solve the
multi-objective ORPD problem. Firstly, the deterministic multi-objective ORPD problem
was considered using the most popular objective functions, such as power loss and the VD.
This study aimed to show the superiority and performance of the proposed algorithm with
the recently designed MOEAs already implemented in the literature to solve the ORPD
problem. The deterministic case simulation results showed that the proposed algorithm
found better evenly spaced and approximate global optimal solutions compared to other
recently designed MOEAs. Each algorithm was run twenty times, independently, for a
fair comparison between the various MOEAs. Statistical parameters of all twenty runs
(best, worst, and standard deviation values), based on the hypervolume indicators (HVI)
and inverse geometric distance (IGD) metrics, popularly used performance metrics, were
considered. The proposed algorithm found better results regarding the HVI and IGD than
most of the implemented MOEAs.

A real large-scale stochastic multi-objective ORPD problem was formulated using a
modified IEEE 30-bus test system. In the stochastic study, variability in load demand, wind,
and solar PV units was computed using suitable mathematical models, such as normal,
Weibull, and lognormal probability density functions (PDFs). In the stochastic ORPD
problem, 1000 MCS-based random scenarios were initially generated using the PDFs; then,
the scenario reduction technique was applied to reduce the size of the problem. Table 2
shows the size of the modified IEEE 30-bus test system. Various study cases comprised
of 2, 3, and 4 conflicting objective functions were considered to show the superiority of
the proposed algorithm. Pareto fronts of stochastic cases in the simulation results section
clearly showed that the proposed method can find the approximate global non-dominated
solution of 2, 3, and 4 conflicting objective functions for the decision-maker. Finally, the
fuzzy weighted factor was applied to find the final non-dominated solutions.

8. Future Work

In the future, proposed formulations can be extended to implement reactive power
reserves, fixed zonal reserves, or contingency studies considering many-objective optimiza-
tion problems. Furthermore, recently implemented MaOEAs are unconstrained; therefore,
effective constraint-handling techniques can be integrated to enhance the capability and
performance of MaOEAs to solve many-objective ORPD problems.
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Nomenclature

Symbol
BCS Best compromise solution NW Total number of wind generators
BiCo Bidirectional co-evolutionary NS Total number of solar PV units
CHT Constraint-handling technique NSVC Total number of shunt VAR compensators
DV Decision vector NTX Total number of transformers
MCS Monte Carlo simulation Npq Total number of load or PQ buses
MOP Multi-objective optimization problem Ng Total number of generators (thermal, wind, and solar PV)
MaOP Many-objective optimization problem
MOEA Multi-objective evolutionary algorithm nsc Total number of scenarios
MaOEA Many-objective evolutionary algorithm nl Total number of lines
ORPD Optimal reactive power dispatch PG, PD Active power generation and demand
PDF Probability density functions PL Power loss (MW)
PF Pareto front PgT , QgT Active and reactive power of thermal genera
SVC Shunt VAR compensator PgW , PgS Active power of wind and solar PV unit
SD Standard deviation Qc Vector of SVC
TX Transformers QG, QD Reactive power generation and demand
VD Voltage deviation S Feasible search space

sc Current scenarios
Variable and Parameter Indexing Smax

l , Sl Maximum and actual MVA flow limit in the lth branch
a, b, c Quadratic cost parameters of thermal unit T Transpose of vector
α, β, γ, ω, µ Emission coefficients of thermal unit Tapm Vector of transformer tap settings
α, β Scale and shape parameters of Weibull PDF Vi, Vj The voltage from and to the bus
Bij Shunt susceptance of line between bus i and j VG Vector of voltage set point of all the generators
C(•) Total cost of active and reactive generation VL, Vg The voltage at PQ and PV buses
Cj and Ck Cost parameters of wind and solar PV units x Decision vector
D Total number of the decision variable τsc Probability of scenario sc
E Emission (t/h) δij Branch angle between bus i and j
F(x) Vector of multi-objective function ∆D, ∆v, ∆G PDFs of percentage load, wind velocity, and solar irradiances
Gk Shunt conductance of the kth line vw, GS Wind velocity and solar irradiance
g, h Number of p and q vectors of equality and inequality constraints µd, σd Mean and SD of normal PDF
i, j From and to bus µs, σs Mean and SD of lognormal PDF
Nb Total number of buses
NT Total number of thermal generators
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