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Abstract: This paper addresses the sector-coupling principle, highlights each associated sector’s
technologies and showcases their future development, according to the German grid development
plan. Furthermore, the research project ESM-Regio, and its goals in terms of simulatively analyzing
the sector-coupling approach for a specific model region and future scenarios, is introduced. In this
context, the key methods for modeling the electricity sector’s loading behavior are showcased. Most
importantly, the state-space load flow calculation, load modeling (including the integration of the
power demands of the sector-coupling technologies) and an assessment of grid operating equipment,
based on thermal aging models, are described.
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1. Introduction

The occurrence of the Technological Revolution in the late 19th and early 20th centuries
introduced mass production and industrialization, consequently increasing the modern
world’s overall energy requirements. These energy demands were met by the large-scale
deployment of steam engines, alongside the introduction of new technological systems,
such as electric power, inherently initializing the world’s electrification [1]. Since then, civi-
lization’s energy-dependency, specifically in terms of electrical power, has been increasing
steadily, ultimately reaching a state where a consistent, reliable energy supply is often taken
for granted. Nonetheless, modern society is faced with vast and constantly evolving chal-
lenges stemming from various political, technological and environmental origins, which
also pertain to, and potentially threaten, the current energy supply structure’s reliability.
Many countries are experiencing a growing desire to be energy independent, and this, as
well as the general strive for increased carbon-neutrality with the intention of reducing
climate change, have been fundamentally influencing both the supply and consumption
sides of electrical energy in today’s power grids. For example, electricity generation is
continuously being decentralized by many countries, including Germany, following the
large-scale development and integration of renewable energy sources (RESs). The result-
ing changes in terms of non-projectable feed-in behavior (resulting from the physically
concomitant volatility of RESs), along with newly introduced negative (generation) load
peaks (resulting from PV feed-back during the midday period) are already challenging grid
operation and management in certain areas today. Furthermore, the transportation and
heating sectors, that conventionally rely on fossil fuels, are gradually being electrified by the
introduction of, and growing markets in, electric and hybrid electric vehicles (EVs, HEVs)
and heat pumps. The climate goals set by the European Union (climate-neutrality by 2050,
net-zero greenhouse gas emissions [2]) and by the German government (climate neutrality
by 2045, negative net emissions by 2050 [3]) are accounted for in the grid development
plans [4], published by the German transmission system operators, and depict the necessary
advancements for compliance with the previously illustrated climate goals. These plans
entail the phase-out of conventional energy sources (including nuclear power) and the
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massive expansion of RESs (especially PV and wind power). In addition, the gross electric
energy consumption is forecast to increase from 533 (2019/2020) to 1106 GWh by the year
2045, emanating from the electrification of the heating, transportation and industrial sectors
(see Figure 1).
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Figure 1. RES and gross electricity consumption development for 2037 and 2045.

The energy landscape’s transformation, brought forth by the ongoing energy transition,
puts additional strain on power grids’ operating equipment and this will only continue
to be amplified by future development. The intermittency being introduced by both
the installation of decentralized RESs and the newly emerging demands from sector-
coupling technologies, such as EVs, pose a threat to grid stability [5,6]. Furthermore, the
aging characteristics of critical operating equipment, such as cables and transformers, are
directly influenced by their respective loading behaviors, being particularly susceptible
to overloading. Unfortunately, the life expectancy of the equipment is largely defined by
a non-linear exponential relationship between the electrical isolation’s degeneration and
operating temperature [7]. As a result, accelerated thermal aging occurs if the operating
temperatures of cables/transformers exceed a specific threshold. The ensuing reduction
of life expectancy directly correlates with the asset’s monetary depreciation. Needless to
say, it is advisable to avoid such operating points at all costs to prevent the cost-intensive,
premature replacement of operating equipment. A future approach for establishing and
maintaining suitable operating conditions is the deployment of sector-coupling technologies
offering flexibility and the intelligent controlling of these technologies to conduct traditional
load management processes, as shown by [8] and illustrated in Figure 2. Thus, effectively
improving an entire energy system’s economic operation.

Figure 2. Software architecture research project ESM-Regio.
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The potential of this approach is analyzed as part of the research project “ESM-Regio”,
funded by the German federal ministry for economic affairs, and coordinated by the Labo-
ratory of Computer Science 7 at the Friedrich-Alexander-Universität Erlangen-Nürnberg
(FAU). Further scientific partners, based at the FAU, include the Laboratory for Energy
Process Engineering and the Laboratory for Business Mathematics, and the chair of com-
puter science III at the Julius-Maximilians-Unviersität Würzburg, as well as the Institute for
High Voltage Technology Energy System and Plant Diagnostics at the Coburg University
of Applied Sciences (IHEA). Industrial partners include the Energy Agency for Northern
Bavaria, Nuremberg and Kulmbach (EAN), the Bayreuth Municipal Utilities and the En-
ergy Technology Cluster of Bayern Innovativ GmbH. The research project aims to create a
multi-sectoral model for the comprehensive analysis of sector-coupled energy systems of an
exemplary model region for various future scenarios (2030, 2045) [9]. The main goal is the
creation of an energy system model with high temporal resolution consisting of the model
region’s four major energy sectors, including electricity, gas, heat and mobility. These four
models individually conduct simulations, whilst also being able to depict cross-sectoral
energy flows by exchanging data sets using suitable interfaces (see Figure 2) [10]. After
carrying out a simulation iteration, each instance’s significant simulation results and assess-
ment factors are separately stored in the abstract layer. The simulation control can access
this level and is responsible for administering and exchanging data with the optimization
layer. In this manner, the optimization layer receives all of the necessary inputs to carry out
a mathematical optimization process, upon which the power values of the sector-coupling
technologies (representing the flexibilities) S f lex(t) are determined for the current iteration.
The specified power values are relayed back to the simulation models (in the detailed layer)
and incorporated in the following iteration’s simulation execution. The newly established
significant simulation results and assessment factors are transferred to the optimization
layer by the simulation control, initializing the ensuing iteration of the optimization process.
These interconnected simulation and optimization processes are carried out successively
for n iterations, until the sector-coupling technologies’ values have been ideally established,
in terms of reaching a global minimum regarding the system’s operational costs.

IHEA is tasked with the load flow simulation of the model region’s medium-voltage
(20 kV) distribution networks. The key tasks include the creation of realistic network
models, electrical load modeling (including the integration of the flexibilities of the sector-
coupling technologies) and deriving load-dependent assessment factors using thermal
aging models to describe the life expectancies of critical operating equipment. These tasks
are realized by implementing a load–flow calculation depicting the system’s resulting
flows, which depend on the time-dependent, node-specific electrical loads integrated in the
respective network models. Instead of relying on current state-of-the-art load–flow analysis
tools and methods, e.g., the current iteration (Gauss–Seidel) or the Newton–Raphson
approaches presented in [11–13], which are applied in varying research topics, as illustrated
by contributions. e.g., [14–17], a novel load–flow calculation method, based on a state-
space approach, is introduced and applied to calculate the system-defining flows. The
aforementioned novel algorithm differs from the established state-of-the-art algorithms
and uses the mathematical state-space representation to directly calculate a system’s load
flow, as shown by the overview given by Blenk in [18]. This paper examines a variety
of references to highlight the future development of Germany’s energy system and how
these trends affect each of the major energy sectors. Furthermore, sources explaining
the fundamental principles of the mathematical state-space representation, the modeling
process of electrical energy storage systems and load modeling are referenced. In addition,
research and standards analyzing the aging behavior of typical grid operating equipment
(cables and transformers) are cited. The main focus of this publication is the presentation
of the varying sector-coupling technologies that are of interest and the methods required
for implementing the electricity sector’s simulation model for different scenarios using the
unique state-space-based calculation.
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2. Sector-Coupling Technologies

The term sector-coupling has been gaining lots of attention, due to the EU’s green
deal, and is defined by van Nuffel in [19], part of a study commissioned by the EU, as
follows: “Initially the concept referred to the electrification of end-use sectors like heating
and transport, with the aim of increasing the share of renewable energy in these sectors and
providing balancing services to the electricity sector. More recently, the concept of sector-
coupling has broadened to include supply-side sector-coupling. Supply-side integration
focuses on the integration of the power and gas sectors, through technologies such as power-
to-gas”. The following section is dedicated to outlining each sector’s technologies which
are specifically relevant for the electricity sector in accordance with the sector-coupling
principle. Current trends and future outlooks are given on a federal level (commonly based
on [4] for all sectors). The technologies’ applications within the scope of the research project
are presented.

2.1. Mobility

The mobility/transportation sector has traditionally relied on combustion engines
burning fossil fuels to power passenger and freight vehicles. In recent years, car manu-
facturers around the world have been expanding their EV/HEV portfolios, yielding an
increase in sales and market share. In Germany, the numbers of EVs and HEVs have risen
to 620,000 and 566,000, respectively, reaching a combined 2.6% of total car stock [20]. A
future prognosis depicting the traffic sector’s EV, HEV, light-duty commercial vehicle (CV),
heavy-duty CV compositions for 2037 and 2045 is given by [4] and illustrated in Figure 3.
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Figure 3. Vehicle composition in the mobility sector in 2037 and 2045.

The combined capacities of EV internal batteries essentially correspond to a large
virtual energy storage system (ESS), which can be intelligently used to shift loads and
trim peaks. Vehicles supporting bidirectional charging can also feed power into the grid
using a DC/AC converter system (either on-board or as part of the charging station). The
vehicle-to-grid concept (V2G) enables EVs to effectively support the grid and holds major
potential in terms of the conducting of ancillary services (frequency and voltage regulating,
load balancing etc.). The calculated overviews are given by [21,22]. Within “ESM-Regio”
the charging/discharging of the various types of electric vehicles is modeled, representing
the junction between the mobility and electricity sectors. The cumulative, residual load
being drawn by all types of EVs at node n during the time step t (expressing the mobility
sector’s flexibility) is depicted by S f lex,m,n(t),

S f lex,m,n(t) = [Sm,ch,n(t)− Sm,ch,n(t)] (1)

where Sm,ch,n(t) is the apparent power being drawn and Sm,dch,n(t) being fed back into the
system at the nth node within the model region. Under consideration of the constraints
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provided by the mobility sector’s simulation model, the optimization layer determines the
values S f lex,m,n(t) for the current iteration of the optimization process.

2.2. Heat

The heat sector’s energy demands relate to the energy used for space heating and
cooling, as well as the process heat required by the industrial sector. According to [23],
the heating sector makes up for over 50% of Germany’s total energy consumption (2019).
A more detailed analysis is provided by [24], depicting the demand distribution for heat
across different consumption sectors, and revealing major shares for the household (90%),
industrial (74%) and commercial (58.8%) sectors. Similarly to the traffic sector, a majority of
the heat sector’s energy is produced by non-renewable energy sources, primarily relying
on natural gas [25]. Data published by the German federal ministry for economics and
climate action suggests that the contribution of RESs to the heat sector had a share of
15.2% (2021) [26]. The heat sector’s electrification, using power-to-heat (P2H) technologies,
conveys further major potential in increasing the sustainability and decarbonization of
the future energy-system. The German grid development plan [4] illustrates the changes
in the heat sector and establishes likely prevailing technologies. According to this plan,
sustainable heat supply can be realized using various technologies, such as direct electrifi-
cation, solar thermal energy, and combined heat and power plants (CHPs) (burning H2 or
sustainable biomass) etc. However, the degree of efficiency that is obtainable using direct
electrification technologies, such as heat pumps (HPs) and electrode boilers (EBs), suggests
that these technologies constitute the future’s main heat-supplies. These developments
are being adopted in both the household and commercial sectors, as well as in district
heating, and are extrapolated under specific assumptions [4], yielding the results illustrated
in Figure 4.

District heating developments 2037/2045
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Heat pump and consumption development by 2037/2045
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Figure 4. Development of P2H technologies in the heat sector (2037/2045). (a) District heating
developments; (b) Heat pump developments.

The share of CHPs burning conventional fuels (natural gas and coal) is expected
to reduce and to continuously be repurposed to enable the use of (green) hydrogen as
a fuel source. By 2045, all remaining CHPs are expected to exclusively operate with
hydrogen. In the research project, the model region’s heating demands and district heating
networks are simulated for varying future scenarios as part of the heat sector’s simulation
model. The heat and electricity sectors are linked by the power consumption of the
P2H technologies and the power generation by CHP. These power contributions must be
provided and accordingly integrated into the electricity sector’s simulation model so that
they are accounted for during the load–flow calculation. The residual load at the nth node,
at time step t, demanded by the heat sector is represented by S f lex,h,n(t) in (2),

S f lex,h,n(t) = [Sh,con,n(t)− Sh,gen,n(t)] (2)
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where Sh,con,n(t) is the cumulative P2H power consumption and Sh,gen,n(t) the cumula-
tive CHP power generation. These variables’ values are determined by the heat sector’s
simulation model and the optimization layer, depicting the heat sector’s flexibilities.

2.3. Gas

The last remaining major energy sector is the gas sector. This sector is responsible for
providing its customers with natural gas (methane), primarily used for heating purposes in
the private and commercial sectors or for process heating in industrial applications. Since
1995, the share of natural gas for heating in private households has risen from 37.4% to
49.5% in 2020 [27]. Furthermore, according to the German Federal Environment agency, a
majority of CHPs use gas as a fuel source. In 2021, the total heat production from CHPs
amounted to 228 TWh, with 109 TWh being sourced from gases [28]. Recent political events
tied to the Russo-Ukrainian War (2022) have brought forth numerous economic sanctions
resulting in major natural gas price increases, specifically affecting the private sector and
threatening the economy. A recently conducted gas price analysis by the German Associ-
ation of Energy and Water and Industries [29] clearly outlines the implications, with gas
prices tripling (for households) in comparison to the post-war years. These developments
solidify the need for a crisis-proof, sustainable energy supply and the phase-out of conven-
tional natural gas applications, all of which have, consequently, risen in priority for the
German government [30,31]. Despite the recent developments and insecurities concerning
fossil natural gas, producing gaseous fuels via power-to-gas technologies (P2G) retains its
potential and its role within the sector-coupling approach, especially due to its versatility.
The P2G-concept alongside its specific applications are described by Zapf in [32] and in-
clude the following: energy storage, energy transportation, conducting of ancillary services
and interconnecting of the electricity sector with the heat and mobility (via hydrogen-
powered cars) sectors. Key technologies, such as electrolysis and methanation, use excess
power produced by RESs to produce hydrogen and methane, respectively. In doing so,
the power grid’s load is lessened and energy feedback reduced, whilst, simultaneously,
sustainable green hydrogen and synthetic natural gas (SNG) are produced. A detailed
overview of the fundamentals and respective functionalities of these technologies is also
included in [32]. The yield of P2G plants can either be utilized directly or stored in already
existing gas networks (as shown by [33]), caverns or tanks, effectively serving as long-term
energy storage. Some of the major applications include powering CHP to supply district
heating or industrial heat processing, or to directly feed-in electrical energy to the power
grid as an ancillary service. Further feasible applications, such as power-to-liquid (P2L),
are widespread but remain limited at today’s standards (costs), due to the accompanying
(limited) economic viability as described in [34]. According to [4], precisely specifying
the future demand for green hydrogen being used in industrial applications and/or the
mobility sector is extremely difficult. In this regard, the study [35] is cited, which includes
estimates in terms of Germany’s future hydrogen, P2G and P2L demands, which range
from 250–650 TWh. In any case, comparing current green hydrogen production levels to
future demands, suggests an inevitable, massive ramp-up of electrolysis capacity, despite
assuming a major import quota (65–80%) [4]. Figure 5 shows the electrolysis capacities
determined in [4] for 2037/2045.

In ESM-Regio, the gas sector’s simulation model utilizes fluid mechanic principles
to depict a model region’s gas network flow, dependending on general gas and heating
demands. For specific future simulation scenarios, this also entails modeling the flow of
hydrogen in the model region’s pre-existing high-pressure networks, in addition to locally
integrating P2G production. The gas production originating from the electricity sector’s
electrical power represents the link between the electricity and gas sectors. The gas sector’s
flexibility at the nth node and at time step t, is represented by S f lex,g,n(t) in (3),

S f lex,g,n(t) = Sg,con,n(t) (3)
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where Sg,con,n(t) portrays the cumulative power consumption of the P2G technologies,
determined by the optimization layer.

Installed electrolysis capacities 2037/2045
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Figure 5. Installed electrolysis capacities by 2037/2045.

2.4. Derivation of Simulation Scenarios

The previously highlighted sectoral considerations, derived from [4], illustrate the
sector-specific future developments at the federal (national) level. The advances/changes
are referenced from this common source for all sectors. By additionally incorporating local
data provided by the grid operator, as well as specific census data, the model region’s
future development is locally extrapolated for varying dates and simulation scenarios. A
closer insight into the specific underlying methodologies is not given within the context of
this paper.

3. Electricity Sector

The following section is entirely dedicated to the model region’s electricity sector.
It outlines the principles of the algorithm for load–flow calculation, showcases network
models, illustrates an energy storage model, describes the load modeling approach and
gives insights into the thermal aging behavior of grid-specific operating equipment.

3.1. Principles for Calculating Load–Flow Using the State-Space Representation

In general, the state-space representation is a mathematical tool used for modeling a
state-determined system’s outputs for varying inputs u1(t), u2(t),..., un(t), state-variables
x1(t), x2(t),..., xn(t) and output variables y

1
(t), y

2
(t),..., y

n
(t). It is commonly used for

modeling the behavior of linear time-invariant (LTI) systems, as shown in Figure 6, taken
from [36].

Figure 6. State-determined LTI system.

Rowell defines a state-determined system, in [37], as follows: “if a system is state-
determined, knowledge of its state-variables x1(t), x2(t),..., xn(t) = x(t) at some initial
time t0 and inputs u1(t), u2(t),..., un(t) = u(t) for t > t0 is sufficient to determine all
future behavior of the system”. In the following, all the state-space variables are referred
to using the variable z. The derivatives ż(t) of the n state-variables are expressed by a
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standardized set of n-coupled first-order, ordinary differential equations as a function of
the state variables z(t) and the system’s output variables u(t), as shown in (4).

ż1 = f1(z, u, t), ż2 = f2(z, u, t), ..., żn = fn(z, u, t) = ż(t) (4)

These variables can be combined and equally expressed by the vector ż(t). The
corresponding set of n differential equations can be compactly expressed in matrix form, as
illustrated by (5) and (6).

ż1(t)
ż2(t)

...
żn(t)

 =


a11 . . . a1m
a21 . . . a2m
...

. . .
...

an1 . . . anm

 ·


z1(t)
z2(t)

...
zn(t)

+


b11 . . . b1m
b21 . . . b2m

...
. . .

...
bn1 . . . bnm

 ·


u1(t)
u2(t)

...
un(t)

 (5)

ż(t) = A · z(t) + B · u(t) (6)

The system’s output variables y
1
(t), y

2
(t),..., y

n
(t) = y(t) can be expressed in similar

fashion, as shown by (7), (8).
y

1
(t)

y
2
(t)
...

y
n
(t)

 =


c11 . . . c1m
c21 . . . c2m
...

. . .
...

cn1 . . . cnm

 ·


z1(t)
z2(t)

...
zn(t)

+


d11 . . . d1m
d21 . . . d2m

...
. . .

...
dn1 . . . dnm

 ·


u1(t)
u2(t)

...
un(t)

 (7)

y(t) = C · z(t) + D · u(t) (8)

The values of the coefficients in the matrices A and B are defined by the system’s
properties and depend on its specific structure and elements. Furthermore, the matrices C
and D are dependent on the chosen output variables y(t).

Electrical networks can also be systematically defined and analyzed using the state-
space representation, as described by Blenk [18]. In this case, the previously introduced
matrices are initially defined by real, non-complex values: A, B, z(t) and u(t). Transferring
a network into the state-space is achieved by applying Kirchhoff’s current and voltage laws,
yielding the system’s differential equations and, ultimately, resulting in an implicit system
representation. After carrying out a few matrix operations (inversion, multiplication), the
system is converted into its explicit form, so that its behavior is illustrated as shown by (6),
(8). The angular functions (AC current and voltages) in the non-complex variables z(t), u(t)
can be simplified using traditional AC circuit theory and the complex plane (z(t), u(t)→
z(t), u(t)). By considering the state-variables in the frequency domain, the derivatives
contained in vector ż(t) are simplified and transformed to complex variables: ż(t)→ jω ·
z(ω). Under these considerations, at fixed frequencies

(
ω = 2π · 50Hz = 314 1

s = const.
)

,
the system’s steady-state can be described via a complex system of equations, as shown
in (9).

j · z = A · z + B · u (9)

At fixed frequencies ω, the system’s steady-state variables z can be solved, by rear-
ranging (9). This results in (10), where A and B comprise the network’s impedances, E
represents the unit matrix and u contains all voltage and/or current sources featured within
the system.

z =
B

j · E−A
· u (10)
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In many cases, the network’s impedances are considered to remain constant over
time (at least within a specific simulation interval) A, B = const., thus allowing (10) to be
simplified even further.

z = K · u (11)

As a result, the simplified vector–matrix multiplication, portrayed in (11), is sufficient
to calculate the entire system’s state-variables z. This principle remains identical for
calculating electrical networks independently of their respective sizes and is, therefore,
also applicable to the calculation of sophistically intermeshed electrical networks, such as
power grids. In this use case, the grid’s load flow is represented by the state-variables z
and can be time-dependently computed for varying loads and renewable energy feed-ins
with a single mathematical operation. The calculation of the grid’s load–flow is carried out
by the state-space simulator, a software which is in development at IHEA and based on the
previously depicted approach. The power grid, including all of its components, such as
transformers, power lines, cables, generators, loads etc., are entered into a graphical editor.
The electrical behaviors of these components are mirrored via parametrized equivalent
circuit models (ECMs) [38] which are stored in the software’s component libraries. The
state-space transformation, i.e., the derivation of the system of differential equations,
relies on the aforementioned ECMs, as well as on the grid-specific interconnections of all
respective components, and is conducted by an automated algorithm. The result of the
state-space transformation algorithm corresponds to a minimalistic representation of the
system in a symbolic matrix, which remains valid even for time-dependently fluctuating
loads for the complete duration of the simulation. In comparison to conventional load flow
algorithms, such as the Newton–Raphson approach, the recurring process of establishing
and solving the Jacobian Matrix for each time step of the simulation is circumvented, which,
consequently, increases efficiency and reduces the necessary computational requirements.
Further details and advantages of using the state-space representation for carrying out
load–flow calculations can be gathered from [9,38].

3.2. Network Model

The model region’s grid operator supplies electricity to around 91,000 inhabitants
in both urban and rural medium-voltage distribution sub-grids [39]. During normal
operation, these sub-grids function independently. However, in the case of faults, or during
maintenance work, the power grids may be coupled at various points to continuously
provide electricity to their customers. The research project intends to analyze the electricity
sector’s normal operating conditions, wherefore each sub-grid’s behavior is independently
replicated with an individual network model. By relying on data sets provided by the grid
operator, such as the electrical network plans illustrating the positioning and distribution of
specific types of operating equipment (cables, transformers etc.), each sub-grid’s network
model is manually assembled, based on data being entered within a graphical editor.
The graphical editor (“Schematic Editor”) uses the drag-and-drop principle and enables
arbitrarily placing and interconnecting components from an expandable component library.
The model region’s grid-specific component types are added to the library, so that they can
be specifically assigned to operating equipment. Each sub-grid is supplied by a 110/20 kV
transformer, which has the task of balancing the grid’s residual load. In the network model,
this role is fulfilled by the slack node, which is typically connected to a centrally placed
bus bar. The bus bar represents the switching-station responsible for distributing power to
each of the sub-grid’s individually connected feeders (the switchgear’s electrical behavior
is not accounted for). Each feeder has a unique structure, containing a varied number of
20/0.4 kV distribution transformers and electrical loads and can feature varying degrees of
intermeshing. The realization and implementation of these feeders is conducted according
to the grid operator’s specifications. Exemplary electrical feeder and sub-grid excerpts,
taken directly from the graphical editor, are shown in Figures 7 and 8, respectively.
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Figure 7. Typical (exemplary) structure of a sub-grid’s feeder in the Schematic Editor.

Figure 8. Typical (exemplary) structure of a sub-grid in the Schematic Editor.

3.3. Energy Storage Systems

An additional sector-coupling technology integral to the research project directly
associated with the electricity sector, is the stationary ESS. In Germany, these kinds of
storage systems have been gaining popularity because of their combined applications with
residential PV systems, as shown by [40]. This trend is justified by the potential increase
in self-consumption enhancing the profitability of these kinds of systems, illustrated by
the overview of case studies presented by [41]. In addition, the potential and future
applicability of large-scale battery storage systems are also being analyzed by various pilot
projects in Germany, depicted by the status report of [42]. This sub-section showcases the
ESS model.

Within the research project, stationary ESSs are also accounted for. The development
of ESSs is derived by the metrics described in [4] and mainly depends on the scenario-based
expansion of roof-mounted PV systems. The cumulative flexibility provided by ESSs at the
nth node, at time step t, is given by S f lex,e,n(t),

S f lex,e,n(t) = Se,ch,n(t)− Se,dch,n(t) (12)

where Se,ch,n(t) is the cumulative apparent power being drawn and Se,dch,n(t) being fed
back into the system at the nth node.

Modeling the electrical behavior of electrochemical storage systems (such as lithium-
ion batteries) can be realized in numerous ways, commonly relying on ECM [43]. These
models can yield high degrees of accuracy, but rely on a highly precise, elaborate component
parametrization. A study conducted by [44] analyses a variety of ECMs and evaluates
their usefulness. Despite the high obtainable degrees of accuracy, implementing these
principles within the research project is not feasible, due to the models’ high complexity
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and the inevitable parametrization process. Instead, a simpler approach merely requiring
the system’s ampacity IBat, Crated and initial state of charge (SoC) SoC(t0) is more suited.
The principles of the so-called “coulomb counting”, illustrated by [45], are applied to the
ESS SoC estimation within the research project. In this context, the cumulative SoC SoCn(t)
at timestep t and node n can be calculated,

SoCn(t) = SoCn(t− 1) + ∆SoCn(t) (13)

where the change in SoC resulting at time step t ∆SoCn(t) is expressed by:

∆SoCn(t) =
1

Crated,n
· [ηch · Ich,n(t)− ηdch · Idch,n(t) − Iloss,n(t)] · ∆t (14)

The system’s charging and discharging efficiencies ηch, ηdch and internal losses Iloss(t)
can be easily incorporated. Furthermore, the charging/discharging currents Ich,n(t),
Idch,n(t) are determined in dependency of S f lex,e,n(t). These calculations are applied for
ESS at each of the power grid’s nodes. The constraints that must be adhered to by the
optimization layer are characterized by the ESS fundamental parameters, including the
minimum and maximum charge and discharge currents Imin,n, Imax,n (typically defined by
the C-rate) and the charging boundaries Cmin,n, Crated,n. Accordingly, the ESS power values
specified by the optimization, must comply with (15), (16).

Imin,n ≤ Ich,n(t), Idch,n(t) ≤ Imax,n (15)

Cmin,n ≤ SoCn(t) · Crated,n ≤ Cmax,n (16)

3.4. Load Modeling

Ensuring that the electricity sector’s simulation model achieves high levels of confor-
mity with the model region’s power grid is very dependent on the accuracy of the load
modeling approach. As Figure 8, each of the sub-grid’s feeders have numerous electrical
loads, each of which illustrates the representative loading behavior of a single node. In
essence, the grid operator’s data sets, containing the information of 60,000 consumers
and 2250 generators, must be properly superposed and cumulated, so that they can be
systematically mapped to the medium-voltage distribution grid’s 600 nodes. On the basis
of this data, a time-dependent, seasonal load profile Pn(t) must be generated for each node
n. This process is described in the following sub-section.

In the preceding sections, all power values were introduced as complex apparent
powers. However, in terms of analyzing the potentials of sector-coupling technologies, the
reactive power share is non-significant, and, therefore, only real powers are incorporated
into the load modeling process.

A large majority of consumers stem from the private and commercial sectors, having
power consumption that is not directly measured. Instead, an annual meter reading
is the only quantifiable value available for characterizing these customers. On top of
that, a qualitative parameter categorizes these customers into specific groups (including
household (H0), commercial (G0), agriculture (L0), and street lighting (SB0)). Deriving a
specific customer’s time-dependent power consumption requires an additional source of
data. This additional data source is provided by standardized load profiles (SLP), which
dictate the normalized power consumption of typecast consumer groups across the course
of a day (24 h). In Germany, SLPs were initially introduced by the VDEW in 1999 and are
still used by many grid operators today [46]. Some of the most relevant SLPs are shown in
Figure 9.
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Figure 9. SLP provided by [46] for household, commercial and agriculture consumers.

The previously illustrated profiles are standardized to a fixed energy quantity Enom
(typically 1000 kWh). Thus, a customer’s loading behavior P(t) with an annual energy
consumption Ea, can be calculated for time step t by referring to the correct profile and
scaling the standardized curve’s value PSLP,nom(t) with an appropriate scaling factor SF, as
shown in (17)

PSLP(t) = PSLP,nom(t) · SF (17)

where,

SF =
Ea

Enom
(18)

In an iterative process, the corresponding node, consumption type and annual energy
quantity are specified for each of the 60,000 consumers. As a result, the consumer data
can be matched to a distinct node and the energy quantity added to the specific SLP
consumption type. By carrying out this procedure and applying it to the entire consumer
data set, the cumulative, node-specific annual SLP energy quantities are determined for
each of the 600 nodes and inserted into (18). Thus, the node-specific scaling factors SFn,H0,
SFn,G0, SFn,L0, SFn,SB0 (for each of the SLP consumption types) are established. The power
values Pn,H0(t), Pn,G0(t), Pn,L0(t), Pn,SB0(t) are calculated via the previously highlighted
scaling factors and the respective standardized power values from each of the profiles, as
specified in (17). The total power consumption at the nth node, at time step t stemming
from SLP customers PC,SLP,n(t) is given by (19).

PC,SLP,n(t) = Pn,H0(t) + Pn,G0(t) + Pn,L0(t) + Pn,SB0(t) (19)

In Germany, large consumers of energy (Ea > 100,000 kWh) are legally obligated [47]
to temporally record their power consumption using the so-called registering load measure-
ment (RLM) and to transmit this data to the grid operator. These time series are available
for referencing within the scope of the load modeling process. For each node n, all affiliated
RLM time series (1. . . N) are totaled.

PC,RLM,n(t) =
N

∑
i=1

RC,RLM,n,i(t) (20)

High flexibility is required to enable a simple approach of representing varying future
simulation scenarios. In this manner, technological advances in the form of efficiency in-
creases, or other kinds of restructuring, may be accounted for. This additional variance is im-
plemented by the introduction of power-specific scaling factors α. Equations (19) and (20)
are adjusted accordingly.

PC,SLP,n(t) = αH0,n · Pn,H0(t) + αG0,n · Pn,G0(t) + αL0,n · Pn,L0(t) + αSB0,n · Pn,SB0(t) (21)

PC,RLM,n(t) =
N

∑
i=1

αRLM,n,i · RC,RLM,n,i(t) (22)
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Power generation is a second quantity influencing the nth node’s load profile Ptot,n(t).
Similar to the previous considerations, power generation is also split up into two groups.
First, the power generation of smaller generation plants (e.g., private PV-systems) is con-
sidered. The data provided by the grid operator merely specifies the nominal power of
these generators. For this reason, standardized generation profiles (SGP) are mandatory for
temporally modeling the feed-in behavior of these generators. This is especially pivotal
for PV-generation, as this type of energy generation is dominant for the model region.
Incorporating local circumstances is critical, whereby local weather data (solar irradiance,
temperature) must be considered within the standardized profiles. To visualize this concept,
the local SGP for PV-generation (2021) is shown in Figure 10. The SGPs are standardized to
a nominal power rating (in this case 1 kW). The time-dependent power generation PSGP(t)
is obtained by multiplying the system’s rated power Pr with the standardized profile’s
values PSGP,nom(t) at time step t. These types of profiles are used to depict the feed-in
behavior of PV, CHP, biomass and hydropower generation plants.

PSGP(t) = PSGP,nom(t) · Pr (23)

Figure 10. PV SGP (specific to the model region).

Each node’s cumulative, type-specific, scenario-specific power generations are deter-
mined by iteratively considering every power generation unit in the model region and
totaling the node-specific rated powers Pn,r,PV , Pn,r,CHP, Pn,r,bio, Pn,r,hydro. By referring to
the type-specific SGB and inserting the respective aforementioned rated powers, the power
generation values Pn,PV(t), Pn,CHP(t), Pn,bio(t), Pn,hydro(t) are calculated, as shown in (23).
Sequentially, the total SGP power generation at the nth node, at time step t PG,SGP,n(t), is
portrayed by (24).

PG,SGP,n(t) = Pn,PV(t) + Pn,CHP(t) + Pn,bio(t) + Pn,hydro(t) (24)

In accordance to the RLM consumption time-series, large generation units are also
obliged to report their temporal generation data to the grid operator via RLM. The genera-
tion time-series are also referenceable, wherefore their integration is carried out in the same
manner as (20), shown in (25).

PG,RLM,n(t) =
N

∑
i = 1

PG,RLM,n,i(t) (25)

If the optimization layer aims to include and conduct feed-in management (FIM)
(especially for RESs), the previously established power contributions serve as constraints
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for the optimization process. A node-specific power balance Ptot,n(t) is established using
all of the previously specified power contributions. Generally, each node’s power balance
includes a constant Pconst,n(t) and flexible share Pf lex,n(t).

Ptot,n(t) = Pconst,n(t) + Pf lex,n(t) (26)

The power balance’s constant share Pconst,n(t) constitutes the fixed power contri-
butions, which cannot be altered by the optimization. Under the assumption that the
optimization does not include a feed-in management, Pconst,n(t) is determined by (27).

Pconst,n(t) = PC,SLP,n(t) + PC,RLM,n(t) + PG,SGP,n(t) + PG,RLM,n(t) (27)

The superposed constant share’s power balance Pconst,n(t) is shown in Figure 11 for an
exemplary node.

Figure 11. Graphical illustration of the superposition of Pconst,n(t).

The optimized flexibilities introduced by the sector-coupling technologies’ power
contributions are embedded in Pf lex,n(t).

Pf lex,n(t) = Pf lex,m,n(t) + Pf lex,h,n(t) + Pf lex,g,n(t) + Pf lex,e,n(t) (28)

The flexible power shares in (28) portray additional loads influencing the node-specific
power balance Ptot,n(t) (essentially resulting in an increased number of superposed plots
in Figure 11). If an FIM system is implemented as part of the optimization algorithm, the
power generation values serve as additional flexibilities. As a result, Pf lex,n(t) would incor-
porate these additional power values. However, these considerations are not accounted for
within the context of this paper.

In conclusion, the suggested load modeling approach accounts for the different con-
sumer types and generation units connected at each node, whilst also providing an option
for integrating the power flexibilities of the sector-coupling technologies for the different
simulation scenarios. As a result, time-dependent, representative load profiles are mathe-
matically superposed for each node. The resulting time-series are easily referenceable by
the load flow calculation’s algorithm.

3.5. Thermal Aging of Operating Equipment

Gauging and assessing the power grid’s operating conditions plays an essential part
in the research project. In the scope of ESM-Regio, aging models are considered and
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implemented within the simulation model to assess the load-dependent aging factors of
essential operating equipment. The following sub-section showcases the aging models
for operating equipment relying on oil-immersed or synthetic cross-linked polyethylene
(XLPE) insulation materials.

For technical equipment, the term life expectancy refers to the time that a technical
system or object can be used without the replacement of core components or complete
failure [48]. In regards to electrical operating equipment, DIN IEC 60505 states that electri-
cal, thermal, mechanical and environmental stresses directly influence aging behavior [49].
Completely accounting for all of the aforementioned aging mechanisms with high accu-
racy is not viable. Details concerning mechanical and environmental stresses are not fully
available as part of the electricity sector’s simulation model, directly eliminating the consid-
eration of these influences within ESM-Regio. Electrical aging describes the effects of the
electric field and voltage gradients on the insulation material’s parameters and properties
which can potentially lead to partial discharges, treeing, electrolysis etc. [49]. Research con-
ducted by [50,51] analyzes the changes in physiochemical (via Fourier transform infrared
spectroscopy, X-ray diffraction) and dielectric properties (via differential thermogravimetry)
resulting from artificial electrical aging. Comparatively, thermal aging is defined as the
physiochemical changes resulting from degradation reactions, and polymerization and
depolymerization due to increased operating temperatures [49]. Experimental research
carried out by [52,53] illustrates how, for different insulation materials, electrical proper-
ties, such as volume resistivity and dissipation factors, as well as mechanical properties,
including tensile strength and elongation at rupture, are influenced, over time, by varying
levels of thermal stress.

The research and test results of artificial aging experiments are often used to create
or parameterize already existing aging models with the intention of approximating life
expectancy for variable operating/stress conditions in calculations, e.g., [54]. The literature
review [55] showcases commonly used mathematical electrical and thermal aging models
and multi-stress models. In this context, electrical aging is commonly defined by the
inverse-power-law (IPL) and thermal aging by the Arrhenius equation. IPL (29) describes
the relationship between electrical stress E and remaining life time t f ,

t f = t0 ·
(

E
E0

)−b
(29)

where E0 is the electrical life threshold at which the insulation exhibits the lifetime t0 and b is the
voltage endurance coefficient (defining the slope graph in double logarithmic representation).

The Arrhenius Equation (30) describes the kinetics of chemical reactions which are
also applicable for the decomposition reactions of insulation materials, as specified by the
standard DIN IEC 60216-7 [7],

K = k · e−
Ea
R·T (30)

where K is equal to the reaction speed, k the pre-exponential factor, Ea the activation energy,
R the Boltzmann-constant and T the temperature (Kelvin).

Under the assumption that life expectancy L is inversely proportional to K, the Ar-
rhenius equation can be written as shown in (31), with the constants α, β and the hotspot
temperature ΘH .

L(ΘH) = α · e
β

ΘH (31)

An alternative thermal aging model (specifically developed for oil-insulated operating
equipment) is based on early research by Montsinger [56] and suggests a reference temper-
ature threshold Θre f alongside a doubling factor ∆T at which the insulation material’s life
expectancy is halved.

L(T) =
Lre f

2
ΘH−Θre f

∆T

(32)
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Needless to say, insulation materials are not exposed to individual stress levels during
real operation, so multi-level aging models may describe the general aging behavior more
accurately. An overview of these multi-level models, including their respective pros and
cons, is included in [55]. However, accurately establishing and parameterizing any of the
aforementioned multi-factor aging models is dependent on experimental research and
data acquisition which is out of ESM-Regio’s focus. Instead, inaccuracies arising from
the usage of single-stress models are conceded to facilitate a more simplistic modeling
approach. All operating points within the electricity sector’s simulation model refer to
steady-state values, in which the system’s voltages tend to remain fairly constant (analogous
to real operations, where the maximum permissible voltage deviation is ±10% according
to DIN EN 50160 [57]). Consequently, the electrical aging behavior is relatively stagnant
(as intrinsic switching events are not considered) and largely independent of the grid’s
load. In contrast, the temperature stress level of operating equipment is directly related
to its respective ampacity translating to load-dependent thermal aging. The thermal
aging model’s simplicity and its load-dependency are ideally suited to, and comply with,
the research project, thereby eliminating IPL from the scope of the research project’s
considerations. In general, load-dependent aging factors need to be determined for the
relevant types of operating equipment, such as transformers and cables, each of which is
considered in the following.

The transformers under consideration are oil-immersed power transformers, having
loading and aging behaviors illustrated by both the IEEE loading guide [58] and DIN IEC
60076-7 [59]. The IEEE standard also includes typical values for parametrizing (31) where
α = 9.8× 10−18 and β = 15, 000. Using these specifications, an accelerated aging factor (in
comparison to a reference temperature Θre f ) FAA(ΘH) for variable temperatures ΘH can
be determined.

FAA(ΘH) =
α · e

β
Θre f

α · e
β

ΘH

= e

(
15,000
Θre f

− 15,000
ΘH

)
(33)

Calculating the accelerated aging factor merely requires the transformer’s hot-spot
temperature ΘH as an input variable. The hot-spot temperature’s calculation ΘH is also
included in [58],

ΘH = Θa + ∆ΘTO + ∆ΘH (34)

requiring the ambient temperature Θa, the top-oil rise over ambient temperature ∆ΘTO
and the winding hottest-spot rise over top-oil temperature ∆ΘH . The latter two terms com-
prise the transformer’s load-dependency and are calculated using exponential expressions
containing type-specific thermal time constants. The initial and ultimate (steady-state)
temperatures are calculated via the transformer’s loading percentage, depending on the
respective cooling system, ratio of losses (at load – no load) and rated temperature values.
Further details can be gathered from [58]. As a result, the load-dependent hot-spot temper-
ature of any transformer within the electricity sector’s simulation model can be determined
and directly input into the thermal aging model (31) to assess its thermal aging behavior.

Modern medium-voltage distribution cables are typically based on XLPE insulation
materials. However, older insulation technologies, such as paper insulated lead covered
cables (PILC), remain in use, also within the model region. Both cable types must be
considered in regard to their thermal aging behaviors. On the one hand, a PILC relies
on the same insulation material as oil-immersed transformers, and [60] suggests that the
parameters listed in [58] may be transferable; although, unfortunately, experimental proof
is not provided. As a result of this uncertainty in [60], relying instead on determined
data. experimentally determined by [61]. for modeling the thermal aging behavior of
PILC using Montsinger’s rule, is preferred. The annual degeneration rate at a reference
temperature Dre f (Tre f = 15 ◦C) = 0.5% is given, equivalent to a reference life expectancy
of 200 years. Furthermore, the doubling factor ∆T = 6.5 ◦C is also specified. On the other
hand, XLPE cables are based on a more modern insulating material which can operate at
higher temperatures.
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The thermal aging behavior can also be illustrated with the Arrhenius equation. Many re-
searchers across the globe have carried out artificial aging experiments to establish/parameterize
XLPE cable thermal aging models. A commonly chosen approach is to artificially age XLPE
insulation material (e.g., according to DIN EN 60811-401 [62]) at different temperature
levels until an end-of-life criterion, such as “50% of retention of elongation at break”, is
reached. The resulting aging times are recorded and serve as the fundamental data used
for establishing an Arrhenius plot. Equation (30) is mathematically transformed, yielding a
linear representation of the Arrhenius equation.

lnK = −Ea

R
· 1

T
+ lnk (35)

By mathematically fitting a regression line to the experimentally determined Arrhenius
plot data and considering its slope and y-intercept, the parameters Ea, k parametrizing
the thermal aging model are established. Experiments relying and implementing this
methodology were carried out by [54,63–65]. The previously referenced transformer stan-
dards describing loading behavior do not exist for XLPE cables. As a result, the Arrhenius
parameters in (30) are based on existing research and literature which are illustrated in
Figure 12.
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Figure 12. Life expectancy predictions based on literature (1:[54], 2:[63], 3:[64], 4:[65], 5:[66]).

Predicting which of the models in Figure 12 best replicates the model region’s XLPE
cables is practically impossible without having access to specific comparative experimen-
tal/measurement data. Alternatively, the models best fitting the generally accepted and
quoted life expectancy (at rated conditions) of 30–40 years [67] are averaged and used
for the load-dependent assessment of XLPE cables within the research project. In this
context, the model parameters provided by [63,65,66] are referenced. The thermal aging
models of both cable types require the cable’s conductor temperature Θc as an input vari-
able. The conductor temperature depends on the ambient temperature Θa and the cable’s
load-dependent temperature change ∆Θc.

Θc = Θa + ∆Θc (36)

The temperature change ∆Θc in (36) can be expressed as a ratio of dissipation powers,
and, as a result (disregarding the temperature-dependent conductor resistance) of the
currents’ squares,

∆Θc = (Θmax −Θa) ·
(

Pd
Pd,rated

)
= (Θmax −Θa) ·

(
|Ic|

Irated

)2
(37)

where Θmax is the highest permissible conductor temperature, Pd the current power dis-
sipation, Pd,rated power dissipation at rated load, Ic the current conductor current and
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Irated the cable’s highest rated power. Further details and in-depth analysis concerning the
approximation of ∆Θc are given in [60,68].

Inserting the conductor currents Ic specified by the load–flow calculation into (36),
enables any cable’s conductor temperature Θc to be approximated. Depending on the
cable type, the conductor temperature is entered into either (31) or (32), thus specifying a
temperature-dependent life expectancy L or aging factor FAA.

The previously showcased thermal aging models are implemented in a callable func-
tion within the simulation model. The function’s input requires the type of operating
equipment to be able to reference the correct model. Additionally, the time series depicting
the loading currents used to calculate the respective temperature development must also
be provided. Figure 13 illustrates the function’s internally implemented aging models de-
picting the load- and temperature-dependent aging factors for different types of operating
equipment (based on the previously highlighted considerations).
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Figure 13. Thermal aging models of different types of operating equipment.

4. Conclusions

This paper highlights the key principles and methods used for implementing the
electricity sector’s simulation model within the research project ESM-Regio. Although
no specific results regarding the research project’s model region have been produced,
the feasibility and validity of the state-space calculation algorithm are showcased and
systematically compared to other established algorithms in [38], showcasing promising
results. In light of these results, each of the sub-grid’s simulative network models strives
to replicate the power grid’s real structure, operating equipment and loads as realistically
as possible. This includes the particularly significant load modeling approach, which
utilizes a node-specific power balance to efficiently compress the grid operator’s extensive
consumption and generation data sets. Increased variability is obtained through the
use of power-specific scaling factors which can be individually set to change any node’s
loading behavior, effectively enabling the representation of arbitrary future simulation
scenarios. Incorporating the sector-coupling technologies’ power contributions is achieved
by merely expanding the node-specific power balance. As a result, an effective method for
providing representative load profiles, depicting the nodes’ seasonal loading behavior for
various simulation scenarios, is realized. Assessing the power grid’s operating conditions
is conducted by considering the load-dependent aging behavior of indicative, critical
operating equipment. The system’s load–flow is derived using the state-space-based
load–flow calculation, upon which the asset’s loading percentages are determined. The
conductor/hotspot temperatures are gauged in relation to the asset’s respective loading
percentage and input to the thermal aging models. These thermal aging models output
a load-dependent aging factor/life expectancy serving as an assessment factor for the
optimization process. In conclusion, the provided methods and models contribute in
implementing a simulation model which is able to iteratively calculate an electrical, sector-
coupled system’s load–flow and gauge its operating conditions, based on indicative specific
assets’ thermal aging behavior.
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5. Outlook

This paper’s presented methods outline the fundamental approaches being imple-
mented within the electricity sector’s simulation model in the scope of the research project
ESM-Regio. Once the network models have been fully established, a future case study will
be carried out to validate the novel algorithm’s load–flow calculation. This process will
involve assembling each sub-grid’s network model in a separate, state-of-the-art load–flow
simulator and comparing the simulation results. Furthermore, the electrical load modeling
approach will be evaluated for each sub-grid by comparing the modeled loads with directly
measured power data which is grid-specifically recorded (present state) by the system
operator. In addition, the derivation and parameterization of future scenarios concerning
the electricity sector and its simulation model are considered and outlined. After a suc-
cessful validation, first load–flow calculations will be carried out to hopefully provide the
necessary data to assess the optimization process and the specific effectiveness of using
sector-coupling technologies as flexibilities.

Applying and transferring the methods presented within this paper is an important
aspect. In principle, the state-space-based load–flow calculation may be used to calculate
an arbitrary power grid, provided that a suitable network model is available. Establishing
these state-space-based models is currently conducted via a manual process conducted
in a graphical editor. However, this process may be further automated in the future
to, for example, enable autonomous importing of existing network models (stemming
from other software), so their load-flows can be calculated in the state-space. In addition,
the introduced load modeling approach is also transferable but needs to incorporate
local circumstances in order to provide realistic results. This is especially true for the
standardized load and generation profiles which may vary depending on the generation
and consumption behavior specific to a certain power grid. Needless to say, the locally,
directly measured energy consumption and generation time series also need to be available
to enable using the load modeling approach introduced in this paper.
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