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Abstract: This paper discusses the importance of microgrids in power systems and introduces a new
method for enhancing their performance by improving the transient voltage response in the face of
disturbances. The method involves using a hybrid optimization approach that combines driving training-
based and particle swarm optimization techniques (HDTPS). This hybrid approach is used to fine-tune
the system’s cascaded control scheme parameters, based on proportional–integral–accelerator (PIA) and
proportional–integral controllers. The optimization problem is formulated using a central composite
response surface methodology (CCRSM) to create an objective function. To validate the suggested
control methodology, PSCAD/EMTDC software is used to carry out the simulations. The simulations
explore various scenarios wherein the microgrid is transformed into an islanded system and is subjected
to various types of faults and load changes. A comparison was made between the two proposed
optimized controllers. The simulation results demonstrate the effectiveness of using a PIA-optimized
controller; it improved the microgrid performance and greatly enhanced the voltage profile. In addition,
the two controllers’ gains were optimized using only PSO to ensure that the outcomes of the HDTPS
model demonstrated the same results. Finally, a comparison was made between the two optimization
techniques (HDTPS and PSO); the results show a better impact when using the HDTPS model for
controller optimization.

Keywords: central composite response surface methodology (CCRSM); islanded microgrids;
optimization algorithms; renewable energy resources

1. Introduction

Nowadays, microgrids comprising distributed energy generation (DEG), fed by sus-
tainable energy resources, play an important role in power systems. The microgrids’ main
role is to address the increasing growth of energy demand due to the depletion of con-
ventional power sources; they are used to overcome the environmental effects of fossil
fuel usage, such as by decreasing the greenhouse effect. Moreover, the DEG enhances the
voltage profile and reduces power losses. However, many challenges, such as dynamic
stability and robustness, face the expansion of microgrid utilization due to the distributed
energy resources connected to it [1]. There are two modes of operation of the microgrid: the
grid mode and the autonomous mode. The grid mode occurs when the DEG is connected
to the main network through a point of common coupling (PCC). In this mode, the voltage
and frequency of the DEGs are the same as those of the network, and each DEG in the
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microgrid controls its real and imaginary power components, utilizing the d-q current con-
trol technique [2,3]. Conversely, in the autonomous mode, the controllers of the microgrid
regulate the voltage and frequency to maintain a balance between supply and demand.
The control strategies required in the autonomous mode are complex, to ensure operational
reliability and satisfactory performance under various operational conditions.

Several techniques have been proposed in the literature for controlling DEG systems
while in an autonomous operation mode. Current control techniques, such as droop charac-
teristics, are used for multiple DEG units [4,5]. A novel perspective on the various dynamic
responses of the two basic microgrid controls, single-and multi-loop droop control, is
demonstrated by the authors of [6]. In [7], a droop-controlled system with a static compen-
sator has been designed to enhance microgrid power quality. V/f controllers can be utilized
in the DEG autonomous mode, as demonstrated by the authors of [8]. Nowadays, the
implementation of artificial intelligence techniques to improve the control and operation
of microgrids is often utilized [9,10]. In [11], a robust control methodology for power
factor correction for the DEG, using a combination of real and reactive power component
controllers, is presented. Although the use of PI and PIA controllers in power systems is
widespread, due to their stability, they are also sensitive to variations in system parameters
and nonlinearity. To address these issues, several techniques have been employed for
fine-tuning the controllers or designing them for various power system applications. For
instance, in [12], genetic and particle swarm optimization (PSO) algorithms are utilized to
regulate the frequency of a microgrid and optimize the static compensator operation. More-
over, the authors of [13] propose the use of the chaotic crow search algorithm for microgrid
performance enhancement. The adaptive Widrow–Hoff technique has been applied to en-
hance microgrid performance by adapting the PI controller constants online [14]. A hybrid
optimization technique, including the PSO and cuttlefish algorithms, is suggested in [15] for
finding the PIA controller’s optimal gain values. In [16], the authors investigate the appli-
cation of fractional-order PID and proportional integrator derivative algorithms in hybrid
nuclear and sustainable energy systems. In [17], an artificial bee colony optimization algo-
rithm is used to adjust the controller parameters to meet the system performance criteria. In
addition, a secondary load frequency control based on fractional order PID is proposed; the
fractional PID controller gain values are tuned using cohort intelligence-based optimization.
The performance of the PI-tuned fractional order PID regulator is compared to that of
the conventional PID controller, which is tuned using the genetic and PSO algorithms for
various scenarios on single- and dual-control-area microgrid systems. Furthermore, in [18],
the authors study the load frequency control for two microgrids connected by a tie-line.
Various optimization algorithms, including the moth flame, firefly, and ant lion algorithms,
are utilized to design controllers because of their dynamic response. In [19], a hierarchical
droop-free control scheme is proposed for an inverter-based AC microgrid that can be
adapted for use in other control schemes. This methodology applies droop-controlled
microgrids and sharing power mismatches concurrently, for regulating the frequency and
voltage. Moreover, the authors of [20] present an enhanced PI distributed control scheme
to regulate the frequency and voltage of a droop-controlled microgrid and share the power
mismatch among distributed generation units that periodically share information with
their neighboring units via a communication network. In [21], a wind-side converter is
used with a PI controller to generate PWM pulses, while the PV-side converter is controlled
by a grey wolf-optimized PI controller, which has a better transient reaction. The battery is
connected to a bidirectional converter and artificial neural networks regulate the duty ratio
for the converter. Through a three-phase inverter that is managed using DQ theory, the
generated electricity is connected to the grid. Another study [22] addresses load frequency
control in a multi-microgrid consisting of two microgrids connected by a tie-line, using a
mathematical model based on the use of green energy sources with multiple load perturba-
tions. In [23], the authors propose a new hybrid optimization approach using Garra Rufa
fish optimization and isolation forest soft computing to optimize controller parameters in
an isolated test microgrid. A novel supervisory control approach based on model predictive
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control and using a stochastic optimization model, with an objective function comprising
combined cost-based and system-based components, is presented in [24]. The goal of the
authors of [25] is to enhance the stability of the voltage and overall power quality in AC-DC
microgrid systems. To achieve this objective, intelligent fuzzy controllers such as fuzzy-PI
and fuzzy-PID current controllers will be utilized, along with the inclusion of a distribution
static synchronous compensator to enable the network-based control of multiple DEGs,
which provides a reliable link between the utility system and the microgrid. The integration
of a small-scale power grid, consisting of several renewable energy plants, with the main
power grid is achieved through a supervisory control approach. The small-scale grid is
operated using a micro-grid concept, which allows for the coordinated control of renewable
energy plants [26]. The methodology and control mechanisms suggested in [27,28] align
various power systems using the current-voltage phase angle without requiring access
to a common connection point, even if there are issues with voltage quality. If there are
disruptions to the grid voltage, the instantaneous phase angle is remotely estimated and
then transmitted with varying accuracy, which is influenced by the voltage disturbances
and the synchronization algorithm’s data transmission rate. The studies highlight how volt-
age disturbances affect the remote synchronization approach and the synchronized power
converter’s output current shape in a microgrid. In order to identify the neighborhood’s
best MG to assist other systems in times of need, the authors of [29,30] adopted particle
swarm optimization and heuristic-based optimization approaches. It is proposed that
multiple MGs can be coordinated by the control scheme suggested in [31] by optimizing
their use of renewable energy. Nevertheless, because all these control methods rely on
communication, the system’s dependability is still compromised. In [5,32–34], the authors
suggest a method for managing distributed energy coordination based on droop control.
The limitation of this control is in the ongoing power exchange between the two MGs,
which causes extra power loss. To deal with this problem, an updated control approach has
been put forth in other studies [35–38]. In this approach, the power flow between two MGs
only occurs when they are operating at a certain threshold.

It is crucial to remember that each optimization technique has its own advantages and
disadvantages, as previously mentioned. All optimization issues cannot be successfully
solved by a single optimization procedure. For a more accurate and reliable solution, recent
research has tended to present hybrid optimization methodologies. The authors of this
paper were inspired by significant advancements in evolutionary computational techniques
to develop a new optimization method for improving microgrid performance through the
design of a PIA controller. This paper’s principal contribution to the literature is to propose
a new application of the HDTPS for enhancing the performance of inverter-based DEG
systems, specifically using a vector-cascaded control technique. The proposed HDTPS
optimization technique is used to fine-tune the PIA and PI controllers’ parameters. The
CCRSM defines the optimization problem’s objective function, which is the maximization of
the minimum terminal voltage for the three DEGs. The simulation results implemented by
the PSCAD/EMTDC environment are then used to validate the suggested control method.
System conversion from the networking mode to the autonomous mode is explored, after
which the microgrid is subjected to symmetrical faults, unsymmetrical faults, and load
variation. A comparison is made between the two controllers to test their impact on
microgrid performance. Afterward, the two controllers’ gains are reoptimized using only
the PSO method, to validate the previous outcomes. The primary contributions of this
research work are listed below:

• Improving the microgrid’s performance by optimizing the PI and PIA gains to improve
the voltage profile and the system stability.

• Introducing driving training-based optimization (DTBO), a relatively new optimiza-
tion method. This is used along with particle swarm optimization (PSO) in a hybrid
approach toward maximizing the terminal voltages of various distributed energy
generation (DEG) systems located in the microgrid model by optimizing the controller
gain values.
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• The proposed PIA controller is compared with the traditional PI controller.
• The optimization problem is formulated using a central composite response surface

methodology (CCRSM), which generates an objective function in every case.

There are eight sections in this article. Section 1 introduces the research topic under
study, Section 2 demonstrates the system modeling in detail, Section 3 proposes the controllers
and the control strategy used in this study, Section 4 illustrates the modeling stage, Section 5
presents the optimization technique used, Section 6 outlines the simulation results, and
Section 7 offers a discussion of the findings. Finally, Section 8 provides our conclusions.

2. System Modeling

In this section, the modeled system is highlighted in detail. The current study focuses
on a microgrid with specifications listed in Table 1. The microgrid is modeled and simulated
using PSCAD/EMTDC [39]. It consists of 3 distinct DEGs that are powered by a constant
DC source. Figure 1 depicts the DC source’s connection to a two-level pulse-width modula-
tor inverter. In order to improve the inverter’s output waveform quality, a series filter has
been incorporated. The DEG is connected to the power system using a delta/Y transformer
and a series R-L transmission line. A parallel R-L-C model represents a three-phase local
load linked to a common coupling point. The inverter is linked to a snubber circuit for
suppressing voltage transients and includes six IGBTs connected to antiparallel diodes.

Table 1. The DEG system data.

DEG data
Vbase, low = 0.600 kV, Vbase, high = 13.800 kV,
Sb1 = 5 MVA Sb2 = 7.5 MVA Sb3 = 3.75 MVA

Transformer data ∆/Y = 0.60/13.80 kV

Connected load data
Load t1: Cl = 34 µF, Rl1 = 8.0 Ω, Rl2 = 150.0 Ω, Ll = 0.40 H
Load t2: C2 = 45.3 µF, R22 = 6.0 Ω, Rl2 = 150.0 Ω, L2 = 0.30 H
Load t3: C3 = 11.3 µF, R33 = 24 Ω, Rl2 = 150 Ω, L3 = 1.2 H

Transmission line data
T.L1: R1= 0.5 Ω, L1 = 0.0003 H
TL2: R2 = 1 Ω, L2 = 0.00070 H

Filter parameters Rf = 1.5 mΩ, Xf = 3 mΩ, Quality factor = 50.0
Main network data V = 13.80 KV, f = 60.0 Hz, Rg = 0.20 Ω, Lg = 0.00030 H
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3. Controllers and the Control Strategy

In this section, the PI and PIA controllers are discussed in detail. In addition, the
inverter-based cascaded vector control strategy is highlighted.



Energies 2023, 16, 4355 5 of 18

3.1. Proportional Integral Controller

The PI controller is popular in industrial applications because of its stability and
straightforward implementation. Its mathematical representation is given in Equation (1).
In this paper, the HDTPS optimization technique is proposed to determine the optimal
values for the PI controller’s proportional and integral gains, kp and ki:

T(s) = kp +
ki
s

(1)

where kp is the PI controller’s proportional gain and ki is the PI controller’s integral gain.

3.2. The Proportional-Integral Accelerator Controller

PIA controllers are the same as PIDA (proportional, integral, derivative, and accel-
eration) controllers but have the derivative gain set to zero [40]. The PIA controller is
more desirable than other controllers because it can react promptly and smoothly. This
is achieved by adding an acceleration element to the typical PI controller. Equation (2)
provides the mathematical expression for the controller:

T(s) = kp +
ki
s
+

ka × s2

(s + a)(s + b)
(2)

where ka is the PIA controller acceleration gain, and a and b are the accelerator controller constants.

3.3. The Control Strategy

The systems for both controllers employ an inverter-based cascaded vector control
strategy that utilizes two control loops. In the network-connected mode, the internal loop
regulates the direct and quadrature axis current constituents (Id, Iq), while the external loop
regulates the real and imaginary powers (P, Q) to maintain a constant terminal voltage and
frequency. The conversion between the stationary frame and the d-q frame is obtained by
the use of a phase-locked loop (PLL). In the island mode, the d and q axis terminal voltages
(Vd, Vq) are controlled by the external PI controller loop, while the Id and Iq currents are
managed by the inner loop. The (a, b, and c) reference voltage frames are obtained by
converting the Vdn and Vqn outputs of the cascaded control. A triangular wave carrier with
a frequency of 1980 Hz is compared to these voltages to establish the inverter firing signal
for the IGBT switches. Figure 2 illustrates the cascaded vector control method for both
network-connected and autonomous modes.
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Here, Id and Iq represent the direct and quadrature axis components of the inverter
current, Vd and Vq represent the terminal voltage d and q axis components, Vdref and Vqref
represent the direct and quadrature axis components of the reference voltage, and Vdn
and Vqn are the d and q axis constituents of the actual converter output produced by the
cascaded control.

4. Modeling Stage

In this paper, the authors use the central composite response surface methodology
(CCRSM) to model the PI and PIA controllers. The CCRSM method is a statistical tool that
can be utilized for analyzing and modeling power systems [41,42]. It involves modeling
the relationship between response and design variables, using a fitting technique. In
this research, a PSCAD/EMTDC simulated system was employed to establish a CCRSM
model for each scenario. The minimum terminal voltage provides the CCRSM inputs. A
second-order response surface model can then be created using the CCRSM technique. The
MINITAB software package has been utilized to implement the CCRSM model [43,44].

4.1. Variables and Levels Selection

In this study, the design variables for PIA controllers (1) and (2) are chosen as (kpi),
(tii), (kai), (ai), and (bi), while for PI controllers (1) and (2), only the (kpi) and (tii) constants
are selected as the design variables. The design is categorized into three levels: level (1)
indicates the lowest value, level (2) indicates a mean value, and level (3) indicates the
highest value of the design variable. Tables 2 and 3 provide the variables’ magnitudes and
levels. These levels are obtained initially via trial and error by running the PSCAD model
and finding a suitable range where the system is stable for both the suggested controllers.

Table 2. The PI controller’s CCRSM design variables and levels.

DEG 1 DEG 2 DEG 3

Design Variable
Level (PI) kp11 ti11 kp12 ti12 kp21 ti21 kp22 ti22 kp31 ti31 kp32 ti32

Level 1 (−1) 0.5 0.04 0.5 0.04 0.5 0.04 0.5 0.04 0.5 0.04 0.5 0.04
Level 2 (0) 1 0.12 1 0.12 1 0.12 1 0.12 1 0.12 1 0.12
Level 3 (1) 1.5 0.2 1.5 0.2 1.5 0.2 1.5 0.2 1.5 0.2 1.5 0.2

Table 3. The PIA controller’s CCRSM design variables and levels.

Design Variable
Level (PIA)

Level 1
(−1) Level 2 (0) Level 3

(1)
Design Variable

Level (PIA)
Level 1

(−1) Level 2 (0) Level 3
(1)

kp11 5 4 3 kp22 5 4 3
ti11 0.2 0.1 0 ti22 0.2 0.1 0
ka11 5 3.5 2 ka22 5 3.5 2
a11 1300 1250 1200 a22 1300 1250 1200
b11 300 250 200 b22 300 250 200
kp12 5 4 3 kp31 5 4 3
ti12 0.2 0.1 0 ti31 0.2 0.1 0
ka12 5 3.5 2 ka31 5 3.5 2
a12 1300 1250 1200 a31 1300 1250 1200
b12 300 250 200 b31 300 250 200
kp21 5 4 3 kp32 5 4 3
ti21 0.2 0.1 0 ti32 0.2 0.1 0
ka21 5 3.5 2 ka32 5 3.5 2
a21 1300 1250 1200 a32 1300 1250 1200
b21 300 250 200 b32 300 250 200
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4.2. PSCAD/EMTDC Program Calculation

The computations in the PSCAD application are then run for each simulation.
Tables 4 and 5 list the minimum terminal voltage Vt values for the microgrid when the PI
and PIA controllers are subject to a ‘three lines to ground’ fault, respectively. This scenario
is chosen for use in the system design because it is a worst-case scenario that may occur in
the power system; thus, the outcomes can be used for other scenarios.

Table 4. The DEGs’ minimum terminal voltage in the case of a three-lines to ground fault occurrence
(PI controller).

kp1 ti1 kp2 ti2 Vt1-lllg V t2-lllg Vt3-lllg

1 0.12 1 0.2 0.098 0.1133 0.128
1.5 0.04 1.5 0.2 0.097 0.11324 0.128
0.5 0.2 0.5 0.2 0.0668 0.083 0.66
0.5 0.04 1.5 0.04 0.074 0.08534 0.1014
1.5 0.04 0.5 0.04 0.0975 0.1128 0.128
1 0.12 1 0.12 0.9344 0.1133 0.1285
1 0.12 1.5 0.12 0.097 0.11245 0.12752
1 0.04 1 0.12 0.097 0.1132 0.128
1 0.12 1 0.04 0.0978 0.11322 0.1285

1.5 0.2 0.5 0.2 0.0975 0.11276 0.13
1 0.12 1 0.12 0.9344 0.1133 0.1285

0.5 0.2 1.5 0.2 0.07125 0.08 0.095
1.5 0.2 0.5 0.04 0.0974 0.1127 0.128
1 0.12 1 0.12 0.9344 0.1133 0.1285
1 0.12 0.5 0.12 0.098 0.1134 0.1287

0.5 0.04 0.5 0.2 0.069 0.0806 0.097
0.5 0.04 0.5 0.04 0.071 0.082 0.098
1 0.12 1 0.12 0.9344 0.1133 0.1285

0.5 0.2 1.5 0.04 0.071 0.082 0.095
1 0.12 1 0.12 0.9344 0.1133 0.1285

0.5 0.12 1 0.12 0.07 0.082 0.0966
1.5 0.04 0.5 0.2 0.0975 0.112 0.128
1.5 0.12 1 0.12 0.097 0.1122 0.127
1 0.12 1 0.12 0.9344 0.1133 0.1285

0.5 0.2 0.5 0.04 0.07 0.0785 0.093
1 0.12 1 0.12 0.9344 0.1133 0.1285

0.5 0.04 1.5 0.2 0.073 0.0852 0.101
1.5 0.04 1.5 0.04 0.0975 0.112 0.13
1 0.2 1 0.12 0.0984 0.113 0.128

1.5 0.2 1.5 0.04 0.098 0.1134 0.128
1.5 0.2 1.5 0.2 0.09 0.12 0.146

Table 5. The DEGs’ minimum terminal voltage in case of ‘three lines to ground’ fault occurrence
(PIA controller).

kp1 ti1 ka1 a1 b1 kp2 ti2 ka2 a2 b2 Vt1-lllg Vt2-lllg Vt3-lllg

4 0.101 5 1200 200 4 0.101 3.5 1250 200 0.004424 0.05717 0.07
5 0.101 3.5 1250 250 4 0.101 2 1200 300 0.04399 0.568 0.06982
4 0.002 2 1250 250 4 0.2 5 1250 250 0.045025 0.0604 0.06397
4 0.2 3.5 1300 250 5 0.101 3.5 1300 250 0.449 0.5798 0.6708
4 0.101 5 1300 300 4 0.101 3.5 1250 200 0.0443 0.05714 0.07
3 0.101 3.5 1250 250 4 0.101 5 1200 300 0.0439 0.0568 0.0696
4 0.002 2 1250 250 4 0.002 2 1250 250 0.05284 0.06842 0.0839
4 0.2 3.5 1200 250 3 0.101 3.5 1300 250 0.0443 0.0569 0.0697
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Table 5. Cont.

kp1 ti1 ka1 a1 b1 kp2 ti2 ka2 a2 b2 Vt1-lllg Vt2-lllg Vt3-lllg

4 0.101 3.5 1300 200 3 0.101 5 1250 250 0.04406 0.0567 0.0696
3 0.101 3.5 1300 250 4 0.2 2 1250 250 0.047 0.0604 0.0745
4 0.002 5 1250 250 4 0.002 5 1250 250 0.05284 0.06866 0.08384
4 0.101 2 1250 300 4 0.002 3.5 1200 250 0.0525 0.06824 0.0834
4 0.101 5 1200 300 4 0.101 3.5 1250 300 0.044322 0.057131 0.07
4 0.2 3.5 1200 250 5 0.101 3.5 1200 250 0.04487 0.058 0.0709
5 0.101 2 1250 250 5 0.101 3.5 1300 250 0.0454 0.05874 0.07138
3 0.101 3.5 1250 250 4 0.101 2 1300 300 0.043926 0.056764 0.0696
4 0.101 2 1200 300 4 0.101 3.5 1250 200 0.044382 0.0572 0.07
4 0.2 3.5 1300 250 3 0.101 3.5 1200 250 0.443 0.056936 0.06978
4 0.002 5 1250 250 4 0.2 2 1250 250 0.045 0.0604 0.069687
5 0.101 3.5 1250 250 4 0.101 5 1300 300 0.043986 0.05809 0.069762
3 0.002 3.5 1250 200 4 0.101 3.5 1250 200 0.044584 0.057453 0.07019
3 0.2 3.5 1250 200 4 0.101 3.5 1250 300 0.044417 0.057232 0.070062
4 0.101 3.5 1300 300 5 0.101 5 1250 250 0.044727 0.057849 0.07086
5 0.101 3.5 1300 250 4 0.002 2 1250 250 0.053026 0.06857 0.084176
3 0.101 2 1250 250 3 0.101 3.5 1300 250 0.043713 0.05638 0.069116
4 0.101 2 1250 200 4 0.2 3.5 1200 250 0.046465 0.059818 0.07325
4 0.2 3.5 1250 250 3 0.2 3.5 1250 200 0.0457 0.058757 0.072287
4 0.002 3.5 1250 250 3 0.2 3.5 1250 300 0.04717 0.060933 0.07714
3 0.101 5 1250 250 5 0.101 3.5 1300 250 0.04518 0.058315 0.071161
5 0.2 5 1300 300 5 0.2 5 1300 300 0.4792 0.485 0.4909
3 0.002 2 1200 200 3 0.002 2 1200 200 0.55147 0.556 0.5642

4.3. Central Composite Response Surface Empirical Target Determination

At this stage, the system is modeled on the MINITAB package to obtain a second-order
polynomial function in the case of system exposure to three phases with a ground fault; the
objective function is the maximization of the minimum terminal voltages. Equations (8) and (9)
represent the polynomial functions obtained from the CCRSM model for the PI and PIA controllers,
respectively [14]:

Vti = c1 + c2kp1 + c3ti1 + c4kp2 + c5ki2 + c6k2
p1 + c7t2

i1 + c8k2
p2

+ c9t2
i2 + c10kp1ti1 + c11kp1kp2 + c12kp1ti2 + c13kp2ti1 + c14ti1ti2

+ c15kp2ti2

(3)

Vti = c1 + c2kpi1 + c3ti1 + c4kai1 + c5ai1 + c6bi1 + c7kpi2
+ c8ti2+c9kai2 + c10ai2 + c11bi2 + c12k2

pi1 + c13t2
i1 + c14k2

ai1
+ c15a2

i1 + c16b2
i1 + c17k2

pi2 + c18t2
i2 + c19k2

ai2 + c20a2
i2 + c21b2

i2
+ c22kpi1ti1 + c23kpi1kai1 + c24kpi1ai1 + c25kpi1kpi2
+ c26kpi1kai2 + c27kpi1ai2+c28kpi1bi2 + c29ti1kai1 + c30ti1ai1
+ c31ti1kpi2

(4)

where i = 1, 2, 3 and c1, c2 . . . , c11 represent the polynomial function equation constants
extracted from the CCRSM for each controller, as shown in Tables 6 and 7.

Table 6. The second-order polynomial function coefficients in the studied scenario for the PI controller.

Constants DEG1 DEG2 DEG3

c1 0.905 0.02117 0.085
c2 1.27 0.15478 0.015
c3 2.99 −0.0348 1.09
c4 1.13 0.00132 −0.141
c5 2.99 −0.0215 1.12
c6 −0.619 −0.06329 0.024
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Table 6. Cont.

Constants DEG1 DEG2 DEG3

c7 14.6 0.018 1.06
c8 −0.563 1 × 10−5 0.041
c9 −14.6 0.035 1.09
c10 0.001 0.02355 −0.673
c11 −0.005 −2 × 10−5 0.1434
c12 −0.001 0.00783 −0.698
c13 −0.001 8 × 10−5 −0.71
c14 −0.05 0.0668 3.84
c15 −0.01 0.00426 −0.705

Table 7. The second-order polynomial function coefficients in the studied scenario for the PIA controller.

Constant DEG1 DEG2 DEG3

c1 159.9 264 170.5
c2 −1.889 2.357 −3.785
c3 −45.42 −26.55 −33.95
c4 0.138 1.323 1.115
c5 −0.1373 −0.151 −0.1018
c6 0.004150 −0.01289 0.002202
c7 0.1348 −0.7729 0.2179
c8 −0.5257 4.521 −3.511
c9 −0.07814 −0.1635 −0.07251
c10 −0.1071 −0.2619 −0.1519
c11 −0.01333 −0.07532 −0.04382
c12 0.04909 −0.2753 0.324
c13 10.15 6.597 −1.027
c14 0.008846 −0.02901 −0.0358
c15 0.000051 0.000058 0.000034
c16 0.00008 0.000026 0.000005
c17 −0.01030 0.1297 −0.1527
c18 2.407 22.18 16.95
c19 0.01168 0.1216 0.06735
c20 0.000043 0.00011 0.000062
c21 0.000015 0.000083 0.000035
c22 −0.3417 −2.934 −1.791
c23 −0.04992 −0.2799 −0.2159
c24 0.001460 0.000674 0.003491
c25 0.05449 0.4195 0.3234
c26 −0.000901 −0.1720 −0.09998
c27 −1 × 10−8 −0.002551 0.000029
c28 0.001506 0.008395 0.006566
c29 −0.1405 0.000444 −0.03273
c30 0.03634 0.02639 0.02961
c31 0.004169 1.319 1.48

5. Optimizing Stage
5.1. Driving Training-Based Optimization (DTBO)

Driving training-based optimization (DTBO) represents a new metaheuristic algorithm
that is based on imitating human actions when learning to drive [45–51]. Finding the
optimum solution comprises three update phases based on exploration and exploitation.
The first update phase of the DTBO algorithm is based on the trainee driver’s selection
of the driving instructor and subsequent training in driving under the chosen teacher
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(exploration). The equation for updating the position of the candidate solution is calculated
using Equation (3):

XP1,i =

{
xp1,i + c·

(
di − C1·xp1,i

)
Od,i < OP1,i

xp1,i + c·
(
xp1,i − di

)
Otherwise

(5)

where XP1,i is the new position for the ith candidate solution for the first phase, xp1,i is the
previous position for the ith candidate solution for the first phase, di is the ith dimension of the
driving instructor’s matrix, Od,i is the objective function value of the driving matrix for phase
1, OP1,i is the objective function value of the previous position for phase 1, C1 is a number
randomly selected from the set of [1,2], and c is a random number in the interval [0, 1].

In the second phase, the trainee driver imitates the instructor, trying to mimic all
the instructor’s actions and driving techniques. The members of the DTBO algorithm are
moved to a different position inside the search space, enhancing the DTBO’s exploratory
power. The position-updating equations for phase 2 are given in Equations (4)–(6):

Pt = 0.01 + 0.9(1 − it
Mt

) (6)

XP2,i = Pt·xp2,i + (1 − Pt)·di (7)

Xi =

{
XP2,i, Od,i < OP2,i
xp2,i, Otherwise (8)

where XP2,i is the new position for the ith candidate solution for the second phase, xp2,i is
the previous position for the ith candidate solution for the second phase, Pt is the patterning
index, it is the current iteration, Mt is the maximum number of iterations, Od,i is the objective
function value of the driving matrix for phase 2, and OP2,i is the objective function value of
the previous position for phase 2.

Finally, the third stage relies on each student driver’s personal practice in order to
strengthen and improve their driving abilities. In this phase, each student driver aims to
grow even closer to his or her best level of abilities (exploitation). Equation (9) provides the
position update for phase 3, while the flow chart for DTBO is given in Figure 3:

XP3,i = xp3,i + (1 − 2C2)·C3·
(

1 − it
Mt

)
·xp3,i (9)

where XP3,i is the new position of the ith candidate solution for the third phase, xp3,i is the
previous position of the ith candidate solution for the third phase, C2 is the random real
number in the interval [0, 1], and C3 is the constant, set to 0.05.

5.2. HDTPS

It is important to note that every optimization method has its own limitations and
strengths. No single optimization algorithm can effectively solve all optimization problems.
As a result, recent research has trended toward using hybrid optimization approaches, for
a more precise and dependable solution. PSO is one of the most widely used algorithms in
hybrid optimization, which is why this paper proposes a hybrid approach combining the
PSO and DTBO algorithms. First, PSO is utilized to determine the appropriate range when
searching for optimal control gains. Then, the DTBO is used to identify more precise values
within the range found by PSO, leading to an improved voltage profile for the microgrid.

In this paper, the optimization process is carried out using the HDTPS technique. The
optimized gains for both controllers are obtained in the case of a ‘three lines to ground’
fault. The gains for the mentioned scenario are taken as gains in the case where running
the other scenarios as the ‘three lines to ground’ fault is the worst fault that could occur
in the power system. The optimization is carried out again, using PSO for validation of
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the results obtained from the HDTPS optimization technique. The maximum number of
iterations, as well as the population size, is set to 100. These settings are fixed for both the
PSO and hybrid simulations. The optimized PI and PIA controllers’ constants that were
obtained via the two optimization techniques are listed in Table 8.
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Table 8. The optimized gain values for both controllers.

PIA Controller PI Controller

Optimized Gains Using
HDTPS Optimized Gains Using PSO Optimized Gains Using

HDTPS Optimized Gains Using PSO

kp11 = 4.6382 kp11 = 3.41862
kp11 = 1.5612 kp11 = 1.4673ti11 = 0.13994 ti11 = 0.19731334

ka11 = 4.3485 ka11 = 2.2254873
a11 = 1223.49 a11 = 1376.7431

ti11 = 0.22646 ti11 = 0.1985b11 = 292.3687 b11 = 339.77794
kp12 = 3.14 kp12 = 4.6312007
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Table 8. Cont.

PIA Controller PI Controller

Optimized Gains Using
HDTPS Optimized Gains Using PSO Optimized Gains Using

HDTPS Optimized Gains Using PSO

ti12 = 0.1130817 ti12 = 0.19295647 kp12 = 0.64132 kp12 = 0.6135
ka12 = 2.11283 ka12 = 2.6077231
a12 = 1244.535 a12 = 1307.3856 ti12 = 0.13742 ti12 = 0.1537
b12 = 246.9423 b12 = 259.24443
kp21 = 3.859339 kp21 = 3.4101114

kp21 = 0.42163 kp21 = 0.5039ti21 = 0.18897325 ti21 = 0.057683216
ka21 = 2.1731026 ka21 = 2.4704053
a21 = 1297.5596 a21 = 1342.5901

ti21= 0.060711 ti21 = 0.0716b21 = 290.04226 b21 = 258.99485
kp22 = 4.4601331 kp22 = 3.5387
ti22 = 0.16837334 ti22 = 0.059242033 kp22 = 0.82882 kp22 = 0.8051
ka22 = 3.2468467 ka22 = 2.6917
a22 = 1259.8421 a22 = 1358.8685 ti22 = 0.069886 ti22 = 0.0711
b22 = 246.1586 b22 = 235.72769

kp31 = 3.6314382 kp31 = 4.1937448
kp31 = 0.4648 kp31 = 0.5548ti31 = 0.04777053 ti31 = 0.15264061

ka31 = 2.4095915 ka31 = 3.5112517
a31 = 1194.0056 a31 = 1107.0271

ti31 = 0.035788 ti31 = 0.0442b31 = 221.69729 b31 = 180.10337
kp32 = 3.7879111 kp32 = 4.0073627

ti32 = 0.05891 ti32 = 0.1091544 kp32 = 1.5369 kp32 = 1.3686
ka32 = 2.4789045 ka32 = 3.4360098
a32 = 1289.379 a32 = 1282.3392 ti32 = 0.091197 ti32 = 0.1125

b32 = 207.19588 b32 = 267.846

6. Simulation Results

The model was simulated using the PSCAD/EMTDC package. At t = 2 s, the grid
switched to an autonomous mode; at t = 5 s, the system was subjected to either symmetrical
or unsymmetrical faults or load variation. The symmetrical and unsymmetrical faults were
sustained for 0.09 s before clearance. Load variability was caused by inserting a shunt
resistor, after which the load reached 152 Ω.

6.1. Controller Performance Comparison Using HDTPS and PSO

A comparison was made between the PI and PIA controllers by subjecting the system
to various suggested scenarios: system transformation from the grid mode to the island
mode, subjecting the system to different symmetrical and unsymmetrical faults, and load
variability. Figure 4 illustrates the output terminal voltages for the PI and PIA controllers,
optimized by using a hybrid technique for the DEG1.

Clearly, the PIA controller outperformed the PI controller, as demonstrated by the
significantly improved voltage profile of the microgrid. The optimized PIA controller
produced superior results compared to the optimized PI controller, particularly in the case
of a three-line fault, where it exhibited a smaller undershoot and overshoot. Moreover, the
PI controller sustained a longer transient period compared to the PIA. Overall, the PIA
controller improved the settling time, maximum overshoot, and minimum undershoot,
resulting in a better microgrid voltage profile. The same results were obtained for the other
two DEGs.

As an example, in the case of system transformation from the grid mode to the islanded
mode, the maximum percentage overshoot decreased by around 90% when using the PIA
controller. With the ‘single line to ground fault’ occurrence, the maximum percentage
overshoot decreased by around 90%. As can be seen in the other fault scenarios, another
undershoot occurred when using the PI controller, and the transient period was sustained
for longer periods.
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for various scenarios: (a) System transformation from the grid mode to the autonomous mode. (b) ‘Line
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to ground’ fault occurrence. (e) Double line fault occurrence. (f) Load variation scenario.

The simulations were carried out again for the purposes of comparing both controllers
by optimizing their constants using only PSO, to validate the previous results from the
hybrid methodology. The primary benefits of the PSO algorithm can be summed up as
follows: easy implementation, robustness regarding control parameters, and computa-
tional efficiency in comparison to both mathematical algorithms and other metaheuristic
optimization methods. The simulation results are shown in Figure 5 for all the suggested
scenarios for DEG1.

Using the PSO technique, the optimized PIA controller showed a better voltage profile
than that obtained from the optimized PI controller for the three DEGs. This means that
the same results were obtained from both the hybrid and PSO methodologies, as is obvious
from Figure 5. The same outcomes also occurred for DEG 2 and DEG 3.

As an example, in the case of a system transformation from grid mode to island mode,
the maximum percentage overshoot decreased by around 90% when using the PIA controller.
In the case of the ‘single line to ground’ fault occurrence, the minimum percentage overshoot
decreased by about 80%, whereas the maximum percentage overshoot decreased by around
90%. As can be seen in the other fault cases, another undershoot occurred when using the PI
controller, and the transient period was sustained for longer periods.

The improved voltage profile of the microgrid in all the studied scenarios shows that
optimization using PSO, in the case of both controllers, was proven to offer better performance
in terms of the PIA controller. As an example, when dealing with three-line faults using the
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optimized PIA controller, it provides a lower undershoot and overshoot, a shorter transient
period, and a shorter settling time, compared to the optimized PI controller.
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6.2. Optimization Technique Comparison (HDTPS and PSO)

In this section, a comparison is made between the two optimization techniques of
HDTPS and PSO, as applied to the PIA controller to study the effectiveness of both tech-
niques on controller operation in various scenarios. The results for the three DEGs are
shown in Figure 6.

It is obvious from Figure 6 that the HDTPS technique improves the PIA controller’s
operation. The optimized PIA controller, which used the HDTPS, significantly improved
the voltage profile of the microgrid compared to when optimized using the PSO only. As
an example, in the case of the system transformation from grid mode to island mode, the
maximum percentage overshoot decreased by around 90% when using the HDTPS tech-
nique. In the case of the ‘single line to ground’ fault occurrence, the minimum percentage
overshoot decreased by about 80%.

When the previously suggested scenarios were applied to the microgrid, the PIA con-
troller optimized using HDTPS demonstrated a smaller undershoot and overshoot. Moreover,
the transient period was sustained for a shorter time than in the other optimized technique.
Overall, the HDTPS improved the voltage profile greatly in all the studied scenarios.
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7. Discussion

After comparing the simulation results obtained from the PSCAD/EMTDC program,
it was obvious that the PIA controller performed better than the PI controller in terms of
the microgrid’s voltage profile, as shown by the results. Specifically, the optimized PIA
controller outperformed the optimized PI controller, especially during a three-line fault,
where it exhibited a smaller undershoot and overshoot. Additionally, the PIA controller
has a shorter transient period compared to the PI controller. Overall, the PIA controller
produces a better microgrid voltage profile by improving the settling time, maximum
overshoot, and minimum undershoot.

To confirm the previous results that were obtained using the hybrid methodology,
simulations were conducted again for both controllers by optimizing their constants, while
using only the PSO algorithm. The PSO algorithm has several advantages, including its
ease of implementation, robustness to control parameters, and computational efficiency
compared to mathematical algorithms and other metaheuristic optimization methods.
The results showed that the PIA controller that was optimized using the PSO technique
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produced a better voltage profile than the optimized PI controller. This indicates that the
same results were obtained from both the hybrid and PSO methodologies.

Finally, on comparing the HDTPS and PSO methodologies in terms of PIA performance,
HDTPS showed a better result than PSO in terms of enhancing the microgrid’s performance.

8. Conclusions

This article presents a new methodology to improve the performance of inverter-
based distributed energy generation (DEG) systems and the microgrid’s voltage profile and
stability by combining two optimization techniques, namely, the hybrid driving training-
based and particle swarm optimization (HDTPS) approaches. In this approach, a vector-
cascaded control scheme inverter was the utilized methodology. The hybrid DBTO and
PSO algorithms were employed to optimize the parameters of the proportional–integral–
adaptive (PIA) and the proportional–integral (PI) controllers. The optimization objective
function was defined using a central composite response surface methodology (CCRSM).
The efficiency of the suggested control method was evaluated using simulations conducted
in the PSCAD/EMTDC environment. The simulation scenario involves a transformation
of the system from a network-connected to an autonomous mode, and the microgrid is
subjected to various fault conditions, including symmetrical and unsymmetrical faults
and load variations. The results demonstrate the superior performance of the optimized
PIA controller compared to the optimized PI controller, in terms of microgrid voltage
profile enhancement. Moreover, the optimization was carried out again using only the PSO
for validation of the outcomes of the HDTPS model, and the same results were obtained.
Finally, a comparison was made between the two optimization techniques (the HDTPS and
the PSO); the results show a better impact from using the HDTPS algorithm for optimizing
the controller.
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27. Litwin, M.; Zieliński, D.; Styński, S. Remote synchronization of the microgrid to the utility grid without access to point of common
coupling in the presence of disturbances. IEEE Access 2022, 10, 27819–27831. [CrossRef]

28. Kaur, A.; Kaushal, J.; Basak, P. A review on microgrid central controller. Renew. Sustain. Energy Rev. 2016, 55, 338–345. [CrossRef]
29. Arefi, A.; Shahnia, F. Tertiary controller-based optimal voltage and frequency management technique for multi-microgrid systems

of large remote towns. IEEE Trans. Smart Grid 2018, 9, 5962–5974. [CrossRef]
30. Shahnia, F.; Arefi, A. Defining the suitable adjacent microgrids to form a temporary system of coupled microgrids. In Proceedings

of the IEEE Region 10 Conference, Singapore, 22–26 November 2016; pp. 1216–1219.
31. Wu, P.; Huang, W.; Tai, N.; Liang, S. A novel design of architecture and control for multiple microgrids with hybrid AC/DC

connection. Appl. Energy 2018, 210, 1002–1016. [CrossRef]
32. Zhang, H.; Zhou, J.; Sun, Q.; Guerrero, J.M.; Ma, D. Data-driven control for interlinked AC/DC microgrids via model-free

adaptive control and dual-droop control. IEEE Trans. Smart Grid 2017, 8, 557–571. [CrossRef]
33. Nabatirad, M.; Razzaghi, R.; Bahrani, B. Autonomous power balance in hybrid AC/DC microgrids. Int. J. Electr. Power Energy

Syst. 2023, 146, 108752. [CrossRef]
34. Yu, H.; Niu, S.; Shao, Z.; Jian, L. A scalable and reconfigurable hybrid AC/DC microgrid clustering architecture with decentralized

control for coordinated operation. Int. J. Electr. Power Energy Syst. 2022, 135, 107476. [CrossRef]

https://doi.org/10.1115/1.4053748
https://doi.org/10.1016/j.egyai.2022.100147
https://doi.org/10.1016/j.asej.2022.102047
https://doi.org/10.1002/cta.3319
https://doi.org/10.1016/j.isatra.2021.03.017
https://www.ncbi.nlm.nih.gov/pubmed/33781549
https://doi.org/10.15866/irecon.v7i3.17327
https://doi.org/10.48084/etasr.5364
https://doi.org/10.1016/j.heliyon.2022.e11770
https://doi.org/10.1049/iet-pel.2020.0225
https://doi.org/10.1049/iet-pel.2019.0705
https://doi.org/10.1049/rpg2.12074
https://doi.org/10.1016/j.micpro.2023.104797
https://doi.org/10.1016/j.matpr.2022.11.082
https://doi.org/10.1002/int.22274
https://doi.org/10.1016/j.epsr.2022.108028
https://doi.org/10.1016/j.aej.2021.07.012
https://doi.org/10.1109/ACCESS.2022.3157310
https://doi.org/10.1016/j.rser.2015.10.141
https://doi.org/10.1109/TSG.2017.2700054
https://doi.org/10.1016/j.apenergy.2017.07.023
https://doi.org/10.1109/TSG.2015.2500269
https://doi.org/10.1016/j.ijepes.2022.108752
https://doi.org/10.1016/j.ijepes.2021.107476


Energies 2023, 16, 4355 18 of 18

35. Aryani, D.R.; Adi, F.S.; Kim, J.S.; Song, H. An improved model-based interlink converter control design in hybrid AC/DC
microgrids. Energy Rep. 2022, 8, 520–531. [CrossRef]

36. Li, S.; Li, Y.; Li, T. An autonomous flexible power management for hybrid AC/DC microgrid with multiple subgrids under the
asymmetric AC side faults. Int. J. Electr. Power Energy Syst. 2022, 142, 107985. [CrossRef]

37. Jithin, S.; Rajeev, T. Novel adaptive power management strategy for hybrid AC/DC microgrids with hybrid energy storage
systems. J. Power Electron. 2022, 10, 1–3.

38. Kamal, F.; Chowdhury, B. Model predictive control and optimization of networked microgrids. Int. J. Electr. Power Energy Syst.
2022, 138, 107804. [CrossRef]

39. Manitoba HVDC Research Center. PSCAD/EMTDC Manual; HVDC Research Center: Winnipeg, MB, Canada, 2018.
40. Milanesi, M.; Mirandola, E.; Visioli, A. A comparison between PID and PIDA controllers. In Proceedings of the IEEE 27th

International Conference on Emerging Technologies and Factory Automation (ETFA), Stuttgart, Germany, 6–9 September 2022;
pp. 1–6. [CrossRef]

41. López-Meraz, R.A.; Hernández-Callejo, L.; Boza, L.O.; Ramos, J.A.; Hernández, J.J.; Gómez, V.A. Electric power management
in a microgrid analyzing photovoltaic arrays and a turbine-generator system. Rev. Fac. Ing. Univ. Antioq. 2022, 104, 129–139.
[CrossRef]

42. Mansouri, S.; Zishan, F.; Montoya, O.D.; Azimizadeh, M.; Giral-Ramírez, D.A. Using an intelligent method for microgrid
generation and operation planning while considering load uncertainty. Results Eng. 2023, 17, 100978. [CrossRef]

43. Hussien, A.M.; Turky, R.A.; Alkuhayli, A.; Hasanien, H.M.; Tostado-Véliz, M.; Jurado, F.; Bansal, R.C. Coot bird algorithms-based
tuning PI controller for optimal microgrid autonomous operation. IEEE Access 2022, 10, 6442–6458. [CrossRef]

44. Hussien, A.M.; Kim, J.; Alkuhayli, A.; Alharbi, M.; Hasanien, H.M.; Tostado-Véliz, M.; Turky, R.A.; Jurado, F. Adaptive PI Control
Strategy for Optimal Microgrid Autonomous Operation. Sustainability 2022, 14, 14928. [CrossRef]

45. Dehghani, M.; Trojovská, E.; Trojovský, P. A new human-based metaheuristic algorithm for solving optimization problems on the
base of simulation of driving training process. Sci. Rep. 2022, 12, 9924. [CrossRef]

46. Feng, L.; Sun, X.; Tian, X.; Diao, K. Direct torque control with variable flux for an SRM based on hybrid optimization algorithm.
IEEE Trans. Power Electron. 2022, 37, 6688–6697. [CrossRef]

47. Khajehzadeh, M.; Keawsawasvong, S.; Sarir, P.; Khailany, D.K. Seismic analysis of earth slope using a novel sequential hybrid
optimization algorithm. Period. Polytech. Civ. Eng. 2022, 66, 355–366.

48. Kim, H.; Lee, T.H. Design-target-based optimization using input variable selection and penalty-Lagrange multiplier for high-
dimensional design problems. Struct. Multidiscip. Optim. 2022, 65, 258. [CrossRef]

49. Dey, B.; Raj, S.; Mahapatra, S.; Márquez, F.P. Optimal scheduling of distributed energy resources in microgrid systems based on
electricity market pricing strategies by a novel hybrid optimization technique. Int. J. Electr. Power Energy Syst. 2022, 134, 107419.
[CrossRef]

50. Bakry, O.M.; Alhabeeb, A.; Ahmed, M.; Alkhalaf, S.; Senjyu, T.; Mandal, P.; Dardeer, M. Improvement of distribution networks
performance using renewable energy sources-based hybrid optimization techniques. Ain Shams Eng. J. 2022, 13, 101786. [CrossRef]

51. Shaheen, M.A.; Hasanien, H.M.; Alkuhayli, A. A novel hybrid GWO-PSO optimization technique for optimal reactive power
dispatch problem solution. Ain Shams Eng. J. 2021, 12, 621–630. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1016/j.egyr.2022.10.146
https://doi.org/10.1016/j.ijepes.2022.107985
https://doi.org/10.1016/j.ijepes.2021.107804
https://doi.org/10.1109/ETFA52439.2022.9921724
https://doi.org/10.17533/udea.redin.20210951
https://doi.org/10.1016/j.rineng.2023.100978
https://doi.org/10.1109/ACCESS.2022.3142742
https://doi.org/10.3390/su142214928
https://doi.org/10.1038/s41598-022-14225-7
https://doi.org/10.1109/TPEL.2022.3145873
https://doi.org/10.1007/s00158-022-03356-0
https://doi.org/10.1016/j.ijepes.2021.107419
https://doi.org/10.1016/j.asej.2022.101786
https://doi.org/10.1016/j.asej.2020.07.011

	Introduction 
	System Modeling 
	Controllers and the Control Strategy 
	Proportional Integral Controller 
	The Proportional-Integral Accelerator Controller 
	The Control Strategy 

	Modeling Stage 
	Variables and Levels Selection 
	PSCAD/EMTDC Program Calculation 
	Central Composite Response Surface Empirical Target Determination 

	Optimizing Stage 
	Driving Training-Based Optimization (DTBO) 
	HDTPS 

	Simulation Results 
	Controller Performance Comparison Using HDTPS and PSO 
	Optimization Technique Comparison (HDTPS and PSO) 

	Discussion 
	Conclusions 
	References

