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Abstract: Recent trends in hydrogen production include using renewable energy sources, e.g., biogas
as feedstocks for steam reforming. Crucial to the field is minimizing existing reforming reactors for
their applications to fuel cell systems. Here, we present a novel design of a steam reforming reactor
for an efficient biogas conversion to hydrogen. The design includes a radial division of the catalytic
insert into individual segments and substituting parts of the catalytic material with metallic foam.
The segment configuration is optimized using a genetic algorithm to maximize the efficiency of the
reactor. Changes in the catalytic insert design influence the thermal conditions inside the reactor,
leading to moderation of the reaction rate. This article presents a promising approach to producing
hydrogen from renewable sources via steam reforming. A significant enhancement in the reforming
process effectiveness is achieved with a notable decrease in the amount of the catalyst used. The
final results demonstrate the capability for acquiring a similar level of biogas conversion with a 41%
reduction of the catalytic material applied.

Keywords: biogas reforming; green hydrogen; genetic algorithms; design optimization

1. Introduction

In recent years, the application of biogas as a sustainable fuel source has gained sig-
nificant attention. The rising awareness of modern societies and legislation forced the
energy industry to start seeking alternative energy sources to fossil fuels [1,2]. Biogas is pro-
duced through the breakdown of organic matter and can be considered renewable [3], thus
meeting the requirements of the environmentally friendly agenda and making biogas an ap-
pealing fuel source. The steam reforming of biogas is a particularly promising application,
as it is used for the conversion of hydrocarbons to produce hydrogen [4]. Hydrogen can be
used further as an emission-free energy source either through electrochemical conversion
or combustion [5,6]. The reforming reaction can be successfully conducted using a variety
of biofuels, allowing the reforming process to be considered a renewable source of green hy-
drogen [7,8]. The importance of biogas as a fuel for the process is crucial, as it is considered
to have less impact on the environment than the reforming of natural gas [9]. The reforming
process brings a series of issues regarding the thermal conditions occurring inside the reac-
tor, originating from its strong endothermic character [10]. The rapid temperature decay at
the upstream region of the reactor results in thermal stresses forming in the reactor, leading
to its uneven degradation and reduction of the unit’s lifetime [11]. Furthermore, the uneven
temperature distribution reduces the ease of process control. The presented research aims
to alleviate the negative consequences of the strong endothermic character of the process
via the introduction of the macro-patterning concept [12]. The majority of researchers have
focused on the parametric study and optimization of the reaction conditions, allowing
for limited improvements [13,14]. The investigation of process parameters is especially
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important when considering biogas as a fuel, due to its more complex composition, result-
ing in a higher risk of catalyst poisoning. However, different directions of the reforming
development include the application of new materials and design concepts including new
catalyst structures, the introduction of new kinds of catalyst supports, and modifications to
the design of the reactor [15–17]. Research by Palma et al. predicts the intensification of
the reforming process with the improvement of thermal conditions [18]. They proposed a
structured catalyst for the enhancement of the axial and radial temperature distribution.
The authors reported the overall process effectiveness to rise with the enhancement of the
thermal conditions in the reactor, further verified by other works [19,20]. The presented
research aims to alleviate the negative consequences of the strong endothermic character
of the process via the introduction of radial division of the catalytic insert. In parallel to
the research on the presented concept, a similar approach was successfully investigated by
Cherif et al. [21,22]. They introduced a radially structured catalytic insert, with alternately
placed platinum- and nickel-based catalysts for an ATR reforming reactor. The concept
originates from the approach proposed by Settar et al. [23]. They described the influence
of the application of the macro-patterned active surfaces with the introduction of metallic
foam matrices on the enhancement of thermal conditions during the reaction [24,25]. The
presented research extends the concept to fill the whole reactor’s volume with a catalytic
composite of nickel- and yttria-stabilized zirconia (Ni/YSZ), maximizing the reaction re-
gion in the reactor [26]. Further, the reforming unit is divided into segments in the radial
direction, instead of the previously investigated longitudinal division [12]. Non-catalytic
metallic foam is used as a substitute for parts of the catalyst to adjust the intensity of the
proceeding reaction, leading to the unification of the temperature field inside the reactor.
To define the optimal alignment of the catalyst, an evolutionary algorithm is coupled with
an in-house reforming simulation. By optimizing the configuration of the segments and
their morphological parameters using a genetic algorithm, the research aims to achieve
enhancement of the biogas reforming effectiveness [27]. The presented analysis includes:

• Application of the catalytic insert’s radial division for the reforming of biogas.
• Two individual approaches to the configuration of the segments.
• Analysis of the robustness of the results, via measuring the hydrogen productivity of

specimens defined by the specific algorithms.

2. Mathematical Model

The presented research is conducted using a mathematical model formulated for the
process of steam reforming of biogas. Model biogas is analyzed, to allow for the exclusion
of additional models incorporating the influence of fuel contamination. The reforming
process is carried out in a tubular, micro-scale reactor. The reactor is divided into segments
filled with either Ni/YSZ catalyst or metallic foam. Regardless of the material, segments
may differ in their porosity and average pore size. The purpose of the metallic foam
segments is to locally suppress the reaction, owing to their inferior catalytic activity [28].
Furthermore, metallic foams deliver significant heat exchange area, allowing the gas
mixture to reheat after taking part in the reforming reaction on the catalytic segments [29].
Therefore, improving the thermodynamic conditions and enhancing the reaction rate on
the successive catalytic segments. During the numerical analysis, two different approaches
to the catalytic insert division are investigated. Figure 1 presents the comparison of the
conventional reforming unit (Figure 1a) with macro-patterned reactors (Figure 1b,c). The
conventional reactor has a homogeneous and continuous catalyst throughout its whole
volume. The proposed reactors introduce radial division of the reactor and substitution of
its parts with metallic foam segments. The investigated reactors are divided into five coaxial
segments. The first of the analyzed strategies incorporate radial division with a constant
width of inlet surfaces of each cylinder (Figure 1b). The second strategy predicts the
application of identical area of the inlet surfaces for each of the coaxial cylinders (Figure 1c).
The computational domain is designed to maintain simple geometrical shapes, to reduce
the complexity of the domain [30]. Furthermore, due to the reactor’s cylindrical shape, the
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computational domain could be simplified into two dimensions. The axial symmetry is
assumed, allowing for an application of a quasi-three-dimensional model [31]. Therefore,
transport equations for two-dimensional analysis are applied in the mathematical model of
the reforming process.

Figure 1. The catalytic insert designs: (a) Reference reactor with homogeneous and continuous
catalytic insert, (b) Strategy I—catalytic insert divided in the radial direction (equal width of inlet
surface), (c) Strategy II—catalytic insert divided in the radial direction (equal area of inlet surface).

2.1. Chemical Reactions Model

The steam reforming reaction can be summarized by three reactions, dominating
the process [11,32]. The reactions are steam reforming of methane (MSR) (Equation (1)),
dry reforming of methane (DRY) (Equation (2)), and water–gas shift reaction (WGS)
(Equation (3)) [33]. The stoichiometric equations describing the catalytic conversion of
biogas are expressed as follows:

CH4 + H2O→ 3H2 + CO,

∆HMSR = 206.1
kJ

mol
, (1)

CH4 + CO2 
 2H2 + 2CO,

∆HDRY = 247
kJ

mol
, (2)

CO + H2O 
 H2 + CO2,

∆HWGS = −41.15
kJ

mol
. (3)

The presented numerical investigation assumes the application of model biogas as
fuel. A mixture of H2, CO2, and CH4 is fed to the reforming reactor [34]. The parameters
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describing the composition of the inlet gases are the steam-to-carbon ratio (SC) and carbon-
to-carbon ratio (CC). The SC parameter defines the ratio of steam to methane and the CC
defines the ratio of carbon dioxide to methane [35]. Choice of proper values of the SC and
CC is essential for the prevention of the carbon deposition phenomenon [36]. Improper
process conditions can lead to the formation of carbon deposits on the catalyst surface [37].
A proper setting of the ratios and the process’ temperature are proven to have the most
significant influence on the alleviation of the poisoning hazard [38]. The enthalpy changes
∆H are taken from the literature [12,39]. Knowledge of their rates is essential to allow the
inclusion of the reactions into the model. According to the research conducted by Brus
et al. [40], the effective rate of MSR and DRY reactions can be expressed with a common
equation:

Reff = ẇcat AMSR exp
(
− Ea

RT

)
pα

CH4

(
pH2O + pCO2

)β. (4)

The reaction rates of the MSR and DRY reactions take the following form:

RMSR = Reff
pH2O

pCO2 + pH2O
, (5)

RDRY = Reff
pCO2

pCO2 + pH2O
. (6)

The two reforming reactions have a rather slow nature [41]. However, the WGS
reaction behaves more unpredictably [42]. Therefore, the formulation of a reliable math-
ematical description of the reaction is not straightforward. Ahmed and Föger, noticed
the WGS reaction to maintain equilibrium under specific conditions [43]. The equilibrium
assumption is supported by a considerable number of analyses [44–46]. Numerical analyses
introducing the assumption allow for a precise estimation of the reforming process and
performed well when tested against experimental results [47–49]. Therefore, the analyzed
process conditions are designed to meet the requirements of the WGS reaction equilibrium
assumption, as the concept can be safely considered valid. Following the statements, CO,
CO2, H2 and H2O have to satisfy the equilibrium equation, described by the following
formula:

KWGS =
k+WGS
k−WGS

=
pCO2 pH2

pCO pH2O
= exp

(
−

∆G0
WGS

RT

)
. (7)

Knowledge of the equilibrium constant allows for the derivation of WGS reaction rate,
described with Equation (8):

RWGS = k+WGS pCO pH2O + k−WGS pH2 pCO2 . (8)

The values of partial pressures, included in the Equations (4)–(8), are derived from
an analysis of the reactions’ stoichiometry [50,51]. Balancing the reaction’s stoichiometry
allows computing the value of RWGS [40].

RWGS =
noutlet

CH4

V
=

ninlet
CH4
× xcr

V
ycr. (9)

The conversion rate of methane xcr and carbon monoxide ycr can be described as:

xcr = 1−
ninlet

CH4
− RMSRV

ninlet
CH4

, (10)

ycr =
KWGS + 3xcr−

√
χ−ω

2(KWGS − 1)
, (11)

where:
χ = (KWGSSC + 3xcr)2, (12)
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ω = 4KWGSxcr(KWGS − 1)(SC− xcr). (13)

The final formula for the WGS reaction’s rate can be achieved by combining
Equation (10) with Equation (9):

RWGS = RMSRycr. (14)

Table 1 describes the rates of production and consumption of chemical specimens
during the reactions (Equations (1)–(3)). The computed values are necessary for compu-
tation of the mass transfer Equation (Equation (19)), being its source terms. The heat
generation rates by the specific reactions are directly induced by the reactions’ rates
(Equations (5), (6) and (14)) and the values of enthalpy change ∆H [40,52]. The heat gener-
ation can be expressed with the following formulas:

QMSR = −∆HMSRRMSR, (15)

QDRY = −∆HDRYRDRY, (16)

QWGS = −∆HWGSRWGS. (17)

Table 1. Mass sources/sinks.

Species Mass Generation
MSR

Mass Generation
WGS

Mass Generation
DRY

Summarized
Generation

H2 3RMSRMH2 RWGSMH2 2RDRYMH2 3RMSRMH2
+ RWGSMH2
+ 2RDRYMH2

CO RMSRMCO −RWGSMCO 2RDRYMCO RMSRMCO
− RWGSMCO
+ 2RDRYMCO

CO2 0 RWGSMCO2 −RDRYMCO2 RWGSMCO2
−2RDRYMH2

CH4 −RMSRMCH4 0 −RDRYMH2 −RMSRMCH4
−RDRYMH2

H2O −RMSRMH2O −RWGSMH2O 0 −RMSRMH2O
−RWGSMH2O

2.2. Heat and Mass Transfer Model

The mathematical description of the heat and mass transfer phenomena is imple-
mented into the model. The assumption of the axial symmetry of the reactor allows for the
simplification of the domain into two dimensions. Thus, the sets of the model’s equations
are prepared considering the axis and radius as the only dimensions of the analyzed reac-
tor’s geometry. The volume-averaging method is used for the derivation of the governing
equations implemented in the model used for the presented numerical investigation [53].
The fundamental transport equations are derived for the laminar flow. The analyzed fluids
are considered to be Newtonian and incompressible. Thus, the continuity equation takes
the following form [54,55]:

∂(ρ0Ux)

∂x
+

1
r

∂(rρ0Ur)

∂r
= 0, (18)
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The continuity Equation (Equation (18)) is the only equation not to be affected by the
change of segment morphology. The mass conservation is described using molar fractions
of species taking part in the reaction (Equation (19)). The equation is formulated using
Fick’s law of diffusion [11]. The rates of mass production and consumption Sj depend
on the MSR, DRY, and WGS rates and molar masses of the species taking part in the
reaction [10,56]. Table 1 includes the exact description of the Sj values included in the
analysis.

ρ0

(
Ux

∂Yj

∂x
+ Ur

∂Yj

∂r

)
=

∂

∂x

(
ρ0Dj,eff

∂Yj

∂x

)
+

1
r

∂

∂r

(
rρ0Dj,eff

∂Yj

∂r

)
+ Sj.

(19)

The effective mass diffusivity of species Djeff is computed using the following formula
(Equation (20)) [57]:

Dj,eff = (1−
√

1− ε)Dj. (20)

The value of Djeff depends on the value of porosity ε, making the parameter structure-
dependant. The diffusion coefficients Dj are computed according to Fuller’s method and
Blanc’s law. The properties of substances are taken from the literature [58]. The momentum
conservation depends directly on the insert’s morphology. The materials composing the
insert are considered porous. Therefore, the material morphology has to be considered in
the calculations. The parameters are porosity ε, permeability Kp, and inertial coefficient
cine [27]. A separate momentum equation is formulated for each of the computational
domain dimensions (Equations (21) and (22)).

ρ0

ε2
0

(
Ux

∂Ux

∂x
+ Ur

∂Ux

∂r

)
= −∂P

∂x
+

µ

ε

[
∂2Ux

∂x2 +
1
r

∂

∂r

(
r

∂Ux

∂r

)]
− µ

Kp
Ux −

ρ0cine√
Kp

Ux

√
U2

x + U2
r ,

(21)

ρ0

ε2
0

(
Ux

∂Ur

∂x
+ Ur

∂Ur

∂r

)
= −∂P

∂r
+

µ

ε

[
∂2Ur

∂x2 +
1
r

∂

∂r

(
r

∂Ur

∂r

)
− Ur

r2

]
− µ

Kp
Ur −

ρ0cine√
Kp

Ur

√
U2

x + U2
r .

(22)

The value of permeability Kp for specific segments is computed with Equation (23),
including the segment’s porosity ε [59]:

Kp =
ε(1− (1− ε)1/3)

36((1− ε)1/3 − (1− ε))
d2

p, (23)

where dp stands for an average pore diameter. The inertial coefficient cine can be estimated
with [60]:

cine = 0.0095g−0.8
s

√
ε

3(τ − 1)
(1.18

√
(1− ε)

3π

1
gs
)−1, (24)

where tortousity τ and and shape function gs are expressed with following
equations [59,60]:

τ =
ε

1− (1− ε)1/3 , (25)

gs = 1− exp(−1− ε

0.04
). (26)
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The energy conservation Equation (Equation (27)) considers local thermal conditions,
the materials’ parameters, and the heat sources calculated using Equations (15)–(17).

ρ0Cp

(
Ux

∂Tloc
∂x

+ Ur
∂Tloc

∂r

)
=

∂

∂x

(
λeff

∂Tloc
∂x

)
+

1
r

∂

∂r

(
rλeff

∂Tloc
∂r

)
+ Qs. (27)

The introduction of metallic foams necessitates the application of a proper formula
for the effective thermal conductivity λeff [60]. The model chosen for calculating the
value of the λeff was proposed by Boomsma and Poulikakos and further corrected by
Dai et al. [61,62]. The outcome relation allows for the derivation of equations describing
the thermal conductivity of metallic foams. An adequate model taking the morphology of
metallic foams into consideration is included, based on the described literature review [28].

λeff =

√
2l

2(RA + RB + RC + RD)
, (28)

where RA–RD stand for the thermal resistances of the porous media cell Sections [12,62].

3. Numerical Model

To conduct numerical calculations using the prepared mathematical model, discretiza-
tion of the prepared computational domain is required. The numerical simulation is created
by the application of the Finite Volume Method [63]. A uniform computational grid with
evenly spaced nodes is formed, to assure a minimal complexity of the calculations [30].
The numerical grid is set to take square-shaped elements and its dimensions are equal to
150 elements in the longitudinal and 25 elements in the radial directions. Sufficiency of
the proposed grid dimensions is confirmed by previous research on the macro-patterned
reforming reactors [12].

3.1. Transport Equations

The partial differential Equations (18)–(27), can be described in a generalized
form [31,64]:

Ψx
∂φ

∂x
+ Ψr

∂φ

∂r
=

∂

∂x

(
Γ

∂φ

∂x

)
+

1
r

∂

∂r

(
rΓ

∂φ

∂r

)
+ S. (29)

Equation (29) is formulated in a manner allowing for the inclusion of any dependant
variable φ. The convective terms of the equation are described with the left-hand coefficients
of Equation (29), which can be selected accordingly to the specific analysis requirements.
The diffusive terms Γ and the source terms S are placed on the right side of the equation.
Table 2 describes the source terms S included in Equation (29) . The values presented in
Table 2 are applicable only for the segments filled incorporating catalytic material. The
source terms are neglected for the metallic foam segments, due to their inferior catalytic
activity. The reforming reactions are considered to be put to a halt when the gas mixture
passes through the non-catalytic region of the reactor [12].

Table 2. Coefficients and terms for substitution in Equation (29).

Equation φ Ψx Ψr Γ S

(19) Yj ρ0Ux ρ0Ur ρ0Dj,eff Sj

(21) Ux
ρ0

ε2
0

Ux
ρ0

ε2
0

Ur
µ

ε0
− ∂P

∂x
− µ

Kp
Ux −

ρ0cine√
Kp

Ux
√

U2
x + U2

r

(22) Ur
ρ0

ε2
0

Ur
ρ0

ε2
0

Ur
µ

ε0
− ∂P

∂r
− µ

Kp
Ur −

ρ0cine√
Kp

Ur
√

U2
x + U2

r −
µUr

ε0r2

(27) T ρ0CpUx ρ0CpUr λeff Qs
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3.2. Coaxial Segments Configuration

The segments created by the radial division of the catalytic insert take the form of
four concentric cylinders and a core in the center of the reactor. Each segment occupies the
whole length of the reactor. Strategy I predicts equal widths of the inlet and outlet surfaces,
while Strategy II introduces an equal area of inlet and outlet surfaces. The two possible
setups are summarized in Figure 2.

Figure 2. The coaxial segments configurations: (a) Strategy I—equal width of rings, (b) Strategy
II—equal inlet and outlet surface

The exact dimensions of the particular rings for Figure 2b are calculated using the
system of Equation (30), as follows:

2πr2
1 = 2

5 πR2

2π
(
r2

2 − r2
1
)
= 2

5 πR2

2π
(
r2

3 − r2
2
)
= 2

5 πR2

2π
(
r2

4 − r2
3
)
= 2

5 πR2

2π
(
r2

5 − r2
4
)
= 2

5 πR2

(30)

Solving the system of Equation (30) allows the acquiring of radiuses lengths for
Strategy II, summarized in Table 3.

Table 3. Rings’ dimensions.

Radius Equal Width (cm) Equal Surface (cm)

r1 1
√

5

r2 2
√

10

r3 3
√

15

r4 4 2
√

5

r5 5 5

3.3. Computational Domain and Boundary Conditions

Figure 3 presents the computational domain prepared for the needs of the research.
The exact boundaries of the domain are indicated with the red dashed line. The reactor’s
axial symmetry allows for the simplification of the calculations to two dimensions only.
Therefore, the analyzed region of the reactor constitutes a single slice of the reactor’s
cross-section and each segment is represented by a rectangular shape. Segments may differ
in their porosity value, average pore size, and catalytic character. The catalytic character
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decides if a specific segment has Ni/YSZ or metallic foam applied. The first material
is a catalytic composite of nickel- and yttria-stabilized zirconia (Ni/YSZ). The catalytic
material is chosen accordingly to the experimental analyses conducted previously [12,40].
The catalyst used in the experiment was supplied by AGC SEMI CHEMICAL CO in
2009. It underwent a treatment process at an elevated temperature of 800 °C, with a
gas mixture consisting of 150 mL/min nitrogen and 100 mL/min hydrogen, to facilitate
the reduction of NiO. The catalyst powder featured a spherical morphology, boasting
a diameter of 0.96 µm and a specific surface area of 4.4 m2 per 1 g of catalyst. Steel
foam is chosen as the second material, introduced for the improvement of heat transfer
inside the reactor. The metallic foam segments are introduced as a medium for local
containment of the reactions. Suppression of the reforming process, combined with the
vast heat exchange capabilities of steel foam, is expected to allow the gas mixture to acquire
additional energy before proceeding to the catalytic segment [65]. The model equations
require the definition of the thermal conductivity coefficients. λsolid for Ni/YSZ composite
is set at 22 W m−1 K−1 [66]. Steel foam is assumed to have the value of λsolid equal to
30 W m−1 K−1 [67]. The remaining parameters analyzed during the investigation describe
the reforming process conditions. The setting of SC and CC values is important, due to
their influence on the formation of carbon deposits [68]. Applying correct values of the
ratios alleviates the risk of poisoning the reactor’s catalyst [69]. SC ratio for the presented
analysis is equal to 2.0 and the CC value is set at 1.5, preventing carbon formation [33,38].
The model biogas is assumed as the feedstock for the process and is fed with a rate of
2.64 × 10−6 mol s−1. Therefore, inlet gas composition consists of methane and carbon
dioxide. The temperature of the fuel flowing inside the unit is considered to reach the
temperature of the reformer instantly. The symmetry boundary conditions are set at
the symmetry axis, while the no-slip boundary condition is applied at the wall of the
reformer. The reactor is placed in conditions resembling heating in a furnace. To simulate
the conditions, a constant heat flux is applied at the reactor’s wall. The reactor’s wall is
assumed to be 0.001 m thick and serves as the sole barrier between the computational
domain and the environment. The λsolid for the reactor’s wall is equal to 30 W m−1 K−1, as
the same material as for the metallic foam is chosen [67]. Figure 3 summarizes all of the
boundary conditions essential for the conduction of the numerical analysis.

Figure 3. The reactor’s geometry with computational domain and boundary conditions indicated.

4. Genetic Algorithm

The prepared simulation of the reforming process is further coupled with a genetic
algorithm (GA). The algorithm is set to search for a uniform temperature distribution inside
the reforming reactor. The improvement in thermal conditions is achieved by successive
modifications of the segments’ morphology. GA is a technique bearing its origins in the
natural selection process. It is based on the principles of survival of the fittest [70]. The
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algorithm creates successive populations of specimens representing reforming reactors with
various configurations of segments. The optimization procedure starts with the generation
of the initial population consisting of specimens with random segment parameters. The
reforming simulation is conducted for each of generated specimens and the quality of
numerical results is evaluated. The robustness of a specific reactor is calculated using
user-defined fitness functions [71]. The functions are defined depending on the nature of
the analyzed problem and are necessary for the operation of the algorithm. The aim of the
conducted optimization is to improve the temperature field distribution inside the reactor
while maintaining a reasonable methane conversion rate [27]. Therefore, the research is
considered a multi-objective optimization, as the fitness analysis is required to investigate
two separate factors [72]. GA predicts the recombination of best-performing reactors’
segments during the crossover procedure, to acquire even more robust configurations [73].
When the computation of the reforming process for a specific reactor is complete, its fitness
value is computed. During the crossover procedure, the algorithm randomly selects pairs
of specimens to serve as parents for the succeeding population. The fitness value represents
the probability of each specimen being selected for the recombination of parameters [28].
Genetic algorithms can be prone to finding local optimum, especially when dealing with
multi-modal search spaces. The algorithm introduces mutation as a prevention mechanism.
Furthermore, mutation allows for the introduction of parameters not acquirable during
the crossover procedure [74]. The algorithm determines if specific segments are either
catalytic or non-catalytic and adjusts their porosity and average pore size throughout the
optimization. The algorithm operation is repeated until convergence criteria are met. In
the case of the presented analysis, the algorithm is strictly limited to operating for thirty
successive generations. The aim of the optimization procedure is to reveal which of the
two proposed strategies allows for greater improvement of the reforming process thermal
conditions. The operation of the genetic algorithm is briefly summarized in Figure 4. The
optimization is conducted to allow for defining which catalyst division strategy returns
better results. Therefore, both cases are set to operate for thirty continuous generations and
the final outcomes are compared.

Figure 4. Summary of the genetic algorithm procedure.

5. Results

The analysis has to be preceded by a definition of a reference case. A comparison
of subsequent optimization results with the reference case will serve as a benchmark for
defining whether any significant improvement in the reaction conditions has been noted
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for a specific case. The reference case defined for the presented analysis is a conventional
reforming reactor, with a catalytic insert being homogeneous and continuous throughout
the whole volume of the reactor. The whole insert consists of a composite of nickel- and
yttrium-stabilized-zirconia (Ni/YSZ) with a ratio of 60:40. The porosity ε of the reactor’s
catalyst is set at 50%, resulting in the catalyst density equal to 2.47 × 106 g m−3. The
average pore diameter dp is established at 1.5 mm. The boundary conditions applied for the
reference case correspond to the conditions set for the optimization procedure (Section 3.3).

The thermal characteristics of the reforming reaction in a conventional reactor can be
observed in Figure 5). The reactor dimensions are divided by the reactor’s radius (5 mm), to
acquire a dimensionless set of coordinates. Observable temperature gradients are present
throughout the whole volume of the reactor. The most significant temperature drop can
be noticed at the inlet of the reactor, due to a considerable amount of energy required for
the activation of the reforming reaction [12,52]. The temperature inconsistency of such
magnitude has a consequence in thermal stresses occurring inside the catalytic insert. The
stresses induce a premature degradation of the catalytic material, leading to a decrease in
the process effectiveness [18,75]. An analysis of chemical specimen conversion is included
in the research to allow a complete insight into a conventional reforming process. The
molar fractions of specimens taking part in the process are illustrated in Figure 6. The molar
fractions are averaged over the reactor’s radius. Thus, the graph describes the change of
the radius-averaged molar fractions in the longitudinal direction of the reactor. The values
of the reactor’s length are divided by the reactor’s radius, to acquire dimensionless values.

Figure 5. Temperature field distribution—reference case (Tin = 900 K, uin = 0.15 m s−1, SC = 2.0, CC
= 1.5, ẇcat = 2.47 × 106).

Figure 6. Radius-averaged molar fractions—reference case (Tin = 900 K, uin = 0.15 m s−1, SC = 2.0,
CC = 1.5, ẇcat = 2.47 × 106).

The numerical analysis predicted the extension of the macro-patterning concept by
additional division of the catalytic insert in the radial direction, resulting in segments re-
sembling concentric cylinders. The radial segments may accommodate one of two possible
configurations. The first variant predicts cylinders with equal width of the inlet surface
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(Strategy I), while the second introduces cylinders with an equal area of the inlet surfaces
(Strategy II) (Figure 1). To allow a direct comparison between each of the composed algo-
rithms, hydrogen productivity ζ is introduced. Hydrogen productivity delivers insight into
the increase in effectiveness of the reforming reaction for each of the optimized specimens.
The ζ parameter is an exact ratio of the hydrogen output and the amount of the applied
catalyst ι for a specific reactor (Equation (31)). The amount of the catalyst ι is calculated as
the ratio of the catalyst used in a specific reactor, to the amount of the catalyst applied for
the reference case.

ζ =
H2out

ι
. (31)

5.1. Strategy I

The first of the proposed strategies introduces design optimization of the catalytic
insert with radial division introduced. The insert applies five separate segments, filling
the whole reactor’s length each. Therefore, the segments could be described as a set of
four hollow cylinders and a single core incorporated exactly at the axis of the reactor
(Figure 1b). Each of the cylinders has the exact same width of 1 cm and the core in the
center of the reactor has a 1 cm radius. Figure 7 shows the temperature distribution for the
1st generation (a) and 30th generation (b), with fitness weights wCH4 = 0.4 and wT = 0.6. The
radius-averaged molar fractions of chemical specimens along the reactor axis, distribution
for the 1st generation (a) and 30th generation (b) are presented in Figure 8. The segments
distribution designed by the algorithm for Strategy I (side cross-section view (a) and face
view (b)) are presented in Figure 9.

Figure 7. Strategy I—Temperature field distribution: (a) 1st generation (b) 30th generation
(wCH4 = 0.4, wT = 0.6, Tin = 900 K, uin = 0.15 m s−1, SC = 2.0, CC = 1.5).

Figure 8. Strategy I—Radius-averaged molar fractions: (a) 1st generation (b) 30th generation
(wCH4 = 0.4, wT = 0.6, Tin = 900 K, uin = 0.15 m s−1, SC = 2.0, CC = 1.5).
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Figure 9. Strategy I—Segments distribution for 30th generation (a) side cross-section view, (b) face
view (wCH4 = 0.4, wT = 0.6, Tin = 900 K, uin = 0.15 m s−1, SC = 2.0, CC = 1.5).

5.2. Strategy II

The second strategy predicts the optimization of the catalytic insert divided into five
radial segments. As in the case of strategy I (Section 5.1), the catalytic insert incorporates
division in the radial direction only (Figure 1c). The insert constitutes of four hollow, coaxial
cylinders and a single core in the center. However, the width of specific segments differs
to maintain the same areas of inlet surfaces for each segment, as explained in Figure 2.
Figure 10 shows the temperature distribution for the 1st generation (a) and 30th generation
(b), with fitness weights wCH4 = 0.4 and wT = 0.6. The radius-averaged molar fractions
of chemical specimens along the reactor axis, distribution for the 1st generation (a) and
30th generation (b) are presented in Figure 11. The segments distribution designed by the
algorithm for Strategy II (side cross-section view (a) and face view (b)) are presented in
Figure 12.

Figure 10. Strategy II—Temperature field distribution: (a) 1st generation (b) 30th generation (wCH4 =

0.4, wT = 0.6, Tin = 900 K, uin = 0.15 m s−1, SC = 2.0, CC = 1.5).
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Figure 11. Strategy II—Radius-averaged molar fractions: (a) 1st generation (b) 30th generation
(wCH4 = 0.4, wT = 0.6, Tin = 900 K, uin = 0.15 m s−1, SC = 2.0, CC = 1.5).

Figure 12. Strategy II—Segments distribution for 30th generation (a) side cross-section view, (b) face
view (wCH4 = 0.4, wT = 0.6, Tin = 900 K, uin = 0.15 m s−1, SC = 2.0, CC = 1.5).

The hydrogen productivity, methane conversion rate, and thermal fitness of the re-
actors acquired at the end of the optimization are summarized in Table 4. According
to the acquired results, the second strategy seems to be more appealing. The algorithm
successfully limited the temperature gradients, simultaneously maintaining the methane
conversion rate at a considerable level.

Table 4. Results acquired for the two analyzed strategies after the computing of thirty generations.

Case L (m) Conv. CH4 T Fit. H2out ι ζ catred(%)

REF 0.3 0.831 0.273 0.384 1.00 0.384 0.00
Strategy I 0.3 0.507 0.874 0.186 0.39 0.477 0.61
Strategy II 0.3 0.618 0.677 0.280 0.44 0.636 0.56

5.3. Reactor Extension

The knowledge of methane conversion rate (Table 4) allows for modification of the
reformer dimensions. The two best reactors found by both algorithms are elongated
proportionally to the ratio of the methane conversion rate between the reference case and
the respective solutions found during the optimization. The operation resulted in acquiring
methane conversion at a level equal to the value reported for the reference case. The
values of methane conversion and hydrogen productivity for the elongated specimens
are summarized in Table 5. The temperature distribution for the extended reformers is
presented Figure 13 and the radius-averaged molar fractions in Figure 14.
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Table 5. Extended reactors—Results acquired for the two analyzed strategies after the computing of
thirty generations.

Case L (m) Conv. CH4 T Fit. H2out ι ζ catred(%)

REF 0.30 0.831 0.273 0.384 1.00 0.384 0.00
Strategy I 0.49 0.812 0.874 0.241 0.64 0.377 0.36
Strategy II 0.40 0.810 0.677 0.321 0.59 0.544 0.41

Figure 13. Extended reactors—Temperature field distribution: (a) Strategy I, (b) Strategy II
(wCH4 = 0.4, wT = 0.6, Tin = 900 K, uin = 0.15 m s−1, SC = 2.0, CC = 1.5).

Figure 14. Extended reactors—Radius-averaged molar fractions: (a) Strategy I, (b) Strategy II
(wCH4 = 0.4, wT = 0.6, Tin = 900 K, uin = 0.15 m s−1, SC = 2.0, CC = 1.5).

6. Conclusions

The goals of the presented research are to provide a numerical toolkit designed to
optimize the thermal conditions inside the steam reforming reactor and subsequent verifi-
cation of which of the proposed catalyst division strategies delivers results of better quality.
The measure for altering the temperature distribution is the macro-pattering concept. The
concept introduces a novel approach to the catalytic insert’s geometry design. The insert
is divided into individually parametrized segments and some parts of the catalyst may
become substituted with a non-reactive metallic foam. The macro-patterning concept inves-
tigated in the analysis introduces the division of the catalytic insert in the radial direction.
In total, two different approaches to the segments are introduced. The radial segments may
either have equal widths of the inlet surfaces or equal areas of the inlet surfaces. Analyzing
the results leads to the following conclusions:

1. The macro-patterning concept with radially structured catalytic insert is a valid con-
cept for the enhancement of biogas reforming.

2. Strategy II with equal areas of the segment’s inlet surfaces returned results of higher
quality.
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3. The introduction of the macro-patterning concept is proven to enhance the effective-
ness of the reforming reaction. The hydrogen productivity has been almost doubled
for the best solution when compared with the reference case.

The conducted research indicates the influence of altering the steam reforming ther-
mal conditions on the overall process proceeding. The possible improvement in process
effectiveness on the unification of the temperature distribution is confirmed. The presented
results indicate that proper handling of the thermal conditions can allow for acquiring
conversion levels close to the reference reactor while reducing the amount of the cata-
lyst by 41%. The proposed macro-patterning concept proves the possibility of acquiring
even higher biogas conversion rates, using the same amount of catalyst as in the case of
the reference case. However, the macro-patterned reactors would have to suffer reduced
compactness, as to acquire the exact level of conversion, an extension of the reactor’s
dimensions is required. However, the enlargement of the reactors is not a tremendous
drawback, particularly when considering the predicted improvement of the unit’s lifetime
and easier control of the process, owing to the reduction in magnitude of the thermal
stresses.
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Nomenclature

A Arrhenius constant (mol s−1 g−1 Pa−(α+β))
aj coefficient in the discretized Equation (the unit depends on the case)
b constant term in the discretization Equation (the unit depends on the case)
Cmult multiplication coefficient used for fitness scaling (-)
Cp specific heat at constant pressure (J kg−1 K−1)
cine inertial coefficient (-)
catred catalyst reduction (%)
Dj mass diffusivity of the species j (m2 s−1)
d dimensionless foam ligament radius (-)
dp average pore diameter (mm)
Ea activation energy (J mol−1)
e dimensionless cubic node length (-)
f fitness value (-)
f rac mole fraction (-)
∆G change of standard Gibbs free energy (J mol−1)
gs shape function derived for the metallic foam structure (-)
∆H enthalpy change (J mol−1)
Kp permeability (m2)
K equilibrium constant (-)



Energies 2023, 16, 4058 17 of 21

k+/−
WGS rate constant of the forward/backward water–gas-shift reaction (mol s−1 m−3

Pa−2)
kMSR rate constant of the methane/steam reforming reaction (mol s−1 m−3 Pa−2)
L maximal x dimension (m)
l node-to-node length (m)
n molar flow rate (mol −1)
P pressure (Pa)
pj partial pressure of the species j (Pa)
Q heat flux (W m−3)
Qs heat source/sink (W m−3)
R reactor radius (m)
Ri thermal resistances of the porous media cell subsections (m2 K W−1)
R̄ universal gas constant (J mol−1 K−1)
RMSR steam reforming reaction rate (mol s−1 m−3)
RWGS water–gas shift reaction rate (mol s−1 m−3)
rm arithmetic mean between rn and rs (m)
∆r grid r dimension (m)
Sj mass source/sink of the species j (kg s−1 m−3)
S source term (the unit depends on the case)
SC constant in the linear source term
SP dependent variable coefficient in the linear source term (the unit depends on the

case)
SC steam-to-carbon ratio (-)
T temperature (K)
∆T difference between maximal and minimal temperatures inside the reactor (K)
Ur gas phase average local velocity in the r direction (m s−1)
Ux gas phase average local velocity in the x direction (m s−1)
u velocity (m s−1)
u velocity vector (m s−1)
V volume of the reactor (m3)
Wmj molecular mass (g mol−1)
wi function’s weight (-)
ẇcat catalyst weight density (g m−3)
∆x grid x dimension (m)
xcr methane conversion rate (-)
Yj mass fraction of the species j (-)
ycr carbon monoxide conversion rate (-)

Greek letters

α order of the reaction with respect to methane (-)
β order of the reaction with respect to water (-)
Γ diffusive term (the unit depends on the case)
ε porosity (-)
ζ hydrogen productivity (-)
ι ratio of the catalyst amount in a specific reactor to the amount of catalyst in the

reference reactor (-)
λ thermal conductivity (W m−1 K−1)
µ dynamic viscosity (Pa s)
ρ density (g m−3)
ρ0 density of the gas mixture (kg m−3)
ρ̄ pseudo density (the unit depends on the case)
τ tortuosity (-)
φj dependent variable (the unit depends on the case)
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Ψr convective term in the r direction (the unit depends on the case)
Ψx convective term in the x direction (the unit depends on the case)

Subscripts

A, B, C, D unit cell subsections
avg average value
CH4 methane or based on the methane conversion rate
E node to the right of the central node
e interface to the right of the central node
eff effective value
in inlet
j chemical species, grid element’s location, specimen
loc local average, both over the gas and solid phase
MSR steam reforming reaction
max maximal value
min minimal value
mix gas mixture
N node above the central node
n interface above the central node
norm normalized value
out outlet
P central node of the grid
S node below the central node
s interface below the central node
T temperature based
W node to the left of the central node
WGS water–gas-shift reaction
w interface to the left of the central node

Chemical species

CH4 methane
CO carbon monoxide
CO2 carbon dioxide
H2 hydrogen
H2O steam
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36. Koncewicz, W.; Moździerz, M.; Brus, G. A fast Gaussian process-based method to evaluate carbon deposition during hydrocarbons

reforming. Int. J. Hydrogen Energy 2021, in press. [CrossRef]
37. Kaczmarczyk, R. Thermodynamic Analysis of the Effect of Green Hydrogen Addition to a Fuel Mixture on the Steam Methane

Reforming Process. Energies 2021, 14, 6564. [CrossRef]
38. Tomiczek, M.; Kaczmarczyk, R.; Mozdzierz, M.; Brus, G. A numerical analysis of heat and mass transfer during the steam

reforming process of ethane. Heat Mass Transf. 2018, 54, 2305–2314. [CrossRef]

http://dx.doi.org/10.1088/1742-6596/530/1/012040
http://dx.doi.org/10.1007/s00231-018-2331-5
http://dx.doi.org/10.1016/j.ijhydene.2018.09.058
http://dx.doi.org/10.1016/j.ijhydene.2007.08.025
http://dx.doi.org/10.1016/j.ijhydene.2015.10.043
http://dx.doi.org/10.1016/j.ijhydene.2016.08.200
http://dx.doi.org/10.1016/j.cattod.2016.03.047
http://dx.doi.org/10.1016/j.ijhydene.2018.12.203
http://dx.doi.org/10.1016/j.cep.2017.07.012
http://dx.doi.org/10.1016/j.ijhydene.2018.05.151
http://dx.doi.org/10.1016/j.ijhydene.2021.12.250
http://dx.doi.org/10.1016/j.applthermaleng.2022.119140
http://dx.doi.org/10.1016/j.ijhydene.2016.05.221
http://dx.doi.org/10.1016/j.ijhydene.2018.04.215
http://dx.doi.org/10.1016/j.ijhydene.2018.09.171
http://dx.doi.org/10.3390/en14175558
http://dx.doi.org/10.1016/j.ijhydene.2021.10.046
http://dx.doi.org/10.1016/j.ijhydene.2020.02.228
http://dx.doi.org/10.1016/j.mechmat.2003.02.001
http://dx.doi.org/10.1149/1.3205631
http://dx.doi.org/10.15632/jtam-pl.53.2.273
http://dx.doi.org/10.1115/1.4000998
http://dx.doi.org/10.1016/j.rser.2015.02.026
http://dx.doi.org/10.1016/j.ijhydene.2021.07.213
http://dx.doi.org/10.3390/en14206564
http://dx.doi.org/10.1007/s00231-017-2209-y


Energies 2023, 16, 4058 20 of 21

39. Mazhar, A.; Khoja, A.H.; Azad, A.K.; Mushtaq, F.; Naqvi, S.R.; Shakir, S.; Hassan, M.; Liaquat, R.; Anwar, M. Performance
Analysis of TiO2-Modified Co/MgAl2O4 Catalyst for Dry Reforming of Methane in a Fixed Bed Reactor for Syngas (H2, CO)
Production. Energies 2021, 14, 3347. [CrossRef]

40. Brus, G.; Komatsu, Y.; Kimijima, S.; Szmyd, J.S. An analysis of biogas reforming process on Ni/YSZ and Ni/SDC catalysts. Int. J.
Thermodyn. 2012, 15, 43–51.

41. Brus, G.; Kimijima, S.; Szmyd, J.S. Experimental and numerical analysis of transport phenomena in an internal indirect fuel
reforming type Solid Oxide Fuel Cells using Ni/SDC as a catalyst. J. Phys. Conf. Ser. 2012, 395, 012159. [CrossRef]

42. Nagata, S.; Momma, A.; Kato, T.; Kasuga, Y. Numerical analysis of output characteristics of tubular SOFC with internal reformer.
J. Power Sources 2001, 101, 60–71. [CrossRef]

43. Ahmed, K.; Föger, K. Approach to equilibrium of the water-gas shift reaction on a Ni/zirconia anode under SOFC conditions. J.
Power Sources 2001, 103, 150–153. [CrossRef]

44. Iwai, H.; Yamamoto, Y.; Saito, M.; Yoshida, H. Numerical simulation of intermediate-temperature direct-internal-reforming
planar solid oxide fuel cell. Energy 2011, 36, 2225–2234. [CrossRef]

45. Sciazko, A.; Komatsu, Y.; Brus, G.; Kimijima, S.; Szmyd, J.S. A novel approach to improve the mathematical modelling of the
internal reforming process for solid oxide fuel cells using the orthogonal least squares method. Int. J. Hydrogen Energy 2014,
39, 16372–16389. [CrossRef]

46. Peng, X.; Jin, Q. Molecular simulation of methane steam reforming reaction for hydrogen production. Int. J. Hydrogen Energy
2022, 47, 7569–7585. [CrossRef]

47. Brus, G. Experimental and numerical studies on chemically reacting gas flow in the porous structure of a solid oxide fuel cells
internal fuel reformer. Int. J. Hydrogen Energy 2012, 37, 17225–17234. [CrossRef]

48. Sciazko, A.; Komatsu, Y.; Brus, G.; Kimijima, S.; Szmyd, J.S. An Application of Generalized Least Squares Method to an Analysis
of Methane/Steam Reforming Process on a Ni/YSZ Catalyst. ECS Trans. 2013, 57, 2987–2996. [CrossRef]

49. Sciazko, A.; Komatsu, Y.; Brus, G.; Kimijima, S.; Szmyd, J.S. A novel approach to the experimental study on methane/steam
reforming kinetics using the Orthogonal Least Squares method. J. Power Sources 2014, 262, 245–254. [CrossRef]

50. Brus, G.; Miyawaki, K.; Iwai, H.; Saito, M.; Yoshida, H. Tortuosity of an SOFC anode estimated from saturation currents and a
mass transport model in comparison with a real micro-structure. Solid State Ionics 2014, 265, 13–21. [CrossRef]

51. Wolf, M. Thermodynamic assessment of the stability of bulk and nanoparticulate cobalt and nickel during dry and steam
reforming of methane. RSC Adv. 2021, 11, 18187–18197. [CrossRef]

52. Xu, J.; Froment, G.F. Methane steam reforming: II. Diffusional limitations and reactor simulation. AIChE J. 1989, 35, 97–103.
[CrossRef]

53. Carbonell, R.G.; Whitaker, S. Heat and Mass Transfer in Porous Media. In Fundamentals of Transport Phenomena in Porous Media;
Bear, J., Corapcioglu, M.Y., Eds.; Springer: Dordrecht, The Netherlands, 1984.

54. Nishino, T.; Komori, H.; Iwai, H.; Suzuki, K. Development of a comprehensive numerical model for analyzing a tubular-
type indirect internal reforming SOFC. In Proceedings of the 1st International Fuel Cell Science, Engineering and Technology
Conference Rochester, New York, NY, USA, 21–23 April 2003; pp. 521–528.

55. Nishino, T.; Iwai, H.; Suzuki, K. Comprehensive Numerical Modeling and Analysis of a Cell-Based Indirect Internal Reforming
Tubular SOFC. J. Fuel Cell Sci. Technol. 2006, 3, 33–44. [CrossRef]

56. Tan, W.C.; Iwai, H.; Kishimoto, M.; Brus, G.; Szmyd, J.S.; Yoshida, H. Numerical analysis on effect of aspect ratio of planar solid
oxide fuel cell fueled with decomposed ammonia. J. Power Sources 2018, 384, 367–378. [CrossRef]

57. Suzuki, K.; Iwai, H.; Nishino, T. Electrochemical and thermo-fluid modeling of a tubular solid oxide fuel cell with accompaning
indirect internal fuel reforming. In Transport Phenomena in Fuel Cells; Sunden, B., Faghri, M., Eds.; WIT Press: Southampton, UK,
2005; pp. 83–131.

58. Poling, B.E.; Prausnitz, J.M.; O’Connell, J.P. The Properties of Gases and Liquids; McGraw-Hill: New York, NY, USA, 2001. [CrossRef]
59. Yang, X.; Lu, T.J.; Kim, T. An analytical model for permeability of isotropic porous media. Phys. Lett. A Sect. Gen. At. Solid State

Phys. 2014, 378, 2308–2311. [CrossRef]
60. Bhattacharya, A.; Calmidi, V.V.; Mahajan, R.L. Thermophysical properties of high porosity metal foams. Int. J. Heat Mass Transf.

2002, 45, 1017–1031. [CrossRef]
61. Boomsma, K.; Poulikakos, D. On the effective thermal conductivity of a three- dimensionally structured fluid-saturated metal

foam. Heat Mass Transf. 2001, 44, 827–836. [CrossRef]
62. Dai, Z.; Nawaz, K.; Park, Y.G.; Bock, J.; Jacobi, A.M. Correcting and extending the Boomsma-Poulikakos effective thermal

conductivity model for three-dimensional, fluid-saturated metal foams. Int. Commun. Heat Mass Transf. 2010, 37, 575–580.
[CrossRef]

63. Moukalled, F.; Mangani, L.; Darwish, M. The Finite Volume Method; Springer International Publishing: Cham, Switzerland, 2016;
pp. 103–135.

64. Chalusiak, M.; Wrobel, M.; Mozdzierz, M.; Berent, K.; Szmyd, J.; Kimijima, S.; Brus, G. A numerical analysis of unsteady transport
phenomena in a Direct Internal Reforming Solid Oxide Fuel Cell. Int. J. Heat Mass Transf. 2019, 131, 1032–1051. [CrossRef]

65. Zhao, C.Y. Review on thermal transport in high porosity cellular metal foams with open cells. Int. J. Heat Mass Transf. 2012,
55, 3618–3632. [CrossRef]

http://dx.doi.org/10.3390/en14113347
http://dx.doi.org/10.1088/1742-6596/395/1/012159
http://dx.doi.org/10.1016/S0378-7753(01)00547-X
http://dx.doi.org/10.1016/S0378-7753(01)00836-9
http://dx.doi.org/10.1016/j.energy.2010.03.058
http://dx.doi.org/10.1016/j.ijhydene.2014.07.130
http://dx.doi.org/10.1016/j.ijhydene.2021.12.105
http://dx.doi.org/10.1016/j.ijhydene.2012.08.072
http://dx.doi.org/10.1149/05701.2987ecst
http://dx.doi.org/10.1016/j.jpowsour.2014.03.097
http://dx.doi.org/10.1016/j.ssi.2014.07.002
http://dx.doi.org/10.1039/D1RA01856F
http://dx.doi.org/10.1002/aic.690350110
http://dx.doi.org/10.1115/1.2133804
http://dx.doi.org/10.1016/j.jpowsour.2018.03.011
http://dx.doi.org/10.1016/0894-1777(88)90021-0
http://dx.doi.org/10.1016/j.physleta.2014.06.002
http://dx.doi.org/10.1016/S0017-9310(01)00220-4
http://dx.doi.org/10.1016/S0017-9310(00)00123-X
http://dx.doi.org/10.1016/j.icheatmasstransfer.2010.01.015
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2018.11.113
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2012.03.017


Energies 2023, 16, 4058 21 of 21

66. Kawashima, T.; Hishinuma, M. Thermal properties of porous Ni/YSZ composites at high temperatures. Mater. Trans. JIM 1996,
37, 1518–1524. [CrossRef]

67. Peet, M.J.; Hasan, H.S.; Bhadeshia, H.K.D.H. Prediction of thermal conductivity of steel. Int. J. Heat Mass Transf. 2011,
54, 2602–2608. [CrossRef]

68. Bartholomew, C.H. Carbon Deposition in Steam Reforming and Methanation. Catal. Rev. 1982, 24, 67–112. [CrossRef]
69. Lakhapatri, S.L.; Abraham, M.A. Deactivation due to sulfur poisoning and carbon deposition on Rh-Ni/Al2O3 catalyst during

steam reforming of sulfur-doped n-hexadecane. Appl. Catal. A Gen. 2009, 364, 113–121. [CrossRef]
70. Goldberg, D.E. Genetic Algorithms in Search Optimization & Machine Learning; Addison-Wesley Longman Publishing Co., Inc.:

Boston, MA, USA, 1989.
71. Tai, X.Y.; Ocone, R.; Christie, S.D.; Xuan, J. Multi-objective optimisation with hybrid machine learning strategy for complex

catalytic processes. Energy AI 2022, 7, 100134. [CrossRef]
72. Maciol, P.; Gawad, J.; Podorska, D. Arrangement of flow modification devices in continuous casting tundish based on multicrite-

rion optimization. Arch. Metall. Mater. 2007, 52, 105–112.
73. Agharezaei, P.; Sahu, T.; Shock, J.; O’Brien, P.G.; Ghuman, K.K. Designing catalysts via evolutionary-based optimization

techniques. Comput. Mater. Sci. 2023, 216, 111833. [CrossRef]
74. Raja, B.D.; Patel, V.; Jhala, R.L. Thermal design and optimization of fin-and-tube heat exchanger using heat transfer search

algorithm. Therm. Sci. Eng. Prog. 2017, 4, 45–57. [CrossRef]
75. Mozdzierz, M.; Brus, G.; Sciazko, A.; Komatsu, Y.; Kimijima, S.; Szmyd, J.S. Towards a Thermal Optimization of a Methane/Steam

Reforming Reactor. Flow Turbul. Combust. 2016, 97, 171–189. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.2320/matertrans1989.37.1518
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2011.01.025
http://dx.doi.org/10.1080/03602458208079650
http://dx.doi.org/10.1016/j.apcata.2009.05.035
http://dx.doi.org/10.1016/j.egyai.2021.100134
http://dx.doi.org/10.1016/j.commatsci.2022.111833
http://dx.doi.org/10.1016/j.tsep.2017.08.004
http://dx.doi.org/10.1007/s10494-015-9693-2

	Introduction
	Mathematical Model
	Chemical Reactions Model
	Heat and Mass Transfer Model

	Numerical Model
	Transport Equations
	Coaxial Segments Configuration
	Computational Domain and Boundary Conditions

	Genetic Algorithm
	Results
	Strategy I
	Strategy II
	Reactor Extension

	Conclusions
	References

