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Abstract: This paper presents a strategy for a thermal-structural test with quartz lamp heaters
(TSTQLH), combined with an ultra-local model, a closed-loop controller, a linear extended state
observer (LESO), and an auxiliary controller. The TSTQLH is a real time ground simulation of aerody-
namic heating for hypersonic vehicles to optimize their thermal protection systems (TPS). However,
lack of a system dynamic model for the TSTQLH results in inaccurate tracking of aerodynamic
heating. In addition, during the control process, the TSTQLH has internal uncertainties of resistance
and external disturbances. Therefore, it is necessary to establish a mathematical model between
controllable α(t) and measurable T1(t). An ultra-local model of model-free control plays a crucial
role in simplifying system complexity and reducing high-order terms due to high nonlinearities and
strong couplings in the system dynamic model, and a global nonsingular fast terminal sliding mode
control (GNFTSMC) is added to an ultra-local model, which is used to guarantee great tracking per-
formance in the sliding phase and fast convergence to the equilibrium state in finite time. Moreover,
the LESO is used mainly to estimate all disturbances in real time, and an adaptive neural network
(ANN) shows a good approximation property in compensation for estimation errors by using a
cubic B-spline function. The fitted curve of the wall temperature in the time sequence represents
a reference temperature trajectory from the surface contour of an X-43A’s wing. The comparative
results validate that the proposed control strategy possesses strong robustness to track the reference
temperature trajectory.

Keywords: aerodynamic heating; hypersonic vehicles; adaptive neural network global nonsingular
fast terminal sliding mode control

1. Introduction

Hypersonic vehicles [1,2] are a new generation of the national defense strategic devel-
opment direction due to their high penetration probability, super speed and high accuracy.
Hypersonic vehicles [3–5] have many varieties from ballistic reentry to hypersonic cruise
vehicles, including single-stage to orbit (SSTO), two-stage to orbit (TSTO), and space ve-
hicles. As is known, when a hypersonic vehicle’s speed reaches more than Mach 5.0,
aerothermoelastic problems can result [6–8], including transient aerodynamic heating
causing structural deformation of leading edges and the control surface, internal thermal
gradients leading to the cumulative effects of residual stresses, creep, and degradation. The
above-mentioned problems pose a threat to fabrication and environmental durability for
hypersonic vehicles. Therefore, it is necessary to reproduce a real thermal environment
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for thermal protection systems (TPS) and hot structure examination [9–11] of hypersonic
vehicles in a time sequence.

The development of a thermal-structural test [12,13] for hypersonic vehicles establishes
a real time ground simulation system of aerodynamic heating. So far, there are three main
ways of heat transfer during the thermal-structural test: conduction, convection, and
radiation. Among them, the wind-tunnel test [14] is a typical forced convection heat
transfer for TPS optimization design. A hypersonic wind tunnel is limited by shape and
dimension of the part and can only test reduced-scale hypersonic models of a large size
hypersonic vehicle. By contrast, a quartz lamp heater (QLH) [15,16] as an infrared radiation
heating element is more widely applied in thermal-structural tests because of its small
thermal inertia, compact structure and high efficiency. In [17], quartz lamps were analyzed
by the Monte Carlo method to demonstrate QLH with high heat flow. In [15], the heat flux
distribution of QLH and its array were studied, and the heat flux of the QLH array increased,
corresponding to an increased load power for aerodynamic heating flux simulation.

We established a thermal-structural test with quartz lamp heaters (TSTQLH), includ-
ing aerothermal data processing, a thermal-structural control system, and experimental
feedback. As shown in Figure 1, aerothermal data, called transient aerodynamic heating,
is assessed by finite element analyses. There is also a link between aerothermal data and
temperature trajectory, the temperature trajectory being a control system tracking target.
The TSTQLH control system combined data acquisition with algorithm implementation,
and acted on the QLH. Once the TSTQLH control system was obtained with effective
dynamic performance when tracking the temperature trajectory, this indicates success in
reproducing the real thermal environment for hypersonic vehicles, and the control system
can be used to validate the TPS optimization. How to effectively design the control system
is essential.

Energies 2022, 15, x FOR PEER REVIEW 2 of 27 
 

for thermal protection systems (TPS) and hot structure examination [9–11] of hypersonic 
vehicles in a time sequence. 

The development of a thermal-structural test [12,13] for hypersonic vehicles estab-
lishes a real time ground simulation system of aerodynamic heating. So far, there are three 
main ways of heat transfer during the thermal-structural test: conduction, convection, and 
radiation. Among them, the wind-tunnel test [14] is a typical forced convection heat trans-
fer for TPS optimization design. A hypersonic wind tunnel is limited by shape and dimen-
sion of the part and can only test reduced-scale hypersonic models of a large size hyper-
sonic vehicle. By contrast, a quartz lamp heater (QLH) [15,16] as an infrared radiation 
heating element is more widely applied in thermal-structural tests because of its small 
thermal inertia, compact structure and high efficiency. In [17], quartz lamps were ana-
lyzed by the Monte Carlo method to demonstrate QLH with high heat flow. In [15], the 
heat flux distribution of QLH and its array were studied, and the heat flux of the QLH 
array increased, corresponding to an increased load power for aerodynamic heating flux 
simulation. 

We established a thermal-structural test with quartz lamp heaters (TSTQLH), includ-
ing aerothermal data processing, a thermal-structural control system, and experimental 
feedback. As shown in Figure 1, aerothermal data, called transient aerodynamic heating, 
is assessed by finite element analyses. There is also a link between aerothermal data and 
temperature trajectory, the temperature trajectory being a control system tracking target. 
The TSTQLH control system combined data acquisition with algorithm implementation, 
and acted on the QLH. Once the TSTQLH control system was obtained with effective dy-
namic performance when tracking the temperature trajectory, this indicates success in re-
producing the real thermal environment for hypersonic vehicles, and the control system 
can be used to validate the TPS optimization. How to effectively design the control system 
is essential. 

 
Figure 1. Flow chart of the TSTQLH system. 

In recent years, some control methods have been developed for the TSTQLH, such as 
fuzzy logic control [18,19] and proportional-integral-derivative (PID) control [20–22]. In 
[18], the transient aerodynamic heating flow of a flying missile body was assessed using 
a QLH by the fuzzy control method with a complex membership function. In [23], an aer-
odynamic heating transient test system with a QLH was designed to track real-time heat 
flux and temperature from a hypersonic vehicle’s trajectory. During the entire control pro-
cess, fuzzy PID was adopted in a vacuum chamber as the test environment for the TPS. 
However, fuzzy logic control [24] is mostly based on empirical formulae without a system 

Figure 1. Flow chart of the TSTQLH system.

In recent years, some control methods have been developed for the TSTQLH, such
as fuzzy logic control [18,19] and proportional-integral-derivative (PID) control [20–22].
In [18], the transient aerodynamic heating flow of a flying missile body was assessed
using a QLH by the fuzzy control method with a complex membership function. In [23],
an aerodynamic heating transient test system with a QLH was designed to track real-
time heat flux and temperature from a hypersonic vehicle’s trajectory. During the entire
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control process, fuzzy PID was adopted in a vacuum chamber as the test environment
for the TPS. However, fuzzy logic control [24] is mostly based on empirical formulae
without a system dynamic model, and its controller cannot achieve a balance between
control precision and decision-making effectively. In addition, PID control depends on
simply linear superposition of tracking errors and has some errors related to rapidity and
overshoot [25]. At the same time, the TSTQLH is process monitoring and some parts of its
control system may be out of control due resistance [26], leading to an adverse effect on
control capability. Moreover, the TSTQLH control system contains internal uncertainties
and external disturbances, causing indeterminacy.

To solve the above-mentioned problems, model-free control (MFC) [27–29] is required.
For a single input single output (SISO) system, MFC primarily depends on the linear
relationship between input and output, along with an ultra-local model. MFC does not rely
on the system dynamic model heavily, reducing system complexity and compensating for
dynamic disturbances. In general, MFC has four parts: an ultra-local model, a closed-loop
controller, an observer, and an auxiliary controller. In [26], an intelligent proportional-
integral sliding mode control (iPISMC) was used to track the direct power of the doubly
fed induction generator (DFIG). The proposed iPISMC consisted of an iPI (a closed-loop
controller) and SMC (an auxiliary controller) in terms of an ultra-local model, along with
an extended state observer (ESO, an observer). Under stochastic wind turbulences and
parametric uncertainties, the proposed iPISMC was more robust than other classical PIs
and iPIs. However, because of the linear superposition of tracking errors, there were
some problems related to rapidity and overshoot. In [30], a model-free fractional-order
nonsingular fast terminal sliding mode control (MFF-TSMC) was proposed to track the
robotic trajectory of a lower-limb robotic exoskeleton. Due to the proposed MFF-TSMC,
high precision tracking, fast finite-time convergence, singularity-free and chattering-free
operation could be simultaneously ensured in the whole control process. At the same time,
because of lack of an auxiliary controller, some errors from the time delay observer and
measurement noise still occurred.

Sliding mode control (SMC) [31], as a variable structure control, is robust for system
uncertainties and unknown disturbances because of its two distinct states: the switching
phase and sliding phase. Before the system state is constrained to lie in a prescribed sliding
mode surface, the system state is driven toward the sliding mode surface by the reaching
law. During the reaching phase, the system dynamic performance is sensitive to system
uncertainties and unknown disturbances resulting from high-frequency switching motions.
Moreover, in traditional SMC, the convergence of the system state is asymptotic rather
than in finite time. Therefore, some scholars have proposed a terminal SMC, a global
SMC, a fractional-order SMC and other SMCs. In [31], a nonsingular terminal SMC was
applied for rigid manipulators and the time from any initial state to the equilibrium state
was guaranteed to be in finite time. However, some uncertainties sometimes occur in
the high frequent switching phase. In [32], a global nonlinear integral SMC associated
with a decay function was designed for chaotic synchronization systems to achieve non-
integral saturation, fast response and insensitivity to uncertain parameters and disturbances;
however, the tracking errors could not converge to zero in finite time.

Neural network control (NNC), as a branch of intelligent control, has the ability of
proximation, as in a Hermite neural network (HNN) [33], a layer recurrent neural network
(LRNN) [34], an extreme learning machine (ELM) [35], and a radial basis function neural
network (RBFNN) [36]. The authors of [33], compared a conventional super-twisting
algorithm-based second-order sliding-mode control strategy (STA-SOSM) with a novel
HNN-based SOSM control strategy that was found to be more feasible and superior for a
synchronous reluctance motor (SynRM) drive system. In [34], the authors used a super-
twisting method with artificial neural networks (STA-ANN) for piezoelectric actuators
(PEA) to solve nonlinear hysteresis positioning problem. In [35], a fast nonsingular terminal
SMC (FNTSMC) combined with an ELM was used with permanent-magnet linear motor
systems. Because of FNTSMC and ELM, finite-time convergence, strong control robustness
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and system dynamics information independence are guaranteed. In [36], a model-free and
an NNC based on a time-delay estimator (TDE-MFNNC) was presented for five DOFs in
a lower extremity exoskeleton. Compared to a PD controller, NNC and model-free iPD
controller, the TDE-MFNNC is more stable and more effective. The RBFNN has a simple
structure, faster convergence and better approximation properties, which can be considered
as compensators.

This paper proposes a dynamic model of a TSTQLH based on energy conservation
and a strategy for an adaptive neural network global nonsingular fast terminal sliding
mode model-free control based on a linear extended state observer (ANN-GNFTSMMFC-
LESO). The TSTQLH is based on infrared radiation heating of quartz lamp heaters and
provides a heating environment by thermal radiation. In terms of the nonlinearity of the
control process, the control loop is closed by a global nonsingular fast terminal sliding
mode controller (GNFTSMC) instead of an intelligent proportional-integral-derivative
(iPID) [26,28] controller because of problems related to rapidity and overshoot. On the
basis of the traditional integral sliding mode control, the GNFTSMC eliminates the high-
frequency switching phase [32,37] to suppress chattering phenomena and anchors the
initial state on the sliding phase to enhance insensitive dynamic performance for internal
uncertainties and external disturbances. Moreover, the GNFTSMC introduces a linear term
and a nonsingular exponential term into the traditional integral sliding mode control to
avoid the singular problem and improves the convergence rate to the equilibrium state
in finite time rather than asymptotic convergence [30,31,38]. The LESO is chosen as an
observer of the GNFTSMC to estimate internal uncertainties and external disturbances.
In addition, an ANN [33–36] shows good approximation properties in compensation for
estimation errors by using a cubic B-spline function [36,39,40]. In the NNC, the cubic B-
spline function, as a basis function, has a similar shape to a Gaussian function with the same
center positions, and has less inverse multiquadratic functions in terms of computational
load. Moreover, the cubic B-spline function, as a piecewise cubic polynomial nonlinear
function, has second-order smoothness, which is enough for continuous modeling.

In summary, this paper makes the following contributions:

(1) For hypersonic vehicles, real time ground simulation of aerodynamic heating is
established and a thermal-structural test is devised based on an infrared radiation
heating platform usinf quartz lamp heaters.

(2) By energy conservation, we establish a dynamic model of TSTQLH. In terms of
TSTQLH system dynamic information, the control process of radiation heating, in-
cluding internal uncertainties and external disturbances, is analyzed.

(3) ANN-GNFTSMMFC-LESO can provide an ultra-local model which can alleviate
the dependence of system dynamics. Instead of an iPID controller, the GNFTSMC
eliminates the high-frequency switching phase to suppress chattering phenomena, and
combines a inear term with a nonsingular exponential term to avoid slow convergence
rate and singularity.

(4) We chose a LESO for estimation of lumped disturbances and used a cubic B-spline
function in the ANN for observation error compensation with low computational
load and second-order smoothness.

(5) The fitting curve wall temperature expression (tracking reference temperature trajec-
tory) of the surface contour from an X-43A wing in a time sequence was obtained
by the finite element simulation. The superiority of our proposed control method is
validated through comparative simulation results.

2. TSTQLH Control System Modeling

In this section, the mathematical model of the TSTQLH control system is introduced.
The TSTQLH control system mainly consists of three parts: a power regulator, QLH, and a
temperature sensor. A shown in Figure 2, the power regulator achieves different power
values by changing the conduction angle in the AC voltage regulating circuit. Because the
power supply is a sinusoidal alternating current; the input electrical energy is converted into
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thermal energy in the QLH and the QLH provides the thermal environment for untested
hypersonic vehicles. The thermocouple acquires temperature data from the QLH and these
data are sent to the central controller. As a whole, the controller provides control input of
the conduction angle through tracking error to achieve temperature feedback control.
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2.1. Electrical Energy

In the power regulator part, the AC voltage regulating circuit can adjust its output
power by changing the conduction angle. The expression of the output voltage in the AC
voltage regulating circuit is calculated by:

U(t) = UI

√
sin[2α(t)]

2π
+

π − α(t)
π

(1)

where U(t) ∈ R+ is the output voltage (V), which is also the input voltage of QLH; UI ∈ R+

is the input supply voltage (V), and α(t) ∈
[

0 π
]

is the conduction angle of bidirectional
thyristor (rad).

According to Ohm’s law, the input current of QLH can be calculated by:

I(t) =
U(t)

R
=

UI

R

√
sin[2α(t)]

2π
+

π − α(t)
π

(2)

where I(t) ∈ R+ is the input current of QLH (A), and R ∈ R+ is the total resistance of QLH (Ω).
According to the electric power equation, (1) times (2), P(t) can be obtained by:

P(t) = U(t)I(t) = UI

√
sin[2α(t)]

2π
+

π − α(t)
π

∗ UI

R

√
sin[2α(t)]

2π
+

π − α(t)
π

=
U2

I
R

{
sin[2α(t)]

2π
+

π − α(t)
π

}
(3)

where P(t) ∈ R+ is the input electric power of QLH (W).
According to Joule’s law, electrical energy absorbed by QLH is expressed as:

W(t) = P(t)∆t =
U2

I
R

{
sin[2α(t)]

2π
+

π − α(t)
π

}
∆t (4)

where W(t) ∈ R+ is electric energy acted on QLH (J) and ∆t ∈ R+ is the heating time
of QLH (s). As a consequence, we establish a mathematical relationship between the
conduction angle (α(t)) of the bidirectional thyristor and electrical energy (W(t)) absorbed
by QLH.

2.2. Thermal Energy

Electric heating energy produced by QLH [41] is deduced by:

Q(t) = cm[T(t)− T(t− ∆t)] + A
{

β[T(t)− T(t− ∆t)] + λ[T(t)− T(t− ∆t)] + εσFT4
1 (t)∆t

}
(5)
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where Q(t) ∈ R+ is the electric heating energy (J) produced by the quartz lamp filament,
and the first term on the right of (5) represents internal energy consumed by itself. c ∈ R+

and m ∈ R+ are the specific heat capacity (J/kg·K) and the mass (kg) of the quartz lamp
filament, respectively. T(t) ∈ R+ and T(t− ∆t) ∈ R+ are the current temperature (K)
and the previous temperature of the time interval ∆t (K), respectively. The second term
refers to heat transfer in the process of heat convection, heat conduction, and heat radiation.
A ∈ R+ is the surface area (m2) of the QLH tube. β ∈ R+ is the heat convection coefficient
(W/m2·K) and λ ∈ R+ is the heat conduction coefficient (W/m·K). ε ∈ R+ is the blackness
coefficient of the quartz lamp filament and σ ∈ R+ is Stephen Boltzmann’s constant
(W/m2·K4). F ∈ R+ is the angle coefficient.

2.3. Energy Conservation

According to the law of energy conservation, the energy conservation equation can be
defined as:

W(t) = Q(t) (6)

Substituting (4) and (5) to (6), the equation can be written as:

U2
I

R

{
sin[2α(t)]

2π
+

π − α(t)
π

}
∆t = cm[T(t)− T(t− ∆t)] + A

{
β[T(t)− T(t− ∆t)] + λ[T(t)− T(t− ∆t)] + εσFT4(t)∆t

}
(7)

Then, both sides of (7) are divided by t→ 0+ , and the mathematical model of the
TSTQLH control system can be given as:

U2
I

R

{
sin[2α(t)]

2π
+

π − α(t)
π

}
= cm

.
T(t) + A[(β + λ)

.
T(t) + εσFT4(t)] (8)

where
.
T(t) is the time derivative of T(t). Eventually, a mathematical model between

input and output is attained that comprises controllable α(t), a single input variable and
measurable T(t), and a single output variable in the TSTQLH control system. Some details
are explained in Appendix A.

3. Control Strategy of TSTQLH

The mathematical model of the TSTQLH is a nonlinear and strong coupling system.
To ensure great dynamic performances, an ANN-GNFTSMMFC-LESO was developed, as
illustrated in Figure 3.

In the ANN-GNFTSMMFC-LESO, MFC, GNFTSMC, LESO, and ANN are combined
to form a closed loop. MFC uses an ultra-local model to linearize the TSTQLH control
system mathematical model. The GNFTSMC anchors the initial system state on the sliding
phase and is insensitive to internal uncertainties and external disturbances, suppressing
chattering phenomena caused by the high-frequency switching phase. In addition, the
LESO and the ANN are the disturbances observer and the observation error compensator,
respectively. The ANN has an effective approximation property with low computational
load and second-order smoothness attained by using a cubic B-spline function.

3.1. Model-Free Control

For the SISO system, the basic principle of MFC [28] is an ultra-local model, which
primarily depends on the input-output behavior.

Equation (8) can be rewritten as:

.
T(t) = 1

[cm+A(β+λ)]

{
U2

I
R

{
sin[2α(t)]

2π + π−α(t)
π

}
− AεσFT4(t)

}
= 1

[cm+A(β+λ)]

{
U2

I sin[2α(t)]
2Rπ +

U2
I

R − AεσFT4(t)
}
− U2

I
Rπ[cm+A(β+λ)]

α(t)
(9)
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The mathematical model of the TSTQLH is transformed into an ultra-local model,
defined as: .

T(t) = G(t) + χα(t) (10)

G(t) =
1

[cm + A(β + λ)]

{
U2

I sin[2α(t)]
2Rπ

+
U2

I
R
− AεσFT4(t)

}
(11)

where G(t) is the sum of unknown terms including internal uncertainties and external
disturbances from local periodic oscillation (sin[2α(t)]) and high-order nonlinear output
(T4(t)), χ is a non-physical constant parameter which is achieved by experiments, and α(t)
is the input variable.
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3.2. LESO

The most vital point of the MFC is to gain the value of the unknown terms G(t)
exactly and timely. Considering that there are some internal uncertainties and external
disturbances existed in the TSTQLH control system, LESO is chosen as an observer:

.
z1 = z2 − β1e1 + χα(t)

.
z2 = −β2e1
z2 = Ĝ(t)

(12)

where e1 = z1− T(t), z1 is the observation value of T(t), z2 is the observation value of G(t);
β1 > 0, β2 > 0; β1 and β2 are the gain parameters.

The observation error is defined as:

G̃(t) = G(t)− Ĝ(t) (13)

where G̃(t) is the observation error and satisfies the condition
∣∣∣G̃(t)

∣∣∣〈g0, g0〉0. g0 is an

upper bound value, and Ĝ(t) is the observation value and is equal to z2;

3.3. GNFTSMMFC-LESO

Define:
e(t) = T∗(t)− T(t) (14)

where e(t) is the tracking error, and T1
∗(t) is reference temperature trajectory.

Then, both sides of (14) are divided by t:

.
e(t) =

.
T
∗
(t)−

.
T(t) (15)

Substituting (10) and (13) to (15),
.
e(t) can be written as:

.
e(t) =

.
T
∗
(t)− Ĝ(t)− G̃(t)− χα(t) (16)

In order to establish the closed-loop controller, the GNFTSMC is defined as:

s(t) = ηe(t) +
∫ t

0
[e(τ) + ιe(τ)p/q]dτ − ηe(0) (17)

where η > 0, ι > 0. These are the coefficients of the fast term and the nonsingular term,
respectively, and p < q < 2p ensures second-order nonsingularity and are positive odd
integers. e(0) is the initial state of the tracking error. It is obvious that the GNFTSMC
anchors the initial system state on the sliding phase and its system state is trapped on the
sliding phase without disturbances interference, i.e., s(t) =

.
s(t) = 0.

The derivative of (17) is:

.
s(t) = η

.
e(t) + e(t) + ιe(t)p/q (18)

Then, via (18), the finite time (ts) of convergence to equilibrium state is calculated:

ts =
ηq

q− p
ln

ℵ
e(t)1−p/q

ss + ι
(19)

Calculation of (19) is given in Appendix B in detail.
Define:

us(t) = ue(t) + ur(t) (20)

where us(t) is the input of GNFTSMC, and ue and ur are equivalent control law and
reaching control law, respectively.
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Substituting (16) and
.
s(t) = 0 to (18), ue is calculated as:

ue(t) =

.
T
∗
(t)− Ĝ(t)

χ
+

e(t) + ιe(t)p/q

ηχ
(21)

Sometimes, e(t) = 0 and
.
e(t) 6= 0 may occur leading to convergence stagnation, and

the reaching control law is necessary.
The accessibility condition of GNFTSMC is:

s(t)
.
s(t) < −κ|s(t)| (22)

where κ is a positive integer.
Substituting (18) to (22), Equation (22) can be written:

s(t)[η
.
e(t) + e(t) + ιe(t)p/q] < −κ|s(t)| (23)

Substituting (16) to (23), Equation (23) can be written:

s(t){η[
.
T
∗
(t)− Ĝ(t)− G̃(t)− χα(t)] + e(t) + ιe(t)p/q} < −κ|s(t)| (24)

During the GNFTSMMFC-LESO controller, us(t) is equal to α(t) to obtain the reaching
control law ur(t). Substituting (20) to (24), Equation (24) can be written:

s(t){η{
.
T1
∗(t)− Ĝ(t)− G̃(t)− χ[ue(t) + ur(t)]}+ e(t) + ιe(t)p/q} < −κ|s(t)| (25)

Substituting (21) to (25), Equation (25) can be written:

s(t)
{

η

{
.
T
∗
(t)− Ĝ(t)− G̃(t)− χ

[ .
T
∗
(t)−Ĝ(t)

χ + e(t)+ιe(t)p/q

ηχ + ur(t)
]}

+ e(t) + ιe(t)p/q
}

< −κ|s(t)|

s(t)
(
−ηG̃(t)− ηχur

)
< −κ|s(t)|

sign(s)
(
−ηG̃(t)− ηχur

)
< −κ

sign(s)ur >
κ−sign(s)ηG̃(t)

ηχ

sign(s) =


1
0
−1

s > 0
s = 0
s < 0

(26)

Let
[
κ − sign(s)ηG̃(t)

]
/ηχ be equal to its maximum value (κ + ηg0)/ηχ, ur(t), then:

ur(t) =
(κ + ηg0)sign(s)

ηχ
(27)

Then, us(t) is:

us(t) =

.
T
∗
(t)− Ĝ(t)

χ
+

e(t) + ιe(t)p/q

ηχ
+

(κ + ηg0)sign(s)
ηχ

(28)

3.4. ANN-GNFTSMMFC-LESO

In GNFTSMMFC-LESO, substituting (28) to (10), the error function is calculated:

.
e(t) + G̃(t) +

e(t) + ιe(t)p/q

η
+ χur = 0 (29)
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Let δ(e) = [e(t) + ιe(t)p/q]/η + χur, then Equation (29) is rewritten:

.
e(t) + G̃(t) + δ(e) = 0 (30)

In practical applications, Equation (30) reveals that the measurement noise and the
inadequate GNFTSMMFC-LESO are inevitable. Therefore, the lumped unknown distur-
bances G̃(t) need some online improvements by adding an auxiliary controller.

In this part, a neural network controller, as an auxiliary controller, is an online compen-
sator for the lumped unknown disturbances G̃(t). In general, a neural network controller
consists of three parts: an input layer, a hidden layer and an output layer.

Define:
G̃(t) = W∗H(x) + v (31)

where W∗ is the optimal weight and satisfies W∗ = arg min
[

G̃(t)
]
, H(x) is a hidden layer

function, which is a piecewise form, and v is the approximate error.
By contrast with two main hidden layer functions [36,40]: Gaussian function

(H(x) = e−||x−oj ||2/h2
j ) and Inverse multiquadratic function (H(x) =

(∣∣∣∣∣∣x− oj

∣∣∣∣∣∣2 + h2
j

)−1/2
),

the cubic B-spline function is defined thus:

H(x) =


[

h3
j + 3h2

j
(

hj−
∣∣∣∣x− oj

∣∣∣∣)+ 3hj
(

hj−
∣∣∣∣x− oj

∣∣∣∣)2 − 3
(

hj−
∣∣∣∣x− oj

∣∣∣∣)3
]
/4h2

j

∣∣∣∣x− oj
∣∣∣∣≤ hj(

2hj−
∣∣∣∣x− oj

∣∣∣∣)3/4h2
j hj <

∣∣∣∣x− oj
∣∣∣∣≤ 2hj

0 2hj <
∣∣∣∣x− oj

∣∣∣∣ (32)

where
∣∣∣∣x− oj

∣∣∣∣ is the Euclidean norm and o ∈ Rn×j is the basis function center positions,
x ∈ R2×1 is the input of the ANN controller, and h ∈ R1×j is the width. In neural
network control, the cubic B-spline function [42], as basis function, has a similar shape
to the Gaussian function with the same center positions, and is less than the inverse
multiquadratic functions in terms of computational load. Moreover, the cubic B-spline
function, as a piecewise cubic polynomial nonlinear function, has second-order smoothness,
which is enough for continuous modeling. This satisfies these conditions:

x =

[
e
.
e

]
(33)

h =
[

h1 h2 · · · hj
]

(34)

o =
[

o1 · · · oj
]
=

 o11 o1j
. . .

on1 onj

 (35)

where j, n are positive integers, respectively, and, in this paper, n = 2.
Define the ANN-GNFTSMMFC-LESO controller:

α(t) = us(t) + uANN(t) (36)

where uANN(t) is the input of the ANN controller.
Substituting (36) to (10), then (36) is calculated:

.
T(t) = G(t) + χ[us(t) + uANN(t)] (37)
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Substituting (28) to (37), then (37) is calculated:

.
T(t) = G(t) + χ

[ .
T
∗
(t)−Ĝ(t)

χ + e(t)+ιe(t)p/q

ηχ + (κ+ηg0)sign(s)
ηχ + uANN(t)

]
.
e(t) + G̃(t) + δ(e) + χuANN(t) = 0

(38)

Substituting (31) to (38), then (38) is calculated:

.
e(t) + W∗T H(x) + v + δ(e) + χuANN(t) = 0 (39)

where the ANN controller is an online compensator for the G̃(t), along with
lim
t→∞

e(t) = 0. χuANN(t) satisfies the condition:

χuANN(t) = −ŴH(x) (40)

.
Ŵ = −ςs(t)ηH(x) (41)

where Ŵ is the estimation value of W∗,
.

Ŵ is the adaptive law of Ŵ, and ς is the gain
parameter of the adaptive law.

Eventually, the ANN-GNFTSMMFC-LESO controller is obtained:

α(t) =

.
T
∗
(t)− Ĝ(t)

χ
+

e(t) + ιe(t)p/q

ηχ
+

(κ + ηg0)sign(s)
ηχ

− ŴH(x)
χ

(42)

3.5. Stability Analysis

Proof. Stability of LESO is proven. �

Theorem 1. For a linear system
.
z = Az + Bu(t), which z ∈ Rn×1; A ∈ Rn×n; B ∈ Rn×p;

u(t) ∈ Rp×1; if it satisfies that the eigenvalues of a matrix A are less than zero, this linear system
is stable.

Proof of Theorem 1. Equation (12) is rewritten:[ .
z1.
z2

]
=

[
−β1 1
−β2 0

][
z1
z2

]
+

[
β1T(t) + χα(t)

β2T(t)

]
(43)

where z =

[
z1
z2

]
, A =

[
−β1 1
−β2 0

]
, B =

[
β1T(t) + χα(t)

β2T(t)

]
. By calculation, the eigen-

values of a 2× 2 matrix A (λ1 and λ2) satisfy these conditions:

λ1 ∗ λ2 = β2

λ1 + λ2 = −β1

β1 > 0, β2 > 0

(44)

where the eigenvalues of a 2× 2 matrix A (λ1 and λ2) are less than zero and the LESO is
stable. �

Proof. The stability of the ANN-GNFTSMMFC-LESO controller is proven. �

Define the Lyapunov function:

V =
s2(t)

2
+

W̃2

2ς
> 0 (45)
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where W̃ is the weight error and W̃ = W∗ − Ŵ; ς > 0.
The derivative of (45) is:

.
V = s(t)

.
s(t)− W̃

.
Ŵ
ς

(46)

Then, substituting (18) to (46), (46) is calculated:

.
V = s(t)

[
η

.
e(t) + e(t) + ιe(t)p/q

]
− W̃

.
Ŵ
ς

(47)

Then, substituting (16) to (47), (47) is calculated:

.
V = s(t)

{
η
[ .

T
∗
(t)− Ĝ(t)− G̃(t)− χα(t)

]
+ e(t) + ιe(t)p/q

}
− W̃

.
Ŵ
ς

(48)

Then, substituting (42) to (48), (48) is calculated:

.
V = s(t)

{
η

{
.
T
∗
(t)− Ĝ(t)− G̃(t)− χ

{ .
T
∗
(t)−Ĝ(t)

χ + e(t)+ιe(t)p/q

ηχ + (κ+ηg0)sign(s)
ηχ − ŴH(x)

χ

}}
+ e(t) + ιe(t)p/q

}
− W̃

.
Ŵ
ς

= s(t)
{

η
[
−G̃(t) + ŴH(x)

]
− (κ + ηg0)sign(s)

}
− W̃

.
Ŵ
ς

(49)
Then, substituting (31) to (49), (49) is calculated:

.
V = s(t){η[−W∗H(x)−v + ŴH(x)]− (κ + ηg0)sign(s)} − W̃

.
Ŵ
ς

= s(t)[η(−W̃H(x)−v)− (κ + ηg0)sign(s)]− W̃
.

Ŵ
ς

= −(κ + ηg0)|s(t)| − s(t)ηv− W̃
[

s(t)ηH(x) +
.

Ŵ
ς

] (50)

where, if (50) satisfies (κ + ηg0)/η > |v|max,
.

Ŵ = −ςs(t)ηH(x), then the
.

V < 0. The
ANN-GNFTSMMFC-LESO controller is stable.

Proof. Proof of the ANN-GNFTSMMFC-LESO controller is bounded in finite time:
When (50) satisfies, (50) is calculated:

.
V = −(κ + ηg0)|s(t)| − s(t)ηv (51)

Then, (51) is calculated:

.
V ≤ −[(κ + ηg0)− η|v|]|s(t)| (52)

.
V ≤ −[(κ + ηg0)− η|v|]|s(t)| − [(κ + ηg0)− η|v|] |W̃|√ς + [(κ + ηg0)− η|v|] |W̃|√ς

= −
√

2[(κ + ηg0)− η|v|]
(
|s(t)|√

2
+
|W̃|√

2ς

)
+ [(κ + ηg0)− η|v|] |W̃|√ς

(53)

�

Theorem 2 [43,44]. The inequality satisfies:

(|x1|+ · · ·+ |xn|)b ≤ |x1|b + · · ·+ |xn|b (54)

where, x1 ∈ R, 0 < b < 1 and n is a positive integer.
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Theorem 3. Consider the system
.
x = f(x, u). Define:

.
V(x) ≤ −λVψ(x) +i (55)

where, λ > 0, 0 < ψ < 1 and 0 < i < ∞.
Then, the trajectory of the closed-loop system is bounded in finite time:

lim
θ→θ0

x ∈
(

Vψ(x) ≤ i
(1− θ)λ

)
(56)

where 0 < θ0 < 1. The finite time which is needed to reach the (51) is bounded:

T ≤ V1−ψ(x0)

(1− ψ)λθ0
(57)

where V(x0) is the initial value of V(x).

According to Theorem 2, (53) is calculated:

−
(

s2(t)
2

+
W̃2

2ς

)1/2

≥ −
(

s2(t)
2

)1/2

−
(

W̃2

2ς

)1/2

= −|s(t)|√
2
−

∣∣∣W̃∣∣∣
√

2ς
(58)

.
V ≤ −

√
2[(κ + ηg0)− η|v|]

(
s2(t)

2 + W̃2

2ς

) 1
2
+ [(κ + ηg0)− η|v|] |W̃|√ς

= −
√

2[(κ + ηg0)− η|v|]V 1
2 + [(κ + ηg0)− η|v|] |W̃|√ς

(59)

According to Theorem 3 and (59), the finite time is calculated:

T ≤ 2V1/2(x0)√
2[(κ + ηg0)− η|v|]θ0

(60)

lim
θ→θ0

x ∈

V1/2(x) ≤
[(κ + ηg0)− η|v|] |W̃|√ς

(1− θ)
√

2[(κ + ηg0)− η|v|]

 (61)

where the system state converges to (60) in the finite time (61).

4. Aerothermal Data Processing

In this section, the temperature trajectory, a tracking goal of the TSTQLH control
system, is confirmed by finite element simulation using ANSYS Workbench 2020 R2.
Therefore, the type of a hypersonic vehicle and its flight parameters, such as flight trajectory
and the corresponding atmospheric environment, are necessary.

4.1. Flight Trajectory of Hypersonic Vehicles and the Corresponding Atmospheric Envirooment

Figure 4 shows the flight trajectory of X-43A. The flight process consists of about three
stacks of a B-52B aircraft, a booster rocket and X-43A. At the beginning, a booster rocket
and X-43A are carried by a B-52B aircraft to the Pacific at 40,000 feet altitude. A booster
rocket and the X-43A are separated from the B-52B aircraft and a booster rocket lifts X-43A.
Finally, at about 9500 feet, a scramjet engine starts to operate and the X-43A continues
to fly for about ten seconds. As a result, the type of a hypersonic vehicle and its fight
trajectory are identifies as the finite element simulation’s object. In addition, the flight
trajectory of the X-43A is divided into 31 different groups, including subsonic velocity,
transonic velocity, supersonic velocity and hypersonic velocity, and the corresponding
atmospheric environment is calculated via the ATMOSCOESA (H) function in Table 1.
The committee on extension to the Standard Atmosphere has the acronym COESA. The
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ATMOSCOESA (H) function implements a mathematical representation of the 1976 COESA
United States standard lower atmospheric values. H, T, a, P and R are the altitude (m),
the temperature (K), the sound velocity (m/s), the pressure (Pa) and the density (kg/m3)
of the corresponding atmospheric environment, and M is the X-43A flight speed (Mach
number). For example, if we calculate the COESA model at 12,192 m in MATLAB with
ATMOSCOESA input (12,192), results are obtained.
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Figure 4. Flight trajectory of the X-43A [45].

Table 1. The corresponding atmospheric environment.

H (m) T (K) a (m/s) P (Pa) R (kg/m3) M (Mach)

a 12,192 216.65 295.0696 18,754 0.3016 0.8
b 12,572 216.65 295.0696 17,663 0.284 1.005
c 12,952 216.65 295.0696 16,636 0.2675 1.21
d 13,332 216.65 295.0696 15,668 0.2519 1.415
e 13,712 216.65 295.0696 14,757 0.2373 1.62
f 14,092 216.65 295.0696 13,899 0.2235 1.825
g 14,472 216.65 295.0696 13,090 0.2105 2.03
h 14,852 216.65 295.0696 12,329 0.1982 2.235
i 15,232 216.65 295.0696 11,612 0.1867 2.44
j 15,612 216.65 295.0696 10,937 0.1759 2.645
k 16,000 216.65 295.0696 10,287 0.1654 2.85
l 16,500 216.65 295.0696 9508 0.1529 2.98

m 17,000 216.65 295.0696 8787 0.1413 3.11
n 17,500 216.65 295.0696 8121 0.1306 3.24
o 18,000 216.65 295.0696 7505 0.1207 3.37
p 18,500 216.65 295.0696 6936 0.1115 3.5
q 19,000 216.65 295.0696 6410 0.1031 3.63
r 19,500 216.65 295.0696 5924 0.0953 3.76
s 20,000 216.65 295.0696 5475 0.088 3.89
t 20,500 217.15 295.4099 5060 0.0812 4.02
u 21,000 217.65 295.7498 4678 0.0749 4.15
v 21,500 218.15 296.0893 4325 0.0691 4.28
w 22,000 218.65 296.4284 4000 0.0637 4.41
x 22,500 219.15 296.7672 3700 0.0588 4.54
y 23,000 219.65 297.1055 3422 0.0543 4.67
z 23,500 220.15 297.4435 3167 0.0501 4.8
A 24,000 220.65 297.7811 2930 0.0463 5
B 25,239 221.889 298.616 2420 0.038 5.5125
C 26,478 223.128 299.4485 2001 0.0312 6.025
D 27,717 224.367 300.2788 1656 0.0257 6.5375
E 28,956 225.606 301.1067 1372 0.0212 7.05
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4.2. Finite Element Simulation Results

According to Table 1, the surface contour of an X-43A wing is chosen as the wall in
the external flow field (Figure 4 red line), and the 31 different groups with four types of
wedged angles (45◦, 30◦, 15◦, 20◦) are calculated in the finite element simulation, in which
45◦ connects to group a, 30◦ connects to groups b~k, 15◦ connects to groups l~A, and 20◦

connects to groups B~E. As is shown in Figure 5, the left, right and top of each of two-
dimension external flow fields are the set inlet, outlet, and pressure-far-field, respectively,
with different boundary conditions, corresponding to the Table 1.
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Figure 5. The external flow field with four types of wedged angles (a) 45◦, (b) 30◦, (c) 15◦, (d) 20◦.
The red line is the wall of the surface contour from a X-43A wing.

Each two-dimension external flow field uses the triangles method to generate Mesh
with different element qualities of the Mesh Metric in Table 2.

Table 2. Different element quality of the Mesh Metric.

Min Max Average Standard Deviation

45◦ 0.68585 1 0.96653 0.034491
30◦ 0.70242 1 0.96605 0.034583
15◦ 0.63334 1 0.97108 0.031560
20◦ 0.75314 1 0.97201 0.029351

These 31 groups of 45◦, 30◦, 15◦, 20◦ wedged angles are associated with different
solutions of the calculation in Tables 3 and 4. The initialization method takes hybrid
initialization with 15 iterations in the calculation. Based on the above-mentioned setting
parameters, the finite element simulation results are shown in Figure 6.

Based on the finite element simulation results, the wall temperature values of the
surface contour of a X-43A wing (the red line in Figure 5) are chosen to plot scatter graphs
concerning position and temperature relationships, as shown in Figure 7. From Figure 7,
it is obvious that the link between the rising temperature and the X-43A flight speed is
a positive correlation. Each group is an independent time interval, and the maximum
wall values from each scatter graph of different positions are plotted as a scatter graph in
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Figure 7e. In Figure 7e, the fitting curve wall temperature expression of the surface contour
from a X-43A wing in a time sequence is as follows:

T∗(t) = −5.012 ∗ 10−7t8 + 5.832 ∗ 10−5t7 − 2.675 ∗ 10−3t6 + 0.06117t5 − 0.7195t4 + 3.945t3 − 6.902t2 + 21.51t + 234.2 (62)

where T∗(t) is the temperature trajectory of the TSTQLH control system, t is the flight time,
and SSE, R-square, Adjusted R-square and RMSE are equal to 4444, 0.9988, 0.9984 and
14.21, respectively.
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Table 3. Different solutions in detail.

Pressure-Velocity
Coupling Spatial Discretization

Scheme Gradient Pressure Density Momentum
Modified
Turbulent
Viscosity

Energy

45◦ Coupled Green-Gauss
Node Based Second Order Third-Order

MUSCL
Second Order

Upwind
First Order

Upwind
Second Order

Upwind

30◦ Coupled Least Squares
Cell Based Second Order Second Order

Upwind
Second Order

Upwind
First Order

Upwind
Second Order

Upwind

15◦ Coupled Least Squares
Cell Based Second Order Second Order

Upwind
Second Order

Upwind
First Order

Upwind
Second Order

Upwind

20◦ Coupled Least Squares
Cell Based Second Order Second Order

Upwind
Second Order

Upwind
First Order

Upwind
Second Order

Upwind

Table 4. Different solution controls in detail.

Pseudo Transient Explicit Relaxation Factors

Pressure Momentum Density Body Forces Modified Turbulent Viscosity Turbulent Viscosity Energy

45◦ 0.1 0.2 0.8 1 0.75 1 0.75
30◦ 0.5 0.5 1 1 0.75 1 0.75
15◦ 0.5 0.5 1 1 0.75 1 0.75
20◦ 0.5 0.5 1 1 0.75 1 0.75
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Remark. The QLH is a kind of tungsten filament quartz lamp. To obtain proper parameters of
the ANN-GNFTSMMFC-LESO controller, some steps are applied. The sampling period of the
simulation test is 31 s in MATLAB 2014b.

Step 1: Tune χ by increasing its values from negative to positive until the control trend declines,
when other parameters are equal to 0.

Step 2: If step 1 is unsuccessful, tune β1 and β2 from small to large by satisfying β1 > 0, β2 > 0
until the control trend declines, when other parameters still maintain 0.
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Step 3: Maintain the values of χ, β1, β2, tune η, κ, and ι by satisfying η > 0, κ > 0, and ι > 0
while checking the tracking error and chattering.

Step 4: Maintain the values of χ, β1, β2, η, κ, and ι, tune q and p by satisfying p < q < 2p and
positive odd integers while checking the tracking error and chattering.

Step 5: Finally, tune h8 and o8 corresponding to the tracking error while checking the tracking error
and chattering. In addition, during other controllers, the same parameters are the same as in
the proposed controller (ANN-GNFTSMMFC-LESO controller). Other parameters are set
by the above-mentioned tuning procedures.

5. Simulation Results

Under optimized conditions, the ANN-GNFTSMMFC-LESO controller was further
studied based on the TSTQLH. The parameters of QLH are listed as: c = 130 J/kg·K;
m = 1.46× 10−2 kg; A = 2.9 ∗ 10−3 m2; β = 11.6 W/m2·K; λ = 174 W/m·K; UI = 220 V;
R = 3.08 Ω; ε = 0.97; σ = 5.67× 10−8 W/m2·K4; F = 1. The parameters of the ANN-
GNFTSMMFC-LESO controller are listed as: η = 20; ι = 4000; p = 3; q = 5; g0 = 20;
κ = −2250; χ = −450; ς = 20; β1 = 50; β2 = 230; h8 =

[
1 2 5 8 1 3 6 2

]
;

o8
T =



1 3
1 2
0 0.023

−0.0153 0.016
−0.0214 0
−0.0153 −0.016

0 −0.023
0.0153 −0.016


, Kp = −0.05; Ki = −10; Kd = −0.006. Other parame-

ters are the same. All parameters are shown in Tables 5–10.

Table 5. Some parameters of the QLH.

Symbol Parameter (Unit) Description

c 130 J/kg·K Specific heat capacity of the quartz lamp filament
m 1.46× 10−2 kg Mass of the quartz lamp filament
A 2.9× 10−3 m2 S area of the QLH tube
β 11.6 W/m2·K Heat convection coefficient
λ 174 W/m·K Heat conduction coefficient
ε 0.97 Blackness coefficient of the quartz lamp filament
σ 5.67× 10−8 W/m2·K4 Stephen Boltzmann’s constant
F 1 Angle coefficient

UI 220 V Input supply voltage
R 3.08 Ω Total resistance of the QLH

Table 6. Parameters of the ANN-GNFTSMMFC-LESO controller.

ANN-GNFTSMMFC-LESO Controller *

η ι p q g0

20 4000 3 5 20
κ χ ς β1 β2

−2250 −450 20 50 230

∗ h8 =
[

1 2 5 8 1 3 6 2
]
; o8

T =



1 3
1 2
0 0.023

−0.0153 0.016
−0.0214 0
−0.0153 −0.016

0 −0.023
0.0153 −0.016


.
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Table 7. Parameters of the GNFTSMMFC-LESO controller.

GNFTSMMFC-LESO Controller

η ι p q g0

20 4000 3 5 20
κ χ β1 β2

−2250 −450 50 230

Table 8. Parameters of the TSMFC-LESO controller.

TSMFC-LESO Controller

ι p q g0

4000 3 5 20
κ χ β1 β2

−2250 −450 50 230

Table 9. Parameters of the iPIDMFC controller.

iPIDMFC Controller

Kp Ki Kd χ

−0.05 −10 −0.006 −450

Table 10. Parameters of the PID controller.

PID Controller

Kp Ki Kd

−0.05 −10 −0.006

As is shown in Figures 8 and 9, there are other four comparative control strategies,
including the GNFTSMMFC-LESO controller, the TSMFC-LESO controller, iPIDMFC con-
troller, and the PID controller. The GNFTSMMFC-LESO controller has the same sliding
mode surface and LESO as the proposed scheme (ANN-GNFTSMMFC-LESO controller)
with the auxiliary controller ANN. The TSMFC-LESO controller has a traditional TSM
surface (s = e(t) + ιe(t)p/q). The iPIDMFC controller combines the PID controller with the
MFC, which is defined as:

α(t) = −Ĝ(t)+
.
T
∗
(t)+δ(e)

χ

δ(e) = Kpe(t) + Ki
∫

e(t)dt + Kd
.
e(t)

(63)

As shown in Figure 8a (the reference temperature trajectory of Equation (62)) and
Figure 8, the fitting curve wall temperature of the surface contour from an X-43A wing in
time sequence is chosen as a reference trajectory, which is from 234.2 k in 0 s to 1711.79 k
in 31 s. From Figure 8b,c, these controllers have a silimar trend about the tracking dy-
namic performances. At the beginning, from 1.0 s to 3.0 s, the ANN-GNFTSMMFC-LESO
controller has the shortest response time and other cotrollers have overshoot phenomena
with different levels. From Figure 8d,e, chattering phenomena occur in the TSMFC-LESO
controller because of the traditional TSM surface with a high-frequency switching phase
during the whole process. In Figure 8f, chattering phenomena occur in the GNFTSMMFC-
LESO controller at a later time from 24 s to 31 s, due to the lack of the auxiliary controller
ANN, leading to estimation error accumulation. In Figure 8g,h, it is apparent that the
ANN-GNFTSMMFC-LESO controller has the smallest input and estimation error due to
the combined effects of MFC, GNFTSMC and ANN.
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Considering the QLH as an infrared radiation heating element, its resistance is sensi-
tive to its temperature. The time-varying resistance of the quartz lamp filament is selected
as a disturbance and its equation is:

R1 = 3.08 ∗ [1 + 0.0045T∗(t)] (64)
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Figure 9 reveals that the time-varying resistance has an adverse impact on perfor-
mances which enlarges the fluctuation range and prolongs stabilization time. By contrast,
the ANN-GNFTSMMFC-LESO controller has robustness to some disturbances. According
to Figure 9c,d, the tracking error of the ANN-GNFTSMMFC-LESO controller decreases
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dramatically at the beginning, then remains stable until 31 s. By contrast, the largest
fluctuation occurred in the tracking error of the TSMFC-LESO controller at around 30 k
at 0.2 s and reached a relative steady state at 3.0 s. However, at the later stage of the
control process, the TSMMFC-LESO controller had more chattering as shown in Figure 9e.
The GNFTSMMFC-LESO controller had a steady state error because of the lack of the
auxiliary controller ANN. If the time-varying resistance occurred, there were some tracking
fluctuations for iPIDMFC controller and PID controller. In fact, the PID is based on output
error feedback to eliminate error and its final state may be stable. However, the real output
is an inertial variable without any sudden changes. Some nonlinear, unknown features and
external uncertainties are involved in this control system, which cause sudden changes
in the control process. This means that the non-jumping variable is used to control the
jumping variable, leading to a conflict between rapidity and overshoot.
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To make quantitative comparisons, calculations of simulation results from 10 s to

20 s are given in Table 11, including the root mean square error RMSe =

√
N
∑

i=1
e2

i /N, the

Maximum error Max = Max|ei|| i = 1 ∼ N .



Energies 2022, 15, 3284 22 of 25

Table 11. Calculations of RMSe and Max.

Control Methods
Without Disturbances With Disturbances

RMSe Max RMSe Max

ANN-GNFTSMMFC-LESO 0.82 0.95 0.87 1.57
GNFTSMMFC-LESO 1.97 3.65 3.67 4.19

TSMFC-LESO 2.92 14.21 3.42 17.45
iPIDMFC 1.06 5.15 1.52 8.78

PID 1.59 6.85 1.87 9.44

The above results show that the ANN-GNFTSMMFC-LESO controller possesses strong
robustness in tracking temperature trajectory and its tracking error can rapidly converge to
zero. Internal system parameters make no significant difference on its tracking precision
over the period from 0 s to 31 s. Compared with GNFTSMMFC-LESO controller, TSMFC-
LESO controller, iPIDMFC controller, and PID controller, the ANN-GNFTSMMFC-LESO
control strategy has great application in real time ground simulation of aerodynamic
heating produced by hypersonic vehicles.

6. Conclusions

In summary, the TSTQLH was established as a real time ground simulation system
of aerodynamic heating for the examination of the hypersonic vehicle TPS, along with
control system analyses. Due to a lack of system dynamic information, previous control
methods such as fuzzy control and PID control have some deficiencies, which are sensitive
to system parameter uncertainties and external disturbances. This paper proposes an
ANN-GNFTSMMFC-LESO controller that contains three parts: an MFC with LESO, a GN-
FTSMMFC controller, and an auxiliary controller ANN. The MFC improves performance
of the controlled object with nonlinearity, high-order terms and dynamic disturbances to
alleviate the dependence of system dynamics. The GNFTSMMFC controller has a new
sliding mode surface without a high-frequency switching phase to suppress chattering
phenomena, and the initial system state is trapped on the sliding mode being insensitive
to lumped disturbances. Therefore, fast response, strong robustness, and finite-time con-
vergence are simultaneously guaranteed. The ANN, as an estimation error compensator,
uses a cubic B-spline function with low computational load and second-order smoothness,
and has the ability of eliminating extra disturbances for system dynamic performance. The
temperature trajectory of the surface contour from an X-43A wing in a time sequence was
calculated by finite element simulation (ANSYS Workbench 2020 R2) with 31 different
groups and its fitting curve was chosen as a tracking target. Under optimized conditions,
the proposed ANN-GNFTSMMFC-LESO controller was validated to successfully track
temperature trajectory during simulation demonstrations (MATLAB 2014b).
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Appendix A

Theorem A1. In mathematics, a real variable y = f (x) is differentiable at a point x0 of its domain.
If the limit L exists, it is:

L = lim
∆x→0

f (x0)− f (x0 − ∆x)
∆x

(A1)

So, this limit is called the derivative of a real variable y = f (x) at a point x0, denoted dy
dx

∣∣∣
x=x0

or
.
y(x0).

According to Theorem 4, the calculation process of (8) is:
Based on (7), both sides are divided by ∆t and further calculated by:

U2
I

R

{
sin[2α(t)]

2π
+

π − α(t)
π

}
= cm

T(t)− T(t− ∆t)
∆t

+ A
{

β
T(t)− T(t− ∆t)

∆t
+ λ

T(t)− T(t− ∆t)
∆t

+ εσFT4
1 (t)

}
(A2)

where the control process of TSTQLH always tracks the reference temperature trajectory. In
particular, T(t) is the current temperature (K) and T(t− ∆t) is the previous temperature of
the time interval ∆t (K).

Then, the derivative of T(t) is calculated by:

.
T(t) = lim

∆t→0

T(t)− T(t− ∆t)
∆t

(A3)

where the limit exists and ∆t→ 0 ,
.
T(t) is equal to the limit.

Then, (8) is obtained by:

U2
I

R

{
sin[2α(t)]

2π
+

π − α(t)
π

}
= cm

.
T(t) + A

[
(β + λ)

.
T(t) + εσFT4(t)

]
(A4)

Appendix B

The calculation process of (19) is:

.
s(t) = η

.
e(t) + e(t) + ιe(t)p/q

η
.
e(t) + e(t) + ιe(t)p/q = 0

e(t)−p/q .
e(t) + e(t)1−p/q

η = − ι
η

(A5)

Let E = e(t)1−p/q:, then (A5) is rewritten as:

q
q− p

dE
dt

+
E
η
= − ι

η
(A6)

dE
dt

+
E
η

q− p
q

= − ι

η

q− p
q

(A7)

Because of a first order differential equation, (A7) is calculated as:

E = exp
[
−
∫ ( 1

η
q−p

q

)
dt
]{∫ (

− ι
η

q−p
q

)
exp

[∫ ( 1
η

q−p
q

)
dt
]
dt + ℵ

}
E = exp

(
− 1

η
q−p

q t
)[∫ (

− ι
η

q−p
q

)
exp

(
1
η

q−p
q

)
dt + ℵ

]
E = exp

(
− 1

η
q−p

q t
)[
−ι exp

(
1
η

q−p
q t
)
+ ℵ

]
E = −ι + ℵ exp

(
− 1

η
q−p

q t
)

(A8)
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where, ℵ ∈ R is an arbitrarily constant.
Then, substituting E = e(t)1−p/q to (A8), (A8) is calculated:

e(t)1−p/q = −ι + ℵ exp
(
− 1

η
q−p

q t
)

exp
(
− 1

η
q−p

q t
)
= e(t)1−p/q+ι

ℵ

1
η

q−p
q t = ln ℵ

e(t)1−p/q+ι

t = ηq
q−p ln ℵ

e(t)1−p/q+ι

(A9)

Therefore, the finite time of convergence to equilibrium state is:

ts =
ηq

q− p
ln

ℵ
e(t)1−p/q

ss + ι
(A10)

where e(t)ss are steady-state errors.
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