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Abstract: The accurate prediction of the solar energy that can be generated using the rooftops of
buildings is an essential tool for many researchers, decision makers, and investors for creating
sustainable cities and societies. This study is focused on the development of an automated method
to extract the useable areas of rooftops and optimize the solar PV panel layout based on the given
electricity loading of a building. In this context, the authors of this article developed two crucial
methods. First, a special pixel-based rooftop recognition methodology was developed to analyze
detailed and complex rooftop types while avoiding the challenges associated with the nature of the
particular building rooftops. Second, a multi-objective enveloped min–max optimization algorithm
was developed to maximize solar energy generation and minimize energy cost in terms of payback
based on the marginal price signals. This optimization algorithm facilitates the optimal integration
of three controlled variables—tilt angle, azimuth angle, and inter-row spacing—under a non-linear
optimization space. The performance of proposed algorithms is demonstrated using three campus
buildings at the University of Alberta, Edmonton, Alberta, Canada as case studies. It is shown that
the proposed algorithms can be used to optimize PV panel distribution while effectively maintaining
system constraints.

Keywords: roof identification; roof classification; computer vision; mapping; optimizing; solar
rooftop potential; buildings; urban systems; photovoltaics

1. Introduction

Considering the energy and environmental crisis in recent years, many countries
around the world are racing to use different approaches to energy issues (including the
replacement of fossil fuels with renewable sources of energy) to save energy and reduce
energy consumption, control supply and demand, and reduce their carbon footprints. As
buildings are one of the leading energy consumers, solar photovoltaics (PV) are considered
a key technology for climate change mitigation and clean energy generation that offer
sustainable energy and emission savings. For example, from 30% to 40% of the total
energy consumed in North America is dedicated to buildings, and the building sector can
contribute more than 30% of the total carbon dioxide emissions each year [1].

Building energy consumption is affected by many factors and characteristics of the
building envelope, including the layout of the building rooftops, the scale of the building,
and the regional climate [2]. A building’s rooftop layout is considered one of the most
critical factors and an integral part of the building because its design determines the
response of the building to external factors such as solar irradiance intensity and weather
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change [3]. Furthermore, in this study, the rooftop characteristics were the main factor
considered for the proposed optimized solar PV layout design methodology.

In this context, all potential locations where a solar PV system could be placed (e.g.,
rooftops and walls) in urban and rural areas should be analyzed in order to optimally
utilize renewable energy. This includes the detection of residential, commercial, and office
rooftops for the optimum installation of solar PV systems. To this end, the authors of this
study propose a multi-objective optimization problem to extract the rooftop information
required for optimizing solar PV installations. The main critical objective is to optimize
the PV system layout configuration by using the identified rooftop areas and the building
energy cost by maximizing the PV energy generation in order to minimize purchasing from
the grid, eventually reducing carbon dioxide emissions.

Numerous works have been conducted to find the optimal tilt and azimuth angle
in different parts of the world. For instance, Yang and Lu [4] provided a practical math-
ematical method for obtaining the optimal tilt angle based on monthly, seasonal, and
annual radiation data for a grid-connected system in Hong Kong and stand-alone, building-
integrated photovoltaic systems. In another study, Siraki and Pillay [5] used a simple
model to calculate the optimal tilt angle based on a modified sky model that considered
latitude, weather conditions, and the effect of surrounding obstacles. Rowlands et al. [6]
obtained the optimal tilt and azimuth angle for solar panels to maximize revenue in Ontario,
Canada. In the surveyed cities (Toronto and Ottawa), the tilt angle was slightly less than
latitude; and the azimuth angle, depending on the cost regime, was approximate to the
south (between 4 degrees southwest and 6 degrees southeast). Kaddoura et al. [7] also
obtained the optimal tilt angle for different cities in Saudi Arabia. They suggested that the
tilt angle can be changed six times a year. Their results also showed that the monthly and
seasonal changes in the optimal angle increased the produced energy by 6.37% and 7.74%,
respectively. However, the four abovementioned studies did not consider the effect of the
mutual shading of the panels for PV energy assessment. In addition, these studies did not
consider the building load demand in their analyses.

The optimization of a PV configuration depends on many other factors such as the
overall system size, the generation capacity of each module, the inter-row spacing between
adjacent rows, the amount of shading on the modules due to the consecutive modules, and
the roof features of the building [8]. Zhong and Tong [9] examined how the panels should
be aligned side by side on rooftops to find the optimal spatial arrangement. They studied
different alignment types (e.g., vertical alignment, horizontal alignment, and without
alignment scenario), and their results showed that no alignment was the best arrangement.
The main limitations of their work were that the panels’ tilt angle was considered to be
zero and the edges of the panels were assumed to be parallel to the roofs’ edges. Perez-
Gallardo et al. [10] maximized the amount of energy generation by a solar PV system using
a genetic algorithm. The optimization was performed on a flat surface without elevation
and with a specific rectangular shape. In addition, based on the techno-economic and
environmental criteria, they studied and ranked five different solar module technologies
such as the monocrystalline silicon, multi-crystalline silicon, amorphous silicon, copper
indium selenide, and cadmium telluride.

Determining the optimal design of solar panel distribution while satisfying multi-
ple objectives is becoming a more widely studied topic considering a large number of
parameters and involved strategies. Recent studies have presented several approaches
to determine the solar irradiance and optimize the PV configuration of building rooftops.
Awad and Gül [11] obtained the optimized layout and system size by applying a gener-
alized reduced gradient nonlinear optimization algorithm that considered the significant
seasonal variations during the daylight hours and in the sun’s path. Alghamdi and Abdul-
salam [12] optimized the power generation of PV panels installed on building roofs. They
additionally developed and simulated a dynamic solar radiation model to assess the hourly
electricity generation, and a cost–benefit analysis was conducted for different scenarios
of PV system capacities. Liu et al. [13] developed energy-load matching optimization to
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achieve net-zero energy buildings using PV systems in seven cities in China. This algorithm
considered both rooftops and facades. Teofilo et al. [14] implemented large-scale rooftop PV
systems at airports for energy planning and policymaking in Australia. Additionally, the
authors investigated the potential of electricity production of rooftop solar PV at 21 federal
airports in Australia. Their methodology framework included the low-cost data collection
of 3D rooftops using user-friendly solar radiation modeling in GIS. Behura et al. [15] pre-
sented an optimization algorithm to install a PV system on the rooftop of a building on the
Vellore Institute of Technology campus (Vellore, India). This design was evaluated over
an entire year using the PVsyst v6.70 software. Additionally, weather datasets of ambient
temperature and radiation were considered.

Litjens et al. [16] combined consumption patterns based on Dutch historical data from
48 residential and 42 commercial buildings and day-ahead Dutch and German electricity
prices to find the optimal orientation of panels for various optimization objectives, such
as self-consumption. They analyzed 10,761 different directions, and the results showed
that self-consumption for residential buildings was maximized when the tilt angle was
26 degrees and the azimuth angle was 212 degrees. On the other hand, they found that
the maximum self-consumption for commercial buildings occurred when the tilt angle
was 17 degrees and the azimuth angle was 188 degrees. Christiaanse et al. [17] performed
two-level techno-economic optimization to design rooftop PV systems in British Colombia,
Canada. In their work, they considered the energy consumption of the building, the area of
the roof, the basic mutual shading analysis of adjacent panels, and the electricity rate of
the grid. A case study on prototype buildings using EnergyPlus showed that current costs
must be reduced by 50%, such as 1.25 CAD per installed watt, for solar system projects to
be economically viable. Another study by Awan et al. [18] showed the optimal distance
between the panel arrays for two PV installations on the roof and the ground to maximize
the energy yield and minimize the levelized cost of energy in Majmaah, Saudi Arabia. They
also considered cooling load reduction due to panel shading on the roof in the cost analysis.
The results showed that the PV system installed on the rooftop performed up to 23.7%
better than the ground installation in terms of the levelized cost of energy. Korsavi et al. [19]
carried out energy and economic evaluations of installing PV panels on rooftops in hot
and dry regions in Iran. They examined various economic parameters, including payback
period, net present value, return of investment, and levelized cost of energy. Their results
showed that due to the subsidies that contribute to reducing the electricity price in Iran,
the payback period is between 46.9 and 50.5 years. Additionally, they pointed out that if
one considers the actual cost of electricity without the subsidies, the return on investment
could be 11.6 years.

Tiwari et al. [20] evaluated solar potential on rooftops, including flat and sloped roofs
in an urban area, using Airborne LiDAR and orthophoto, but they did not consider the
solar reflections and PV modules’ shading effect. Awad et al. [8] used a PSO algorithm
for multi-objective optimization to maximize the energy produced by a PV system while
considering the shading from the PV modules. Additionally, the cost in the form of energy
yield for a commercial building was considered. The main downside of this method is that
the load demand is not considered during the optimization of PV modules.

In practice, rooftops may include irregular shapes and objects/obstacles that may in-
terfere with the solar PV installation. Additionally, multiple connected parts and segments
may make automated roof identification very hard to achieve. These concerns suggest
critical limitations of the mentioned literature. In addition, previous studies implemented
either simple optimization problems to make the system models more viable for PV in-
stallations or lacked a sophisticated shadow assessment, thus limiting the applicability of
the methods. These limitations motivated the authors of this paper to develop a compre-
hensive design methodology to optimize solar PV installations on building rooftops while
considering various critical parameters. The main contributions of the proposed approach
are as follows:
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• Developing an advanced image processing method to consider unusual shapes of
building roofs, roofs with obstacles, and roofs with different heights.

• Using the search space optimization method to deal with the non-linear problem with
sensitive constraints, such as the number and location of PV panels and irregular roof
dimensions, in addition to the main control variables: tilt and azimuth angles.

• Considering two types of shading impact: the mutual shading of the adjacent panels
and the shading of surrounding objects such as higher roofs, parapets, trees, chimneys,
large external HVAC systems, and neighbor buildings.

Accordingly, the present work is a more powerful and realistic reference than previous
studies for the determination of the optimal arrangement of photovoltaic panels on roofs
regardless of their shape, regarding economic features.

The developed algorithm was applied to three buildings located on the North Campus
of the University of Alberta: the Administrative Building (ADMIN), Cameron Library
Building (CAM), and Earth and Environmental Sciences Building (EAS). The general
procedure of the current study is shown in Figure 1.
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2. Materials and Methods
2.1. Building Models

This study was focused on extracting the necessary information about roofs using
3D building models and image processing. The 3D models available in Google Maps can
aid the extraction of useful information about building rooftops [21]. However, Google
Maps does not support spatial analysis of its 3D models. To overcome this issue, several
procedural steps are required to analyze the model of a building rooftop, as detailed in [22].
First, the RenderDoc graphics debugging tool is used to capture an instantaneous snapshot
of a building’s 3D model while the computer’s graphics processing unit is rendering it [23].
Second, the Blender software [24] is used to convert the RenderDoc 3D model format into
the STL format with the help of an add-on called Map Models Importer [25]. Finally, the
3D model is projected into a 2D heightmap to analyze each rooftop’s height. Details of the
heightmap analysis are elaborated upon in Section 2.2.

However, Google’s 3D models are not scaled to real-world units. This issue can be
resolved using a conversion factor to convert each model’s arbitrarily-scaled units into
real-world units. This pixels-to-meters conversion factor comes from the physical distance
spanned (vertically) by a Google Maps window, indicated in the URL bar. For example,
if a Google Maps window is 850 pixels tall on a device and the URL shows that the
window spans 172 m, then the pixels-to-meters conversion factor is simply 172 m/850 pix.
Since Google Maps offers fairly accurate and up-to-date models for building rooftops in
residential and industrial areas, the proposed algorithm can be applied to most buildings
in most cities without the use of building blueprints.

However, a closer inspection of each model in Google Maps may reveal some issues
with resolution, mainly when the model includes irregular objects such as real-world obsta-
cles and erroneous triangular holes on rooftops. Our proposed algorithm also mitigates
these issues, as further detailed below. In a grayscale image, these holes are identified by
dark pixels surrounded by lighter pixels. This algorithm uses the procedure in the morpho-
logical reconstruction [26]. It is worth noting that although the rooftop identification part
of the proposed algorithm is based on a Google Maps 3D mesh model, rooftops that are
not available using Google’s 3D models can be analyzed with the proposed algorithm after
the rooftop is scanned using other technologies such as drones equipped with cameras
and/or LiDAR.

2.2. Rooftop Recognition Using Computer Vision

This section explains how roofs of buildings are identified, classified, and then simpli-
fied to polygons. The discussed procedure is carried out in MATLAB.

2.2.1. Roof Identification

The rooftops of a building can be identified through several procedural steps devel-
oped by particular pixel-based algorithms. A valid rooftop is defined as a region in a
heightmap separated from the rest of the map by a sharp discontinuity in height, which
we define as an edge. All rooftops must be at least 3.5 m above the ground and have
enough area for at least one standard size PV panel. The goal of the roof identification
algorithm is to split the heightmap of a building into different isolated sections that each
represent a rooftop. Each section should have its own height range and slope, and the
binary representation of each section is referred to as its blob [27].

A percentile analysis is applied to the heightmap of each blob to check for multiple
distinct flat regions, and then separate them accordingly in case the previously mentioned
edge detection failed. If the percentile analysis indicates at least two individual flat regions
within the selected blob, the detected regions are separated to generate two individual
roofs or more. Flat regions in a blob are detected by the i f lat function defined as:

i f lat =

{
1,
(

vi−vi−1
2.5 < 0.17

25

)
|
(

vi+1−vi
2.5 < 0.17

25

)
0, otherwise

, (1)



Energies 2022, 15, 1738 6 of 32

where v is a 1D array of the blob’s height percentile values in order of increasing percent
rank [28], in steps of 2.5%. The i f lat function is essentially an indicator of height ranges
where the blob is considered flat, defined as the height percentile increasing by less than
0.17/25 (m/%).

However, at this stage in the rooftop segmentation process, some rooftop blobs may
comprise multiple distinct slanted rooftops with little to no difference in heights where the
roofs meet (as is the case with gable roofs, hip roofs, etc.). Thus, the precise segmentation
of these rooftops into their component blobs requires additional steps. For instance, the
rooftop of the Cameron Library building (CAM) is an excellent example of a wavy rooftop
composed of multiple slanted rooftops, which should thus be separated into multiple
individual blobs. Further details on how to deal with and address this issue with such
rooftops are demonstrated in Section 2.2.2.

The current algorithm can detect large obstacles such as chillers; heating, ventilation
and air conditioning (HVAC) external units; and solar collectors. In the proposed detection
and classification algorithm, if the difference between a rooftop and obstacles is at least
one meter, the obstacle can be detected. Otherwise, it may not be detectable. Therefore, for
example, solar collectors with a slight tilt angle may not be recognizable.

2.2.2. Roof Classification

After the rooftop identification procedure, a rooftop classification step is applied
to classify these roofs into one of three different types: (1) flat, a rooftop with roughly
constant height, with or without parapets; (2) slanted, a rooftop that is not flat but has an
approximately constant slope; and (3) irregular, i.e., any rooftop or object that does not
fall into the previous two categories, such as curved rooftops, large trees, and rooftops
with nearby treetops that are hard to identify in the heightmap. All detected irregular
objects are removed from consideration because they may affect the useful area for the PV
panel installation.

Similarly to the percentile analysis mentioned in the previous sub-section, a roof is
categorized as flat if at least 50% of its height percentile values have a height change of less
than 0.17/25 (m/%) and at least 10% of its height percentile values have a height change of
less than 0.05/25 (m/%),

If the roof is not flat, then a comparison between the blob’s heightmap and a virtual
fitting plane is applied to determine whether the blob is slanted or not. The fitting plane is
defined as:

z′f it = zhigh +
dz
dx

(
x− xhigh

)
+

dz
dy

(
y− yhigh

)
(2)

where xhigh, yhigh, and zhigh are the coordinates of the investigated blob’s highest point. If
the standard deviation of the residuals between the blob’s heights and the fitting plane is
smaller than 0.095 m, then the rooftop is classified as slanted. Otherwise, it is classified
as irregular.

At this stage in the algorithm, rooftops classified as “irregular” may simply be com-
posed of flat and slanted rooftops connected together, as is the case with (for example)
gabled, hip, and butterfly rooftops. Therefore, an enhanced separation method is applied
on each irregular rooftop to split it into smaller pieces.

The proposed multi-slant detection methodology based on morphological erosion
theory [29–31] can locate ridges by finding local maxima and minima running over all
the directions of the blob. A ridge is a virtual line that links two slanted surfaces. If
ridges are validated, they split a blob into multiple distinctly sloped blobs. For example,
Figure 2 shows a butterfly roof that defines a low ridge in a blob heightmap. First, a
linear morphological structuring element is considered to find the local minima running
over different directions (see Figure 2b, in which each illustrated height pixel is in units
of meters). Then, the mid-part of the structuring element (denoted x0 in Figure 2b) is
dragged around each pixel in the heightmap. At each pixel, the height values overlapped
by the structuring element are isolated and compared. If this mid-part of the structuring
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element is paired with the corresponding pixel with the smallest height in the isolated
pixels, a value of “1” is assigned to that pixel in a binary map. The exact process is iterated
over multiple orientations for the linear structuring element, and the final result looks
like Figure 2c. Therefore, if a consecutive number of “1”s crosses the binary map, then an
irregular classified roof can be split along this line into two individual slanted roofs.

Energies 2022, 15, 1738 7 of 32 
 

 

shows a butterfly roof that defines a low ridge in a blob heightmap. First, a linear mor-
phological structuring element is considered to find the local minima running over differ-
ent directions (see Figure 2b, in which each illustrated height pixel is in units of meters). 
Then, the mid-part of the structuring element (denoted 𝑥  in Figure 2b) is dragged 
around each pixel in the heightmap. At each pixel, the height values overlapped by the 
structuring element are isolated and compared. If this mid-part of the structuring element 
is paired with the corresponding pixel with the smallest height in the isolated pixels, a 
value of “1” is assigned to that pixel in a binary map. The exact process is iterated over 
multiple orientations for the linear structuring element, and the final result looks like Fig-
ure 2c. Therefore, if a consecutive number of “1”s crosses the binary map, then an irregular 
classified roof can be split along this line into two individual slanted roofs. 

 
(a) 

  
(b) (c) 

Figure 2. Obtaining a low ridge: (a) hypothetical butterfly roof, (b) linear morphological 
structuring element and heightmap of a blob, and (c) binary map of a low ridge. 

2.2.3. Polygon Approximation 
This approach can be considered the final step of the rooftop analysis that simplifies 

rooftop shapes into more predictable areas to accommodate the subsequent solar panel 
optimization in the next section. Upon generating several simplified polygon shapes of 
each rooftop using a pseudo-deterministic algorithm, each pixel of the original rooftop is 
assigned a score so that “1.0” precisely corresponds to a roof’s edges, and the score of this 
map gradually decreases as pixels are located farther from the edge on both sides. On the 
other hand, straight lines are drawn in each approximate polygon map from each corner 
to the next, ideally tracing the approximate outline of the rooftop blob. Thus, the pixels 
that correspond to the polygon edge are filled with “1”. This approach generates approx-
imate polygons for all roofs and can be tested using the confidence score equation below: 

Figure 2. Obtaining a low ridge: (a) hypothetical butterfly roof, (b) linear morphological structuring
element and heightmap of a blob, and (c) binary map of a low ridge.

2.2.3. Polygon Approximation

This approach can be considered the final step of the rooftop analysis that simplifies
rooftop shapes into more predictable areas to accommodate the subsequent solar panel
optimization in the next section. Upon generating several simplified polygon shapes of
each rooftop using a pseudo-deterministic algorithm, each pixel of the original rooftop is
assigned a score so that “1.0” precisely corresponds to a roof’s edges, and the score of this
map gradually decreases as pixels are located farther from the edge on both sides. On the
other hand, straight lines are drawn in each approximate polygon map from each corner to
the next, ideally tracing the approximate outline of the rooftop blob. Thus, the pixels that
correspond to the polygon edge are filled with “1”. This approach generates approximate
polygons for all roofs and can be tested using the confidence score equation below:

con f idence =
∑

pixels in map
i=1 polygon map score(i)× roo f map score(i)

total number o f entries o f “1” in the roo f map
(3)

The confidence score equation indicates how closely the outline of the final tolerated
polygon can match the outline of the selected roof edges. The confidence score ranges from
0 (meaning there is no overlap between the two outlines) to 1 (indicating identical outlines).
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Thus, the approximation result with the highest confidence score is expected to represent
the selected rooftop best.

2.3. Solar Radiation Model

Several radiation variables have to be first analyzed to investigate a solar radiation
model of PV energy performance. In this study, the ADMIN, CAM, and EAS buildings of
the University of Alberta were selected for our optimization algorithm. These buildings are
located in Edmonton, Alberta, with geographical coordinates of 53.5461◦ N, 113.4938◦ W.

The clear-sky radiation (W/m2) reaching the surface of the solar module (Gcs) is
composed of three parts: beam radiation (Gbeam), diffuse (Gdi f f ), and reflection from the
ground (Gre f l), as represented in Equation (4) [32]:

G cs = Gbeam + Gdi f f + Gre f l (4)

Each component on the right-hand side of Equation (4) can be calculated separately.
However, the clear-sky global horizontal radiation GGH has to be calculated first with
Equation (5), which is the basis for calculating beam and reflection radiation [33,34]:

GGH = 0.7× Gon × cos(θz), (5)

where Gon and θz are the extraterrestrial radiation on a horizontal plane and zenith angle,
respectively, and can be found in the work of Duffie and Beckman [32]. Using GGH , the
beam radiation, Gbeam, can be obtained as:

Gbeam = GGH ×
cos θ

cos θz
(6)

The ratio used in Equation (6) is a geometric coefficient representing the proportion of
irradiance on the inclined surface to the horizontal surface [32]. θ is the incidence angle of
beam irradiance and is defined as follows:

θ = cos−1(sin δ sin φ cos β− sin δ cos φ sin β cos γ + cos δ cos φ cos β cos ω
+ cos δ sin φ sin β cos γ cos ω + cos δ sin β sin γ sin ω),

(7)

where δ, φ, γ, ω, and β are the declination angle, the latitude of the location, surface
azimuth angle, hour angle, and surface tilt angle, respectively. Note that all angles are
in degrees. The declination and hour angle can be obtained with the method of Duffie
and Beckman [32]. The other radiation component is the diffuse irradiance, which can be
represented as [11,35]:

Gdi f f =
[
14.29 + 21.04

(π

2
− θz ×

π

180

)](1 + cos β

2

)
(8)

where the expression inside the brackets represents the diffuse radiation on the horizontal
surface. The proportion inside the second pair of parentheses is the surface-to-sky view
factor, which designates the ratio of the diffuse irradiance of the sloped surface to the
horizontal surface. The reflected irradiance is determined by Equation (9) as [32]:

Gre f l = ρg × GGH

(
1− cos β

2

)
(9)

where ρg stands for the surrounding reflectance and the ratio in the parenthesis represents
the surface-to-ground view factor. Finally, to calculate the output power of the modules G
(W/m2), the value of Gcs must be multiplied by clear-sky index (kt) as follows:

G = kt × Gcs. (10)



Energies 2022, 15, 1738 9 of 32

Equation (10) shows the effect of the sky cloudiness on the amount of solar energy at
the module location.

The next crucial factor is the shading effect, which directly impacts the generated
power of the PV system. Two shading types can be conceivable on PV modules: (1) the
mutual shading of adjacent modules (as shown in Figure 3) and (2) shading due to sur-
rounding obstacles such as buildings, roofs, trees, and chimneys. More details about the
general computation of the shading are presented in Appendix A.
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To consider the effect of the first type of shading, it should be noted that the amount of
shading on PV modules can be controlled by many variables such as the module inclination,
the module orientation, and the distance between the rows of PV modules. Needless to
say, the location of the sun in the sky also affects the shading on the PV module rows. In
the present work, the shadow cast on the panels at the adjacent rows was calculated based
on the Bany and Appelbaum analysis. The calculation of the shadow length on the next
PV row was formulated using the sun’s azimuth and altitude angles, PV panels’ tilt and
azimuth angles, and the inter-row spacing between PV arrays. Detailed information on
this particular shadow calculation can be found in [36]. In the present study, PV modules
were considered in the landscape orientation to diminish the shading effect.

To examine the second type of shading, the shading by surrounding obstacles, we
had to determine how a roof area was shaded using a shading map. Shading induced by
the same building was analyzed, e.g., the effect of the higher-level roofs on lower-level
ones. In addition, with the assistance of the shading map, the shadow cast on the target
building (ADMIN, CAM, or EAS) by surrounding buildings and trees was also considered.
Based on the sun’s location in the sky and the heights of all objects, a brightness score (br)
is determined for each pixel in the heightmap in our model. The value of each pixel can
vary between zero and one, zero indicating a fully shaded pixel and one indicating a fully
bright pixel. The br values are calculated on a specific day of the month as a representative
of that month during the panels’ operating hours. In br calculations, PV operating hours
are considered for the shading impact duration. Moreover, from one to two hours after
sunrise and before sunset are also considered as a tolerance.

The annual average of br is determined and used for the panels’ generation calculations
when considering the shading impact of surrounding objects. For example, Figure 4 shows
the schematic of two panels in a shading map that uses the br approach. The average values
of the br pixels (brscore,avg) of the left and right panels are 0.80 and 0.72, respectively. Hence,
the brscore,avg values of these panels depict the maximum amount of PV output generation
as 80% and 72% of their annual output, respectively.
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The brscore,avg can be considered a scaling factor used in Equation (11) to extract the
panels’ effective output generation when considering the surrounding obstacles’ shading
effect. In the proposed method, it is assumed that if the brscore,avg for a PV module is
below 0.6, that panel is removed from the system due to energy generation deficiency
over the year.

Considering both shading effects mentioned above, the final formulation of the PV
energy generation GPV system (kWh) can be obtained as:

GPV system = brscore,avg

×
operating hours

∑
h=1

(G(h)× t× Lm × wm × numunshaded × η/1000

+G(h)× t× Lm × wm × numshaded × Lm−Ls
Lm
× η/1000)

(11)

where η is the efficiency of the PV module. Additionally, numunshaded and numshaded rep-
resent the number of PV panels that are unshaded and partially shaded due to the PV
panel mutual shading, respectively; Lm and wm are the length and width of the modules,
respectively; and Ls is the length of the shadow on the adjacent row.

2.4. Multi-Objective Optimization of PV System

A multi-objective optimization model was developed in this paper to maximize the
energy production through the optimal PV system arrangement on an identified rooftop
and to minimize the PV system’s payback period. A payback period is the required time
that the future revenue inflow meets the project’s initial cost. As a result, the smaller the
payback period, the more economically viable a project will be. Various studies have used
the payback method to evaluate the economic viability of photovoltaic projects [37–39].

In this optimization problem, many constraints need to be considered when determin-
ing the PV mounting space of a building rooftop. The roof size, roof shape, and distance
between the PV arrays directly limit the PV mounting space, consequently limiting the
generated output power. Moreover, the inter-row spacing is also essential to mitigate the
shading effect to maintain the best energy productivity of the PV systems. Based on the
mentioned constraints, it can be concluded that increasing the number of installed PV
panels may not necessarily mean more power generation due to dimensional limitations.

In addition, the energy balance constraint within a system is necessary to maintain
a minimum difference between the load demand and PV-generated power. If the PV-
generated power is excessively less than the demand, more electric energy has to be
purchased from the grid, which substantially decreases the associated benefits. In contrast,
the significant surplus power of PV systems may lead to grid security limit violations such
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as the overvoltage problem. However, in our study, the PV-generated power was always
equal to or less than the specified hourly load demand.

The proposed multi-objective optimization equation with enveloped min–max opti-
mization operators maximizing the solar energy generation and minimizing cost in terms
of the payback period can be formulated as follows:

Mingpayback
[
Max GPV system(β, γ, Lir)

]
num, Gimp

, (12)

subject to
0◦ ≤ β ≤ 85◦,
−90◦ ≤ γ ≤ 90◦,

1 m ≤ Lir ≤ 4.5 m ; if a roof is flat
Lir = 0 ; if a roof is slanted

(13)

The optimization equation is based on multiple control variables, including the tilt
angle (β) and azimuth angle (γ) of panels and the distance between the arrays (Lir). We
assumed that the panels’ tilt angle could be vertically adjusted from parallel to the roofs (0◦)
to nearly perpendicular to roofs (85◦) and the azimuth angle could be horizontally adjusted
from (−90◦) east to (90◦) west. A two-year tolerance was considered an acceptable return
on investment to keep the system’s solar electricity generation at a nearly maximum level.

In order to find the payback period, we needed to specify the initial investment, annual
benefit, and annual cost. The initial cost of the photovoltaic system (IC), which depends on
the amount of the installed power, could be determined as:

IC = Cw × num× P (14)

where Cw is the installation cost per watt ($/W), num is the number of installed panels,
and P is the nominal power of each panel. The installation cost was considered to be
$2.80 per watt based on the information provided by the Energy Management and Sus-
tainable Operations (EMSO) at the University of Alberta. The hourly benefit (Bh) was
formulated as follows:

Bh =

{
(Gh − Dh)× Esell,h + Dh × Epurchase,h, Gh > Dh

Gh × Epurchase,h , Gh ≤ Dh
(15)

subject to
VPCC < Vmax (16)

where Gh and Dh are the hourly energy generation and demand of the building, respectively,
and Esell,h and Epurchase,h are the hourly selling price of PV surplus energy and energy
purchase price from the grid, respectively. To ensure no overvoltage issue occurs during
the energy selling period, voltage constrained is added to the equation. VPCC is the voltage
at the point of common coupling (PCC) or where the electric terminals of the PV panels
are connected to the grid. Vmax is the maximum overvoltage threshold, which is 1.05 times
the nominal voltage [40]. Equation (15) is decomposed into two components based on the
amount of solar energy generation. In a particular hour, when the PV power generation is
greater than the building demand, the hourly benefit integrates two terms: first, zero net
billing (ZNB), when the power generation fully covers the demand; and second, surplus
power that can be sold to the grid if it is attainable and an additional benefit is added to
the equation. On the other hand, if the power generation is less than the demand, only the
possible generated power can be utilized in the hourly benefit from the PV system that
participates in energy-purchase saving. Summing up all the hourly benefits results in the
total annual benefit (Bannual) of the proposed optimization method. Thebault et al. [41]
used a similar way to calculate the benefit. It should be noted that the operational and
maintenance costs were not considered in this study.
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The equivalent present value (EPV) of uniform series of yearly benefits is represented
as follows [42]:

EPV = Bannual

[
(1 + i)n − 1

i(1 + i)n

]
(17)

where i is the discount or interest rate that justifies the time value of the revenue and n is
the number of years. The authors of this study obtained the discount rate based on the
Government of Alberta interest rate benchmark [43], which was 2.2% in the year 2020. The
payback period could be determined using the following final representation:

IC− EPV = IC− Bannual

[
(1 + i)n − 1

i(1 + i)n

]
= 0 (18)

Due to the nonlinear nature of the objective function, the search space method is used
to find the optimum solution. The optimal answer is obtained from the discrete domain in
such a way that β and γ are discretized by 5 degrees and Lir is discretized by 0.5 m. The
discretization method has also been used by other researchers such as Litjens et al. [16].

The panels are installed on flat roofs and sloped roofs oriented between the EAST,
SOUTH, AND WEST. Additionally, on slanted roofs, panels are installed parallel to the
roofs. Thus, the slope of PV modules is equal to the roof’s pitch and their azimuth angle is
similar to the orientation of the building.

2.5. Data Collection

To accurately calculate the radiation intensity at the PV module level, it is necessary
to consider environmental parameters such as ambient temperature and the cloudiness of
the sky. In the present study, minutely values of kt for the year 2016 were obtained from
the work of Awad and Gül [11]. Since the solar radiation model in the current study was
considered hourly, the hourly average of minute data was used.

In the present work, a poly-crystalline module datasheet of a commercially available
module was used to calculate the photovoltaic system’s output energy. The module’s
nominal maximum power and efficiency were 400 W and 18.1%, respectively, and the size
of the panels was 2108 × 1048 mm [44].

A general profile of hourly and monthly consumption was obtained from the EMSO
at the University of Alberta. The monthly consumption of each building was prepared as
input data for the Monte Carlo simulation (MCS) method. MCS has outstanding advantages
in evaluating the probability distributions of renewable energy resources incorporated
into the grid system, uncertainty in solar irradiance, and load evaluations. This has
made it even easier for system operators to make decisions regarding generation dispatch
and demand forecasting and management since MCS can accommodate various complex
operational conditions and realize the random parameters to obtain expected probability
distributions of variables of interest. However, this method is ineffective for bulk power
system evaluation due to memory size limitations [45]. Example load profiles for the three
studied buildings during March 2019 are shown in Figure 5.

When dealing with building energy consumption data, we needed to consider the cost
of purchasing electric energy to calculate the cost of supplying electric energy imported
from the grid. Based on the information provided by the EMSO of the University of Alberta,
the purchasing price of electricity was assumed to be equal for all hours of the year to the
average one, which was $0.1015/kWh.
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3. Results

As mentioned earlier, three buildings from the University of Alberta—the ADMIN,
CAM, and EAS buildings—were used in this study to examine the multi-objective opti-
mization leveraged by the pixel-based image processing method. Moreover, in this section,
we present a set of optimal solutions based on the inter-row spacing of PV panels. The
maximum PV generation and minimum overall payback period are also discussed.

3.1. Roof Recognition

Figure 6a shows the texture information of the ADMIN building, and its corresponding
heightmap is shown in Figure 6b.
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Based on the methods mentioned in Section 2.1, the authors of this work considered
several building rooftop types: flat, slanted, and irregular. The roof recognition performance
for the ADMIN and CAM buildings is evaluated in this sub-section as an example. A real-
world satellite image of the ADMIN building is shown in Figure 7a. Figure 7b,c present the
binary map of the ADMIN building before and after the identification step, respectively.
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Figure 7. ADMIN building (a) satellite image (Imagery ©2021 Google, Imagery ©2021 Maxar Tech-
nologies, Map data ©2021), (b) binary map before roof identification, and (c) binary map after
roof identification.

Figure 7b shows the original binary map of the ADMIN building where rooftops are
connected together, which is very difficult to immediately use for further analysis. Figure 7c
shows the result after the identification process. It can be seen that the outer rooftop was
separated from the inner rooftop, which is consistent with the real-world satellite image
shown in Figure 7a. In addition, it is clearly shown that most of the unwanted objects,
including parapets and obstacles, were removed from binary maps. These objects were
removed to avoid considering the area they occupy in the following calculations and to
ensure a feasible and efficient PV installation.

Therefore, this algorithm was able to locate a small region in a rooftop that can fit at
least one solar panel with the required walkways. Additionally, rooftops with significant
height differences were separated to facilitate the analysis and independently optimize
different rooftops.
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The algorithm could also detect the difference between slopes to split challenging
“joined” rooftops into their components, such as the wavy rooftops on the CAM building,
as shown in the real-world satellite image of Figure 8a. Similar to the ADMIN building,
Figure 8b,c show the binary maps of the CAM building before and after the identification
step, respectively. By comparing Figure 8b,c, it can be clearly seen that the wavy rooftop
was correctly separated into its rooftop segments. Additionally, the unwanted objects, such
as the parapets and obstacles, were removed from the heightmaps.
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nologies, Map data ©2021), (b) binary map before roof identification, and (c) binary map after
roof identification.

The classification results of the rooftop types; i.e., whether they were flat, slanted, or
irregular; are depicted in Figure 9 for the ADMIN and CAM buildings. Figure 9a shows
the rooftop of the ADMIN building, which only contains flat rooftops as shown in blue.
However, the rooftop of the CAM building shown in Figure 9b includes all three types
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of rooftops (flat, slanted, and irregular). The outer rooftop in blue was classified as a flat
rooftop; and the wavy section in green, which is located in the center of the building,
consisted of 14 slanted rooftops. Additionally, a small irregular shape in red at the bottom-
left corner of the heightmap was classified as an irregular object. It can be concluded that
the algorithm worked well for the ADMIN and CAM buildings, and rooftops were assorted
with an accuracy of more than 95%.
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Next, we discuss the confidence scores of polygon approximation results and corre-
sponding roof IDs of the ADMIN and CAM buildings. Roof IDs represent the order of
an approximated rectangular shape under the polygon approximation algorithm. For the
ADMIN building, the first roof and second roof had confidence scores of 0.735 and 0.799,
respectively. Table 1 also presents the CAM building’s roofs IDs and their corresponding
confidence scores. Note that roof 16 of the CAM building had a confidence score of 0
because it was classified as an irregular rooftop.
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Table 1. Confidence scores for CAM building rooftops.

Roof ID Confidence Scores

1 0.756
2 0.856
3 0.828
4 0.865
5 0.810
6 0.839
7 0.927
8 0.906
9 0.859
10 0.824
11 0.866
12 0.873
13 0.850
14 0.853
15 0.950
16 0.000

The roof IDs and their corresponding rooftops are shown in Figure 10a,b for the
ADMIN and CAM buildings, respectively. When comparing confidence scores with the
labelled roof satellite images in Figure 10, it can be seen that the smaller rooftops (rooftops
with fewer corners) tended to obtain higher scores for their polygon approximation. Addi-
tionally, rooftops with wide, regular, and straightforward shapes were more likely to have
higher scores; e.g., roof 15 was close to a perfect rectangle and had the highest accuracy
score of almost 95% among all rooftops of the CAM building.
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3.2. Shading Analysis Results

The presence of shadows due to the obstacles on the roofs and around buildings
directly impacts PV output generation and may affect decisions regarding the installations.
Figures 11–13 illustrate the shading maps for the ADMIN, CAM, and EAS buildings,
respectively, representing the average brightness score in different seasons. The March
Equinox and September Equinox are the first days of the spring and fall in the northern
hemisphere, respectively, and the June Solstice and December Solstice indicate the start of
summer and winter, respectively. Yellow boxes indicate the target buildings. The taller
building around the EAS is marked with a red box in Figure 13.
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The figures above clearly show that the shading intensity in fall and winter had more
impact on the buildings’ radiation recipient areas than in spring and summer for our study.
Furthermore, in all three buildings, the induced shading by different heights of rooftops
at the same building is clearly visible. Finally, a shadow cast by the tall building near the
EAS building can also be observed on the right side of the EAS roofs, especially in winter
and fall.

3.3. Solar Radiation Model and Annual Electricity Generation Validation

In order to validate the radiation data used in the optimization procedure, the com-
puted daily clear-sky global horizontal radiation was compared to the NASA Prediction of
Worldwide Energy Resources [46], as demonstrated in Figure 14. The resulting error of this
comparison was only 4.31%.
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To validate the annual production of the PV systems, the data obtained from the
present work were compared to the data of PVWatts® [47]. Figure 15 shows the annual
energy generation of the ADMIN building at different tilt angles and fixed azimuth angles
to the south. Inter-row spacing was also set to one meter. Note that PVWatts® considers
the mutual shading effect on PV arrays with one-axis tracking and does not consider that
effect for fixed roof-mounted arrays.
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ADMIN building.

As represented in Figure 15, when the tilt angle was increased, significant differences
could be seen in annual generation (between 10% and 20%) as the shadow length created in
the back arrays became more remarkable when the tilt angle increased at a fixed inter-row
spacing. In addition, PVWatts® does not consider the impact of mutual shading of fixed PV
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panels at higher tilt angles. On the other hand, the annual production difference between
the proposed method and PVWatts® for the lower tilt angles was less than 5%. Therefore,
the last two figures clearly show the validity of the proposed solar radiation model in
this study.

3.4. Optimization Results

After identifying the rooftops of the ADMIN, CAM, and EAS buildings, the proposed
optimization method was applied to find the optimum solar PV layout for the buildings.
As mentioned earlier, due to the nonlinear nature of the optimization problem, the search
space method was used to find the optimal value. Table 2 summarizes the optimum tilt
angle (β), azimuth angle (γ), and inter-row spacing (Lir). For each building, the system
layout was chosen using the proposed enveloped min–max multi-objective optimization
algorithm to maximize electricity generation while minimizing the cost of installation and
electricity purchased from the grid in terms of payback period, as mentioned in Equation
(12). Table 2 presents the layout of the PV systems in the three buildings.

Table 2. Optimum obtained values for three variables of the optimization objective.

Optimum Values of Variables

Variable ADMIN * CAM ** EAS ***

Lir (m) 2.0 2.0 2.0
γ (degrees) 20 20 15
β (degrees) 45 50 50

* ADMIN: Administration Building; ** CAM: Cameron Library Building; *** EAS: Earth and Atmospheric
Sciences Building.

Based on the results from Table 2, all panels on the three buildings are almost due
south (between south and 20 degrees to the west); and their tilt angle is slightly lower than
the latitude angle of the investigated location, which is 53◦.

The best performance for a solar panel is when its azimuth angle is zero degrees in the
northern hemisphere and 180 degrees in the southern hemisphere [32]. However, in the
present work, due to the sky cloudiness, shading of the surrounding objects, and adjacent
panels, PV panel output could be influenced by some degrees of azimuth angle. Thus, the
PV panels’ azimuth angle deviated from zero.

Table 3 presents the payback periods for each building based on the annual energy
generation and the number of installed PV panels. The optimal payback years for ADMIN,
CAM, and EAS were found to be 22.99, 27.20, and 26.91, respectively.

Table 3. Payback years based on the annual energy generation and the number of installed panels for
ADMIN, CAM, and EAS buildings.

Building Annual Energy Generation (MWh) Number of Panels Payback (Years)

ADMIN * 35.13 73 22.99
CAM ** 75.28 185 27.20
EAS *** 41.95 102 26.91

* ADMIN: Administration Building; ** CAM: Cameron Library Building; *** EAS: Earth and Atmospheric
Sciences Building.

Figure 16a–c present the optimum layout of the PV system for the ADMIN, CAM, and
EAS buildings’ roofs. The figures show the PV system layout in bird’s eye view and panel
projection on the roofs.
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(c) the EAS building.

The impact on panel arrangement in the ADMIN building due to three obstacles
or irregular objects on the smaller roof and an obstacle on the larger roof is shown in
Figure 16a. Many obstacles that impact PV module layout on the EAS building are clear in
Figure 16c. In this figure, these obstacles are represented by enclosed white areas on the
building rooftops.

In Figure 16b, it can be seen that the panels were placed on the flat roof at an angle of
50 degrees, which makes them appear smaller than the actual size due to the top–down
view; but because the slope of the slanted roofs is about 10 degrees, the size of the panels
installed on them are seen closer to their actual size. It can also be observed that, as stated in
the methodology section, PV modules were not installed on the roofs facing north. Minimal
obstacles on a limited number of roofs of the CAM building can also be seen in Figure 16b.

The other point gleaned from the above figures is the margin for fire safety seen around
the PV panels on flat roofs. This is why panels were not installed in a small area of the
flat roof of the CAM building. It can be seen that in slanted roofs, the margin had been
neglected due to the presence of north-facing roofs that allow access to sloped roofs with
panels. Furthermore, it can be observed from Figure 16b that all the panels on slanted roofs
are facing south. Of the 185 panels installed on the CAM building, seven are on flat roofs
and 178 are on slanted roofs. So, slanted roofs are playing a crucial role in the electricity
generation of the CAM building. The south direction of the panels on sloping roofs is due
to following the roofs’ orientation.

As mentioned earlier, panels with an average brightness score of less than 0.6 are
removed from the system. Figures 17–19 compare the PV systems with and without
considering the shadow analysis for the three selected buildings.
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Figure 19. Comparison of PV module layout for the EAS building (a) without and (b) with
shading analysis.

In Figure 17, the main shadow impact on the ADMIN building can be observed by
the effect of the top-level roof (orange color) on the lower level (blue color), which depicts
seven panels’ elimination from the top right part of the blue colored roof. However, it can
also be clearly seen that the ADMIN building has the lowest shadow impact of the three
buildings. On the other hand, due to the highest level of the CAM building, which is the
level with slanted roofs, large shading areas are induced on the lower flat roof, as shown in
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Figure 18. Therefore, many panels on the flat roof were removed. Thus, in both of these
buildings, the shadow from different heights can be considered the primary shadow source
that impacts the PV installation.

Another type of shadow generated by a tall building near the EAS building is also
described and analyzed in this study. This type of shadow is only generated on the EAS
building (the red box in Figure 13 identifies the tall building). Therefore, as shown in
Figure 19b, PV panels on the bottom right of the EAS building were removed from the
system. On the same figure, the removal of panels due to the building obstacles and the
rooftops’ height difference is shown on the left side of the roof and the area between the top
middle to the top right, respectively. Generally, the shadow impact generated by the roofs
with different heights was the most dominant one and caused more panels elimination.

The resulting building energy generations are considered in Table 4 in comparison to
the number of panels and the amount of solar energy generation in two modes with and
without shading impact.

Table 4. Comparison of obstacles shading effect on the PV systems’ generation and modules numbers.

Building
Panels Number
with Obstacles

Shading

Panels Number
without Obstacles

Shading

PV System Annual
Output (MWh) with
Obstacles Shading

PV System Annual
Output (MWh) without

Obstacles Shading

Percentage of
Generation

Difference (%)

ADMIN * 73 80 35.13 48.88 28.13
CAM ** 185 230 75.28 123.06 38.83
EAS *** 102 178 41.95 107.97 61.14

* ADMIN: Administration Building; ** CAM: Cameron Library Building; *** EAS: Earth and Atmospheric
Sciences Building.

As reported in Table 4, the maximum and minimum reduction in energy generation
due to obstacles’ shading impacts were 61.14% and 28.13% for the EAS building and the
ADMIN building, respectively.

Figures 20–22 are intended to aid understanding of objective function changes with
controlled variables for the case study buildings. For the resulting simulated surfaces
shown in these figures, the surface values between the actual points were approximated
with minimal and negligible errors. In addition, the ultimate results of these figures
represent the optimal payback years, the values of which are shown clearly in Table 3.
The optimal payback years for the installed PV systems on the ADMIN, CAM, and EAS
buildings were 22.99, 27.20, and 26.91, respectively.

Obviously, the payback for the CAM building was relatively constant for all the values
of tilt angle, azimuth angle, and inter-row spacings. The reason for this is that, as mentioned,
out of 185 panels installed on the roofs, only seven panels were installed on the flat rooftop
on which their tilt angle, azimuth angle, and inter-row spacing could be changed. However,
the rest of the panels were installed on slanted roofs, whose tilt and azimuth angles were
fixed and precisely equal to the slope and orientation of those roofs, respectively, with no
distance between the arrays. Therefore, the number of installed panels on slanted roofs and
their annual electricity generation were always the same over the optimization’s variables
in the search space. Furthermore, installing a significant number of PV panels would be
impractical due to the shadow created on the flat surface. Consequently, the CAM building
was found to have a limited range of payback due to trivial changes in the initial cost and
annual output.

In the ADMIN and CAM buildings, as we moved from the optimal tilt angle to
the lower tilt angles, the investment cost was found to decrease due to a reduction in
the number of PV panels. Conversely, when the tilt angle increased from the optimal
value, more panels could be placed on the roof, which would increase the investment cost.
Of course, this would increase the system’s power generation and, eventually, income.
However, the total increase in investment costs outweighs the positive impact of the annual
revenue increase, leading to a higher payback time. Furthermore, changing the PV panels’
orientation towards east or west reduces system output and consequently the annual
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revenue, while the initial investment does not change much. As a result, the payback time
increases. Moreover, changing the azimuth angle in the optimization problem leads to a
higher rate increment in the objective function values compared to the tilt angle.

It is also worth noting that the present work can be compared to the Google Project
Sunroof. The mentioned calculator from Google provides usable hours of solar energy,
available areas for panel installation, and estimates of net money saving using the address
it receives from the user. However, it does not provide information regarding how to
place panels on the roofs, and more importantly, it can only be used for the addresses in
the United States and Puerto Rico [48]. However, the current study’s privilege over the
Google Project Sunroof is providing details of the layout of a PV system using optimization
algorithms and considering economic aspects. Moreover, the proposed model also works
for any city globally because it uses the sky clearness data.
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3.5. Payback Time Analysis

In this sub-section, the payback time with and without considering incentives is
considered. If governments support the implementation of solar projects, the payback
time of the projects will be significantly reduced. Table 5 shows the impact of incentives in
Alberta, which were recently cancelled for residential and commercial solar programs ($0.75
per watt) [49,50], considering the optimum layout of the PV system in the three buildings.

Table 5. Payback time considering incentives for optimum layout of a PV system in the ADMIN,
CAM, and EAS buildings.

Building Payback without Incentives (Years) Payback with Incentives (Years)

ADMIN * 22.99 16.82
CAM ** 27.20 19.90
EAS *** 26.91 19.69

* ADMIN: Administration Building; ** CAM: Cameron Library Building; *** EAS: Earth and Atmospheric
Sciences Building.

The general impression is that applying incentives reduced the payback time by
around 27% for the case studies. Although incentives do not significantly increase return
on investments, they make the payback period less than the specified PV panels’ expected
life, which is twenty years.

4. Discussion

The present work’s results show the developed model’s strength in identifying and
classifying roofs because all the rooftops in buildings, regardless of their shape, type, and
appearance complexity, were well distinguished. In addition, the obstacles on the roofs
were well identified, and their impact on the PV panels’ placement was clear.

In addition, the robustness of the proposed method became apparent when it ad-
dressed the non-linearity dilemma using the search space approach. The non-linearity of
the system increased when more nonlinear variables, such as the main control variables of
tilt and azimuth angles, were added to the optimization equation, and this non-linearity
became even more complex due to the addition of other sensitive constraints, such as the
number and location of PV panels and irregular roof dimensions. After approximating the
optimization space with the discretization method, the proposed approach avoided the
local optimal solutions and guaranteed convergence to the global optimal solution.

It should also be noted that the optimization process might be time-consuming because
of the large, discretized domain that the optimization algorithm is required to search. That
is why the final resolutions of the control variables in this study (such as the tilt and
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azimuth angles) and inter-row spacing were five degrees and 0.5 m, respectively. The
resolution of the discretization process could be easily increased if more computational
power is available.

Furthermore, it was seen that shadows could reduce more than half of the PV energy
generation in certain cases, such as the EAS building. The shading impacts on the annual
output of the PV systems in the ADMIN and CAM buildings, where there were no other tall
buildings nearby, was mainly due to the difference in the height of the roofs of buildings.
However, for the EAS building, apart from roofs’ different elevations, the presence of
numerous obstacles on the roofs and a building taller than the EAS in its vicinity had a
significant effect on reducing annual electricity output. Hence, the results revealed the
importance of considering the shading effects of different components while calculating
solar energy output.

The payback results for the selected buildings illustrate that installing PV systems is
not feasible. The reason is that although the price of panels has remarkably decreased in
recent decades, the initial cost of the PV installation still far outweighs the revenue of the
grid energy-purchase saving. Another reason is the lower price of electricity in Alberta,
Canada. If incentives from the government are considered in the economic analysis, the
payback period could be significantly reduced. However, the authors did not rely on any
incentives in the present study. If such incentives are included in calculations, the economic
value of the solar PV could significantly increase, and the payback time may become much
more favorable.

Nevertheless, the authors also examined the impact of incentives that have been
eliminated in recent years on payback time. The results suggested that incentives at least
result in a lower payback period than the panels’ lifespan. It should also be noted that other
studies have also reported similar or even worse economic analysis results. For example,
based on the cost of electricity at the time of the study, Korsavi et al. [19] also reported a
return on investment of more than 40 years. In addition, Christiaanse et al. [17] pointed out
that there is no return on investment without a 50% reduction in costs.

Lastly, the present work focused more on the economic and technical aspects of using
solar PV systems. Other factors such as environmental impacts or buildings’ healthy living
environment, as discussed in [51,52], could also be evaluated in another study.

5. Conclusions

The current study presents an image processing methodology to adapt to different
types of rooftops and to mitigate associated challenges; thus, it can specify usable areas
before running multi-objective optimization based on the enveloped min–max algorithm.
Moreover, the impacts of multiple shading types on the PV panels installations and their
energy generations were investigated. Hence, the proposed methodology assisted in
achieving the study’s goal to develop a comprehensive design methodology to optimize
solar PV installations on building rooftops while considering the detailed and complex
rooftops shapes. Three buildings located on the University of Alberta campus were chosen
as a case study. The results showed that, with the current situation of panel installation
costs and without relying on any incentives, the initial investment could not be returned
even with the most optimal arrangement of panels in such buildings in Alberta, Canada.

The extensive assessment and optimization of solar energy potential over rooftops can
benefit investors and stakeholders for such a project. In general, the present work can be
used in municipalities and commercial and educational buildings.

In future work, the authors will consider system model linearization instead of gen-
erating a search space for the optimization algorithm. Additionally, we will consider
more details to show the potential applicability of the proposed approach to PV panel
optimization. Finally, even though the proposed methodology was demonstrated for
three campus buildings, our future goal is to expand this proposed method to city-wide
scale applications.
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Nomenclature

ADMIN Administrative building
Bannual Annual benefit ($)
Bh Hourly benefit ($)
br Pixel brightness score
brscore,avg Yearly average of PV modules brightness scores
CAM Cameron Library building
Cw Installation cost per watt ($/W)
Dh Hourly electricity demand
EAS Earth and Atmospheric Sciences building
Epurchase,h Hourly buying price of electricity from the grid
EPV Equivalent present value ($)
Esell,h Hourly selling price of surplus electricity
G Output power of the module (W/m2)
Gbeam Beam radiation (W/m2)
Gcs Clear-sky radiation (W/m2)
Gdi f f Diffuse radiation (W/m2)
GGH Clear-sky global horizontal radiation (W/m2)
Gh Hourly electricity generation
Gimp Imported energy

Gon Extraterrestrial radiation (W/m2)
GPV system PV system electricity generation
Gre f l Reflected radiation (W/m2)
i Discount or interest rate
IC Initial cost of the photovoltaic system ($)
i f lat Roof flatness
kt Clear-sky index
Lir Inter-row spacing (m)
Lm Length of modules (m)
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Ls Shadow length on the adjacent row (m)
n Number of years
num Number of PV panels
numshaded Number of shaded PV modules
numunshaded Number of unshaded PV modules
P Nominal power of modules (W)
t time interval
Vmax Maximum overvoltage threshold
VPCC Voltage at the point of common coupling
wm Width of modules (m)
β Surface tilt angle (◦)
γ Surface azimuth angle (◦)
δ Declination angle (◦)
η Efficiency of the PV module
θ Incidence angle (◦)
θz Zenith angle (◦)
v Percentile value
ρg Surrounding reflectance
φ Latitude of the location (◦)
ω Hour angle (◦)

Appendix A

As shown in Figure A1, on a 2D plane, the direction of sun rays can be projected
onto the ground. A Bresenham’s line is drawn and connects a reference pixel (x0, y0) to an
arbitrary point (Xmax, Ymax) on the projected line of this sunbeam on the XY plane. Based
on Bresenham’s line algorithm, the line equation can be written as [53]:[

xp, yp
]
= bresenham[(xo, yo), (Xmax, Ymax)] (A1)

where xp and yp are the discretized integer values assigned for pixels on the vector that
connects (x0, y0) to (Xmax, Ymax). Based on xp and yp, pixels along the Bresenham’s line
can be specified, as shown in Figure A1 with the gray color. If any building on this line
is presented with a height of pixels (hp) that is higher than the height of the sun rays’
projection (z component), the sun rays are blocked. Consequently, the reference pixel will
be shaded and the brightness score will be zero. Conversely, a pixel with a direct line of
sight to the sun will have a brightness score of one. The exact course of action should be
repeated for other pixels to find their brightness score.
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Figure A1. The Bresenham’s line schematic for the shaded pixels. 
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