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Abstract: Cross-docking is an excellent way to reduce the space required to store goods, inventory
management costs, and customer order delivery time. This paper focuses on cost optimization,
scheduling incoming and outgoing trucks, and green supply chains with multiple cross-docking. The
three objectives are minimizing total operating costs, truck transportation sequences, and carbon
emissions within the supply chain. Since the linear programming model is an integer of zero and one
and belongs to NP-hard problems, its solution time increases sharply with increasing dimensions.
Therefore, the non-dominated sorting genetic algorithm-II (NSGA-II) and the multi-objective particle
swarm optimization (MOPSO) were used to find near-optimal solutions to the problem. Then, these
algorithms were compared with criteria such as execution time and distance from the ideal point,
and the superior algorithm in each criterion was identified.

Keywords: non-dominated sorting genetic algorithm-II (NSGA-II); multi-objective particle swarm
optimization (MOPSO); cross-docking

1. Introduction

Logistics strategy is an essential advantage for supply chain management operations
that requires centralized planning and adjustment of procedures to reduce costs and
increase customer satisfaction [1,2]. Classic supply chain management for transporting
goods from suppliers to the distribution centre requires warehousing for storage [3] and
then packaging and shipping to customers [4], according to their demand [5]. This form
of supply chain management has high inventory maintenance costs and human resources
costs [6,7]. In other words, there are four stages of receiving, storage, order selection,
and sending in traditional warehouses [8]. Still, in the cross-dock, the storage stage,
one of the main obstacles of inventory systems, is removed [9,10]. Therefore, it reduces
inventory and increases customer satisfaction [11]. Cross-dock is a logistic method that
distributes products directly from a supplier or factory [12]. The cross-dock method ensures
timely transportation and better coordination between supply and demand [13]. In recent
years, one of the issues facing the supply chain was clean production and environmental
protection [5]. One of the critical issues of clean output is using supply chains that pay
attention to environmental issues in all supply chain processes [14,15].

In this research, we investigate the operational cross-docking decisions that concern
the optimization of short-term decisions such as CO, emission and energy consumption
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that are directly related to the transit of products from inbound trucks to outbound trucks.
We focus on the optimization of the truck to door assignment problem, which is one of the
key issues in cross-docking. It attempts to find the optimal assignment for each incoming
inbound or outbound truck to the appropriate inbound or outbound dock according to the
cross-dock characteristics. When the problem of truck-to-door assigning is mentioned, two
different questions should be answered: at which door and in which order the trucks should
be docked. The first question was answered by many researchers, but the second question
receives less attention and this research tries to investigate the answer to this question.
The cross-docking system targets to reduce the cost of inventory holding and minimize
the delivery time from suppliers to retailers in the supply chain. However, this paper
addresses the cross-dock selection and optimization problem, which was first considered
with the vehicle routing problem (VRP) by Maknoon and Laporte (2017), to make optimal
decisions on route construction and freight consolidation cross-docks. In other words,
selecting cross-docks as freight consolidation points leads to gaining economies of scale.
The products are processed and transported to the customers by at least one cross-dock in
the CDS problem. It has a vast application in production and retail companies and logistic
service providers that handle various shipments on large networks.

Dondo and Cerda (2014) took a different approach to applying the time window so
that a variable was used to determine the time window interval [16]. If there is a time
window, this variable will be greater than zero for error; otherwise, it will be zero [13].
Mohtashami et al. (2015), in a study to provide and optimize a multi-objective mathematical
model in the cross-dock and the entire supply chain, assumed that the supplier can also
send the product directly to the customer and send it to the cross-dock [15]. On the other
hand, multiple objectives, such as minimizing the total transport time of trucks, total cost,
number of shipments, and model solving with NSGA-II and MOPSO with unsuccessful
sorting and comparing the results of the above two algorithms, were included in their
research. Mohtashami (2015) presented a new dynamic genetic algorithm based on the
vehicle scheduling method in the cross-dock system to reduce the operation time. This
algorithm assumed the existence of a temporary warehouse for receiving and sending
goods, frequent entry and exit of trucks, and two types of chromosomes determined for
incoming and outgoing trucks, providing a shorter solution for the operating time [17].
Ponboon et al., 2016, evaluated the cost structure and the impact of parameters on location
issues and time windows in the distribution network. Nine scenarios of the Osaka distri-
bution network of freight cargo with different warehouse locations were tested with two
criteria, warehouse size and vehicle size. Therefore, using a large warehouse with a large
vehicle will reduce costs. Warehouse features, vehicles, and shipping information were also
discussed in detail [18]. Gomes et al. (2018) conducted bibliometric research in warehouse
management systems from 2006 to 2016 [19].

Birim (2016) investigated the vehicle routing problem with cross-dock, considering
heterogeneous vehicles with variable capacity and seeking to minimize the objective func-
tion of the total cost of transportation. The problem was solved with a simulated annealing
algorithm, and the best answer is compared [20]. Yin and Chuang (2016) emphasized that
we must focus on the green supply chain for sustainable development in the supply chain
and pay attention to the friendly environment and business values. This paper deals with
the minimum cost of green vehicle routing in transporting final products from suppliers to
customers through a cross-dock with limited carbon dioxide emissions. Load management
for long distances with the lowest cost and carbon dioxide emissions determine high fuel
efficiency with the tabu search algorithm [21]. Wisittipanich and Hengmeechai (2017) said
that one of the fundamental operational management problems is scheduling trucks in as-
signing them to cross-dock doors and arranging all domestic and foreign trucks for loading
and unloading. This paper presents a mathematical model of integer hybrid programming
for allocating and setting trucks in a multi-door cross-docking system. The purpose of this
model is to minimize the total operation time. Then, a modified particle swarm algorithm
is proposed and optimized with special unique designs, coding, and decoding to solve the
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problem of truck scheduling in a cross-docking system [16]. Zulaga et al. (2017) showed
that this type of dock has results such as reducing cost time and improving management
information in reverse processes. Sensitivity analysis of this model helps companies en-
hance their competitive position by providing flexibility concerning products, reducing
the likelihood of product returns from the secondary market, and combining product
returns and cross-dock costs relative to traditional warehousing [14]. Mohtashami and
Najafabadi (2014) examined the reduction of operating time in the entire supply chain
in their article. In the proposed model, the incoming trucks move directly towards the
customers or the cross-dock in the first stage after loading the products from the suppliers.
The products are unloaded in the cross-dock and loaded in the output trucks in the second
stage. Then, the products are transferred to the customers [22].

Table 1 summarize the literature regarding optimizing multi cross-docking systems
(MCDS) and compare the existing problems with the problem proposed in this paper.

Table 1. Summary of literature regarding MCDS and its different variants.
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[g] * * * * * *
[33] * * * * * *
[34] * * * *
[11] * * * * * *
[35] * * * * *
Current * * * * * * *
research

Since cross-docks and related transportations have significant roles in increasing the ef-
ficiency of large-scale supply chain distribution networks, considering the other real-world
essential factors such as reliability and pollution is attractive in designing or redesigning
this network. Reliability maximization leads to customer satisfaction and earning a lot of
market shares, whereas pollution minimization creates eco-friendly industries.

The research conducted was generally related to cross-dock and focused on optimizing
the timing of trucks and the cost of transportation inside the dock. In this research, by
considering several cross-docks and concentrating on green management with a norm
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time window approach for customers, issues related to out-of-cross-dock and the entire
supply chain operations are also addressed. This study focuses on optimizing the cost of
transporting trucks by locating the cross-dock, the sequence of transporting trucks, and the
amount of carbon dioxide emissions in the environment simultaneously throughout the
supply chain. In summary, the contributions of this research are described as follows.

e  Developing a novel mathematical model to integrate CDS results in a comprehensive
problem with a great application in industries;

e  Making the problem closer to the real-world conditions by considering the effects
of GHG emission in the transportation process and calculating energy consumption
dependent on traffic time;

e Investigating the total cost minimization related to transportation, minimizing truck
transportation sequences and carbon emissions through cross-docking simultaneously;

e  Designing high-quality algorithms, including NSGA-II and MOPSO, efficiently to
solve the large-sized problem.

2. Problem Statements

In this paper, three objective functions, including minimizing the total cost of operation,
truck transport sequence, and carbon dioxide emissions, are examined. The proposed model
also examines the relationship between (cross-dock—suppliers), (cross-dock—customers),
(suppliers—customers), (suppliers—suppliers), (customers—customers), and (cross-dock—
cross-dock) in terms of fuzzy scheduling with a norm time window approach for truck
transport and reducing greenhouse gas emissions. The assumptions of the model are:

All incoming and outgoing trucks are available in zero time;
Homogeneous vehicles with different capacities;
Considering the period of customer service of norm type (having the earliest service
start time and the latest service start time);

e  Existence of several cross-docks so that suppliers choose one of the docks to send the
goods considering the minimum cost;
Ability to connect suppliers, docks, and customers with each other;
The type and number of products supplied by suppliers, as well as the type and
number of customer demand, are clear and constant;

e In the transport sequence, a truck can load products from more than one supplier and
unload products from more than one customer;
One or more suppliers may meet a customer’s requirements;
The type and quantity of products transported by incoming trucks must be equal to
the demands of customers.

To better understand and explain the research problem, the flow of operations in the
supply chain is drawn in Figure 1. This figure considers several cross-dock distribution
and transportation operation flows and several customers and suppliers. Vehicles with
different capacities are also used to transport products in the supply chain.

Supplier 1

Supplier 2 Cross-Dock 1

Supplier 3

Cross-Dock 2

Figure 1. Operation process in the cross-dock.
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After loading the products from the suppliers, the incoming trucks move directly
to the customers, move to another supplier, move to one of the cross-docks, and unload
the products in the cross-dock. They are then loaded onto output trucks and delivered to
customers [36]. It should also be noted that a truck can load products from more than one
supplier, and a truck can move to more than one customer and unload products between
them. Three trucks with different capacities are used to transport the products.

2.1. Mathematical Model

The main variables and important parameters in the model and algorithms are pre-
sented in Table 2:

Table 2. Sets, parameters, and decision variables of the model.

Sets

S Set of suppliers (1, ... ,S)

C Set of customers (1, ... ,C)

kin Set of incoming trucks (Receiving) (1, ... ,K)

kout Set of outgoing trucks (Sending) (1, ... ,K’)

G Set of products type (order) (1, ... ,G)

Cd Set of Cross-docks (1, ... ,Z)

Parameters

T Transportation time

A; I ;l;il?suosft gnmtg E)Cr) exit of incoming truck (i) from supplier (s), while loading the order of type (G) and moving towards
Aic 4G When the incoming truck (j) enters to the customer (c) from the cross-dock (cd) while loading the order of type (G)
Tis G Transportation time of incoming truck (i) from supplier (s) to customer (c) while loading the order of type (G)
TiC 4eG Transport time of outgoing truck (j) from cross-dock (cd) to customer (c), while loading the order of type (G)
UL, ¢ Offloading time of each product type (G) from input truck (i) to customer (c)

UL, ¢ Offloading time of each product type (G) from output truck (j) to customer (c)

D Customer order (c) of type (G) goods

Pgs Production rate of product with type (G)

wG Weight of product with type (G)

d; Demand of customer (i)

[ei, Ei, L, 1]  Time window interval of customer (i)

E: f A; < Early arrival time of incoming or outgoing truck in the time window

ilé; _ Incoming or outgoing truck late arrival time

PEg_,, Penalty for delay or early arrival of a vehicle exiting the cross-dock (i) for the customer (c)

PEy,, Penalty for delay or early arrival of the incoming vehicle from the supplier (i) to the customer (i)

wj Vehicle waiting time at the location of customer (c)

0; Cost of reopening the cross-dock (i)

Q! Capacity of incoming truck (i)

Q Capacity of output truck (i)

dgeq Distance between supplier (s) and cross-dock (cd)

dsc Distance between supplier (s) and customer (c)
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Table 2. Cont.

Sets
dege Distance between cross-dock (cd) and customer (c)
Ck,, The fuel conversion rate of the unloaded incoming truck to carbon dioxide
c The difference between the conversion rate of the fuel of an incoming truck with a load of one unit of product or
ki more with the same truck without a load of carbon dioxide
c! The difference between the conversion rate of the fuel of an outgoing truck with a load of one unit of product or
kout more with the same truck without a load of carbon dioxide
Chour Conversion rate of unloaded truck fuel into CO,
gl Incoming truck fuel consumption rate for travel between supplier (s) and customer (c) without load
gisc d The fuel consumption rate of incoming trucks for travel between supplier (s) and cross-dock (cd) without load
i Incoming truck fuel consumption rate for travel between the source supplier (s) and the destination supplier
Bsmsn without load
i Incoming truck fuel consumption rate for travel between the cross-dock (cd) of origin and the cross-dock of
Bcdmedn destination without cargo
gjcm e Outgoing truck fuel consumption rate for travel between origin and destination customer (c) without load
gic de Outgoing truck fuel consumption rate for travel between cross-dock (cd) and customer (c) without load
0 The difference in the fuel consumption rate of an incoming truck traveling with one product or more with the same
Kin unladen truck
0 The difference in the fuel consumption rate of an outgoing truck traveling with one product or more with the same
Kout unladen truck
fscd The number of product types (G) the truck carries between supplier (s) and cross-dock (cd)
fseq The number of product types (G) the truck carries between supplier (s) and the customer (c)
fedcg The number of product types (G) the truck carries between cross-dock (cd) and customer (c)
fs_s.G The number of product types (G) the truck carries between source supplier and destination supplier
fe.c.G The number of product types (G) the truck carries between source customer and destination customer
fed, cd, G The number of product types (G) the truck carries between source cross-dock and destination cross-dock
E Big number
Variables
dgs The number of product types (G) that are loaded from the supplier (s) into the input truck (i)
9Gcd The number of product types (G) that are loaded from the cross-dock (cd) into the output truck (j)
qdGe The number of product types (G) that are unloaded from the incoming truck (i) at the customer’s location
qgs, The number of product types (G) that are unloaded from the input truck (i) at the destination supplier s
qGed, The number of product types (G) that are unloaded from the output truck (j) at the destination cdn
) 1 If incoming truck i moves from cross — dock cd
dsG 0 to supplier S while loading the order of type G
otherwise
) 1 If incoming truck i moves from supplier Sm
X5,.5.G 0 to destination Supplier Sn while loading the order of type G
otherwise
. 1 If incoming truck i moves from supplier S
scdG 0 to cross — dock cd while loading order of type G
otherwise
. 1 If incoming truck i moves from supplier S
scG 0 to customer C while loading the order of type G

otherwise
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Table 2. Cont.

Sets
) 1 If incoming truck i moves from customer Cm
XeenG 0 to destination customer Cn while loading the order of type G
otherwise
. 1 If outgoing truck j moves from cross — dock cd
X]Cch g tocustomer C while loading the order of type G
otherwise
) 1 If incoming truck i moves from customer C
Xidc g focross— dock cd while of floading type G order
otherwise
. 1 I'f incoming truck j moves from customer C
X]Cch g focross— dock cd while of floading type G order
otherwise
) 1 If incoming truck i moves from source cross — dock cdm
Xed, cd, G 0 to destination cross — dock cdn while loading type G order
otherwise
E 1 if customer demand iis met from cross — dock i
cde 0 otherwise
1 if cross —dock i is selected
Vi 0 otherwise
P. 1 if input truck i precedes to input truck j
Y 0 otherwise
q 1 if input truck g, precedes to input truck g,
8182 0 otherwise
) 1 If incoming truck i moves from supplier S
sed 0 to cross — dock cd while of floading type G order
otherwise
) 1 If incoming truck i moves from supplier S
Xse g tocustomer C while of floading type G order
otherwise
. 1 If outgoing truck j moves from cross — dock cd
dec g tocustomer C while of floading type G order
otherwise
) 1 If incoming truck i moves from source customer Cm
Xe,cn 0 to destination customer Cn while of floading type G order
otherwise
) 1 If incoming truck i moves from source supplier Sm
X,.5.G 0 to destination Supplier Sn while loading type G order
otherwise
] 1 If incoming truck i moves from source supplier Sm
Xs,.s0 0 to destination Supplier Sn while of floading type G order
otherwise
) 1 If incoming truck i moves from source cross — dock cdm
cdyed, 0 to destination cross — dock cdn while of floading type G order
otherwise

The first objective function minimizes the total cost of operations within the supply
chain (including transportation, fuel, delay, shortage, holding, and opening costs). The
second objective function minimizes the truck transport sequence between suppliers, cross-
docks, and customers, and the third objective function minimizes CO, emissions from
trucks throughout the system.
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2.2. Description of Objective Functions and Constraints

The first objective function minimizes the cost of transporting vehicles throughout
the system. The second objective function minimizes the transport sequence of trucks
throughout the system. The objective is utilized to sequence inbound and outbound trucks
to minimize the makespan. The third objective function minimizes the amount of carbon
dioxide emitted from vehicles throughout the system. Each route between origin and
destination has two sections. In the first part, the truck is unloaded, and in the second part,
the truck is loaded.

Constraint (1) ensures that the total number of units of type G order product loaded
from the supplier (s) in the truck (i) is precisely equal to the number of units of type (h)
order product that the customer (c) needs. Constraint (2) ensures that the total number of
order types (h) that are loaded from the supplier (s) in the entry truck (i) and move to the
customer (c), as well as the total number of order types (h) that are loaded from the cross-
docks (cd) in the output truck (j), are loaded and transferred toward the customer (c) and
are exactly equal to the sum of the number of h-type order products which are produced
by the supplier (s). Constraint (3) ensures that at least one of the incoming trucks (i) loads
the supply (s) of type G product and transports all products to the customer (c) at once.
Constraint (4) ensures that if the incoming truck (i) moves towards the supplier (s), it
selects three modes to exit the supplier. The first case is that the truck moves towards
another supplier, the second one moves towards one of the cross-docks (cd), and the last
one moves towards the customer (c). Constraint (5) ensures that if the incoming truck (i)
moves from the source supplier (Sm) to the destination supplier (Sn), it selects one of three
modes to exit the supplier (Sn). The first case is that the truck is moving towards another
supplier, the second one is moving towards one of the cross-docks (cd), and the third one is
moving towards the customer (c). Constraint (6) ensures that if the outgoing truck (j) moves
towards the customer (c), it selects one of two modes to exit the customer (c). The first case
is that the truck moves towards another customer and the second moves towards one of the
cross-docks (cd). Constraint (7) ensures that if the incoming truck (i) moves from the source
customer (cm) to the destination customer (cn), it selects one of two modes to exit the
destination customer (cn). The first case is that the truck moves towards another customer
and the second moves towards one of the cross-docks (cd). Constraint (8) is similar to
constraint (7), and the difference between these two constraints is that in constraint (8), the
outgoing truck (j) is considered in the constraint, and the third case, the outgoing truck
crosses from a cross-dock to another cross-dock. Constraint (9) ensures that if the incoming
truck (i) moves from the supplier (s) to customer (c), it selects one of two modes to exit
the customer (c). The first case is that the truck is moving towards another customer, and
the second case is that the truck is moving towards the cross-dock (cd). Constraint (10)
ensures that the number of units of product that the incoming truck (i) transports from the
supplier (s) to one of the cross-docks (cd) and unloads at the cross-dock is precisely equal
to the number of units of products in the outgoing truck (j) loaded for the customer (c).
Constraints (11) and (12) relate to the capacity of incoming and outgoing trucks and ensure
that trucks do not load products beyond their capacity. Constraint (13) ensures that the total
time of arrival of the vehicle to the customer, the time elapsed between the manufacturer
and the customer, the time of unloading the cargo at the customer’s place, and the waiting
time of the vehicle should not exceed the specified time of departure for each customer.
Constraint (14) guarantees that the total time of arrival of the vehicle to the customer, the
time elapsed between the cross-dock and the customer, the time of unloading the cargo at
the customer’s place, and the waiting time of the vehicle should not exceed the specified
time of departure of the vehicle from the customer’s location. Constraint (15) ensures that a



Energies 2022, 15, 1530

11 of 24

customer is assigned to a cross-dock if a truck connects the two. Constraint (16) ensures that
inbound truck (i) from the supplier (i) only moves to a cross-dock. Constraints (17) and (18)
are soft to calculate the number of early and late trucks to provide customer service in the
norm time window.

3. Solution Methodology

In a small example, the designed mathematical model was first solved in GAMZ
software by the e-constraint method [37]. Then, with the development of the example, due
to the large volume of model variables over time, it was not possible to solve with GAMZ
software. Therefore, it was solved using NSGA-II MOPSO meta-heuristic algorithms.

3.1. Genetic Algorithm

Charles Darwin’s theory, proposed in 1859, occupied a special place in optimization
problems [38]. This theory is based on the best evolution, and it can be considered a starting
point for evolutionary calculations. Genetic algorithms are random search algorithms
whose idea is derived from nature. Genetic algorithms for classical optimization have
successfully solved linear, convex, and similar problems, but genetic algorithms are much
more efficient for solving discrete and nonlinear problems [39]. In nature, better generations
emerge from a combination of better chromosomes. In the meantime, there are sometimes
mutations in the chromosomes that may improve the next generation. Genetic algorithms
also use this idea to solve problems [40]. Figure 2 show the schematic procedure of the
NSGA-II algorithm, and then the details of the proposed genetic algorithm are described.

Step 1: Initialize a parent population /? ¢ . where k = 0 with size N |

Step 1.1: Create a representation for each chromosome from Uniform (0,1)
Step 1.2: Return restoration variables from generated chromosomes

Step 1.3 : Check the feasibility related to restoration variables

Step 1.4: Call the mathematical model to obtain supply flow variables

Step 2: Generate an offspring population (0 with size N from a parent population 7 ; |

Step 2.1: Use a binary selection operator based on the sorting procedure
Step 2.2 : Use a crossover operator (Alpha vector) with a crossover probability (Cp )
Step 2.3: Use a mutation operator (swap, slide, flip) with a mutation probability (Mp )
Step 2.4: Use an immigration operator with an immigration probability (/p )

) Step 2.5: Check the feasibility of the model

Step 3: Mate parent and offspring populations to create Ry = Py U (0 with size 2V |

Step 4: Sort R, to form non-dominated fronts |

Step 4.1: Start with 2 = | (first front). For each chromosome 7, identify the number of
solutions that dominate 7 (»i ), and create the set of solutions that i dominates (57 )

Step 4.2: Place ecach unplaced solution i with #7 = 0 in the h')" front (F ;)

Step 4.3: For each solution / m Fy, find each chromosome j in 87 and reduce #j by one
Step 4.4: 1f all solutions are placed in a front, stop. Otherwise, update /# «— A+ / and go
to Step 4.2

Step 5: Calculate a crowding distance |

Step 5.1: For each objective m1, sort all solutions in a particular front i () in a non-
increasing order of the m" objective function value

Step 5.2: Calculate the crowding distance of each chromosome i with respect to
objective m (CD )

Step 5.3: Compute the total crowding disatnce of each chromosome i

Step 6: Update a next parent population by selecting NV best solutions from 2V solutions in R to

form P, based on sorted fronts and crowding distance for the last front

Step 7: Update a new iteration ( & «— k+/) and go to Step 2. When the stoping criteria is reached
(# max ), stop the algorithm

Figure 2. A schematic procedure of the NSGA-II algorithm.
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3.1.1. Chromosome Structure

Due to the complexity of the problem and the model, the chromosome consists of three
components. These three components include the truck’s movement between the origins
and destinations and the loading modes of various products. First, how to produce the
problem chromosome is described, and then for each example of the problem, in three levels:
small, medium, and large, according to the number of trucks, manufacturers, cross-docks,
customers, determination and capacity of trucks, time loading, unloading and handling
at the cross-dock, distances between origins and destinations, and customer demand, the
amount of production of producers are produced as a function of uniform distribution.

Table 3 shows the truck movement modes between the sources. Trucks identify
products and loading locations before starting from the cross-dock. In Table 3, for example,
four primary sources are considered: two suppliers and two cross-docks. According to
Table 3, if the truck moves to the supplier or the cross-dock, it is assigned the number
one; otherwise, it is given the number zero. The second column of Table 3, which contains
the numbers (0, 0, 0, 1), states that the truck moves only towards supplier 1 and loads
the products of supplier 1. Briefly in the table below, S1: supplier 1, S2: supplier 2, CD1:
cross-dock 1, and CD2: cross-dock 2.

Table 3. Truck motion matrix at the origins.

[
)
o ™ o
W — N — N ) o) a O
3] — o~ o =) i
s s ¢ B &8 e §§ § & & ¢ ¥ §g B
1) @] @) n — — 1 1 a ) 0 &
7] n 2] 7)) n — = N
O ) %) 2
9]
CD1 1 1 0 1 1 0 1 0 1 0 1 1 1
S1 0 0 0 0 0 0 0 1 1 1 0 0 0
CD2 0 0 1 0 1 1 0 1 0 0 1 1 1
S2 0 0 0 0 0 1 1 0 0 1 1 1 1
Table 4 show the trucks’ destinations after passing through the sources. For example,
in this table, four main destinations are considered, including two customers and two
cross-docks, and trucks can transport different modes of products to their destinations.
According to Table 4, if the truck moves to the customer or the intersection dock, it is
assigned the number one; otherwise, it is given the number zero. The second column of
Table 4, which contains the numbers (0, 0, 0, 1), states that the truck moves only to customer
one and unloads the customer’s products. Briefly in Table 4, C1: customer 1 and: C2:
customer 2 and CD1: cross-dock 1 and CD2: cross-dock 2.
Table 4. Truck movement matrix at destinations.
o a
2 = s ¢ & & &5 8§ & B :
£ O & |/ a ) o @ @ 0 %n’ & a8
Z @) @) O — — I I O o Q
) @] O o Q — — )
8 O O Y
O
CD1 1 1 0 0 1 1 1 0 1 1 1 1
C1 0 0 0 0 0 0 0 1 1 0 0 0
CD2 0 0 1 0 1 1 0 1 0 1 1 1
C2 0 0 0 1 0 0 1 0 0 0 0 0

For example, four different types of products are used. These four types of products
are delivered to customers by production suppliers and trucks. Table 5 show the different
modes of loading products from suppliers in trucks. A truck can load other methods of
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products in its truck. According to Table 5, if the truck loads one of the product ordering
modes, it will be number one; otherwise, it will be zero. The second column of Table 5,
which contains the numbers (0, 0, 0, 1), states that the truck only loads product A.

Table 5. Matrix of product ordering modes.
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3.1.2. The Structure of the Cross Method

In the cross method, the production of new children is from the elite parents of the
current generation. New children should inherit the main characteristics of parents and be
more privileged than them. How children are produced depends on the structure of the
chromosome. Using the tournament method as a selection mechanism, two chromosomes
are selected as parents. The single-point cross is then performed separately for each part of
the chromosome using row (horizontal) and columnar (vertical), randomly selected and
described as follows. Table 6 show two samples of the parent chromosome to produce
new offspring.

Table 6. Two hypothetical parent chromosomes.

First Parent
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A—Array cross operator: In this case, we produce a random number in the range
of the number of random devices. The generated random number indicates the array
location of the cross in the parent chromosomes. Then, we replace the corresponding
genes of the parents from the desired array, and new offspring are produced. For example,
array 19 is selected at the cross of the array site 19 in the parent chromosomes, and then the
corresponding genes of the parents are shifted from the array site 19 times in Table 7, and
new offspring are produced.

B—Horizontal cross operator: In this case, we generate a random number in the
range of the number of rows in the matrix at random. The generated random number
indicates the location of the cross in the parent chromosomes. The selected line then
replaces the corresponding genes of the parents, and new offspring are produced. For
example, if the second row is selected, the junction of the second row is selected on the
parent chromosomes, and then the corresponding parent genes are switched from the
second row, as shown in Table 8, and new offspring are produced.



Energies 2022, 15, 1530 14 of 24

Table 7. Children of the cross-array operator.

The First Child
0 0 0 1 0 0 0 1 1 0 1 1 1
0 1 0 0 0 0 1 1 1 0 0 0
1 0 0 0 1 1 1 0 0 0 1 1 1
0 0 1 0 0 1 1 0 0 1 1 1 1
The Second Child
1 1 0 1 1 0 0 1 0 0 1 1 1
0 0 0 0 0 0 0 0 1 1 0 0 0
0 0 1 0 1 1 0 1 1 0 1 0 1
0 0 0 0 1 1 1 0 0 1 1 1 1
Table 8. Children of linear (horizontal) cross operator.
The First Child
0 0 1 0 1 1 0 1 0 0 1 1 1
0 0 0 0 1 1 0 0 1 1 1 1
The Second Child
1 1 0 1 1 0 1 0 1 0 1 1 1
0 0 0 0 0 0 0 1 1 1 0 0 0
C—Vertical cross operator: In this case, we generate a random number in the range
of matrix columns. The generated random number indicates the location of the cross in the
parent chromosomes. The selected column then replaces the corresponding genes of the
parents, and new offspring are produced. For example, the fourth column is selected, the
intersection is performed from the location of the fourth column in the parent chromosomes,
and then the corresponding parent genes are switched from the location of the fourth
column according to Table 9, and new offspring are produced.
Table 9. Children of the linear (vertical) cross operator.
The First Child
1 0 1 0 1 0 1 1 1
0 0 1 1 1 0 0 0
1 1 0 1 0 0 1 1 1
0 1 1 0 0 1 1 1 1
The Second Child
0 0 0 1
0 0 0 0
1 0 0 0
0 0 1 0
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3.1.3. Structure of the Mutation Method

The mutation operator is mainly used to bring about transformation diversity and
prevent divergence in the population. Due to the chromosome structure, the mutation
operator, similar to the crossover operator, is performed as one of the array methods: row
(horizontal) and columnar (vertical), which are randomly selected by the algorithm.

A—Array mutation operator: In this case, we produce a random number in the range
of random arrays. The generated random number indicates the location of the mutation
on the parent chromosome. Then, if the number in the array location is zero, it becomes
one, and if it is one, it becomes zero. For example, array 19 is selected in parent one
and the mutation is performed from array location 19 in the parent chromosomes. Then
the corresponding parent gene from array location 19 is replaced by Table 10, and a new
chromosome is produced.

Table 10. New chromosome derived from the array mutation operator.

1 1 0 1 1 0 1 0 1 0 1 1 1
0 0 0 0 0 0 0 1 1 1 0 0 0
0 0 1 0 0 1 0 1 0 0 1 1 1
0 0 0 0 0 1 1 0 0 1 1 1 1
B—Horizontal mutation operator: In this case, we generate a random number in the
range of the number of rows in the matrix. The generated random number indicates the
location of the mutation on the parent chromosome. The corresponding parent genes are
then selected from the row location, which has values of zero and one, and we move the
values of the two, and a new child is produced. For example, the second row is selected
in the first parent and the mutation is performed from the second-row location in the
parent chromosome. Then the corresponding parent genes are moved from the second-row
location in Table 11, and a new chromosome is produced.
Table 11. New chromosome derived from the horizontal mutation operator.
1 1 0 1 1 0 1 0 1 0 1 1 1
0 1 0 1 1 0 1 0 0 1 1 1
0 0 0 0 0 1 1 0 0 1 1 1 1
C—Vertical mutation operator: In this case, we generate a random number in the
range of the number of columns in the matrix. The generated random number indicates the
location of the mutation on the parent chromosome. The corresponding parent genes are
then selected from the column location, which has values of zero and one, and we move
the values of the two, and a new child is produced. For example, the seventh column is
selected in the first parent and the mutation is performed from the seventh-column location
in the parent chromosome. Then the corresponding parent genes are moved from the
seventh-column location in Table 12, and a new chromosome is produced.
Table 12. New chromosome derived from the vertical mutation operator.
1 1 0 1 1 0 0 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 0 0
0 0 1 0 1 1 1 0 0 1 1 1
0 0 0 0 0 1 0 0 1 1 1 1
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3.2. Particle Swarm Optimization Algorithm—PSO

Kennedy and Eberhart (1995) presented the PSO algorithm in two papers for opti-
mization problems whose continuous nature indicates the answers [41]. The population
of answers is called a swarm. Each answer is like a bird in a group of birds and is called
a particle. It is similar to the chromosome in the genetic algorithm. All particles have a
fitness value calculated using the fitness function, and the particle fitness function must
be optimized. The velocity vector of that particle determines the direction of motion of a
particle. The PSO algorithm starts with random solutions (particles) and then seeks the
optimal solution by synchronizing the particles in each iteration. If the decision variables,
also their particles, are zero and one, each particle’s velocity and position vectors in each
iteration of the algorithm are calculated according to Equations (26)—(29).

Vit = W.Vie_1 + c1.11.(pBest; — Xj¢) + c2.12.(nBest; — x;¢) (26)
- Vmax S Vit S Vmax (27)
si=1/1+¢e"it (28)
_J 1p<s;
Xt = { 0 otherwise (29)

According to the relation of 19, new velocity vectors of each particle based on the
previous velocity of the particle itself (Vj;_1), the best position the particle has ever reached
(pBest,) and the position of the best particle in the neighborhood of the particles obtained
so far (nBest;), are calculated. If the neighborhood of each particle contains all the particles
in the group, then nBest; indicates the position of the best particle in the group, denoted
by gBest. r; and rp are two random numbers with a uniform distribution between [0, 1]
generated independently of each other. ¢; and ¢ are referred to as learning coefficients,
they control the effect of pBest and nBest during the search process. w represents the
weight coefficient of inertia. The value limits the particle velocity vector (Vmax)- Vmax is a
constraint that controls the global search capability of a particle group. Using the relation of
20 vectors, the velocity of each particle is converted to the change probability vector. In the
above relation, s; indicates the probability that x;; is equal to 1. Then, using the relation of
22 vectors, the position of each particle is updated. In the above relation, p is random with
a uniform distribution between zero and one. The pseudo-code of group PSO is shown
in Table 13.

Table 13. PSO pseudo-code.

For each particle

Initialize particle

End For

Do

For each particle

Calculate fitness value of the particle fp
/*updating particle’s best fitness value so far)*/
If fp is better than pBest

set current value as the new pBest

End For

/*updating population’s best fitness value so far)*/
Set gBest to the best fitness value of all particles
For each particle

Calculate particle velocity according to equation
Update particle position according to equation

End For While maximum iterations OR minimum error criteria is not attained

3.3. Validation of the Designed Model

Although many articles studied the issue of truck scheduling and transportation time
minimization at the intersection dock, the issue of cost minimization (transportation, load-



Energies 2022, 15, 1530

17 of 24

ing, unloading, and relocation) throughout the supply chain, considering the relationships
and assumptions, was not previously studied. This article represents a new beginning for
future work in this field. Therefore, since it is impossible to compare the results with other
existing articles, a numerical example is presented in the next section, and the answers to
the problem are compared using genetic algorithms and particle swarm.

Method of Generating Random Problems

Sample production problems are randomly generated in small, medium, and large
groups. From each dimension of 7 sample problems, 21 sample problems are described
according to Table 14 of the production. Then, the computational results will be presented,
and finally, by repeating the algorithm implementations and using the uniform distribution
function, the problem parameters are generated, and new numbers are generated in each
sample. Additionally, the sensitivity analysis of the results is analyzed using the number
of trucks, and in the end, the two algorithms are compared using different performance
criteria. The solution of the model was obtained using MATLAB (R2019a) software. The
problem was that the trucks would move from suppliers to customers or cross-dock and
unload the loaded products after loading the products. To better understand how the two
algorithms work, the problem-solving details of Example 6 are shown in a small size, which
is almost the most straightforward example problem.

Table 14. Fixed parameters of the problems.

Problem 1 Problem 2 Problem 3
Parameters
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
_ Number of 2 4 4 3 4 3 3 3 4 2 4 4 3 3 12 11 13 14 11 12 11
incoming trucks
Number of 2 4 3 4 4 3 2 2 3 3 2 3 2 2 11 12 11 12 11 10 12
outgoing trucks
Number of suppliers 4 3 4 4 5 3 2 10 9 9 8 7 8 11 18 17 17 19 18 16 20
Number of cross-dock 4 3 3 7 4 3 3 8 9 9 7 8 6 6 12 10 11 12 10 10 14
Product types 10 6 8 10 9 10 11 12 12 14 12 11 13 15 20 16 18 20 20 20 25
Number of customer 5 3 4 8 4 3 3 11 12 10 9 10 11 15 22 20 23 21 20 18 20

Several parameter values are generated using the uniform distribution function in this
problem. Parameters that are generated randomly include the capacity of the trucks, the
amount of customer demand, the amount of production of the manufacturers, the number
of products, the fuel consumption rate, and the distance traveled by the trucks between
the origins and the destinations. Sample parameter values are created and given in the
relevant tables for each problem. Table 15 list the minimum and maximum values that the
parameters can be assigned.

Table 15. Random parameters of the problem.

Customer demand U(0,30) U(0,30) U(0,30)
Product supply rate U(0,30) U(0,30) U(0,30)
Product weight U(0,10) U(0,10) U(0,10)
Incoming truck capacity U(0,10) x 1000 U(0,10) x 1000 U(0,10) x 1000
Outgoing trucks capacity U(0,10) x 1000 U(0,10) x 1000 U(0,10) x 1000
Origin between destination distance U(1,100) U(1,100) U(1,100)
Number of product type G U(@1,10) U(1,10) U(1,10)
Fuel consumption rate U(1,20) U(1,20) U(1,20)

Two meta-heuristic algorithms for solving multi-objective problems, including the
NSGA-II faulty sorting genetic algorithm and the MOPSO multi-objective particle swarm
algorithm, were used to solve the proposed model. The Taguchi method was used to
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adjust the parameters of the algorithms. The advantage of the Taguchi method over
other experimental design methods is that in addition to cost, obtaining optimal levels of
parameters can be achieved in less time. One of the most important steps in this method is
to select an orthogonal array that estimates the effects of factors on the mean response and
variation. In this paper, the most suitable three-level test design is identified, and according
to the Taguchi standard orthogonal arrays, the L9 array is selected as the appropriate test
design to parameterize the proposed algorithms. A statistical measure of performance is
considered the S/ N (signal to noise) ratio to adjust the optimal parameters, which includes
the average and changes. This ratio is desirable. The considered response variable is the
average of the four standard indices MID (mean ideal distance), MD (maximum spread or
diversity), spacing, and NPS (number of pareto solution) for multi-objective meta-heuristic
algorithms. Since this response variable is less, its corresponding S/ N ratio is considered
as Equation (30). The proposed meta-heuristic algorithms were implemented for each
Taguchi experiment, and then the S/ N ratios were calculated using Minitab 18 software.
The optimal values of the parameters of each algorithm are shown in Table 16.

2
S/NRatio = —lOlog(%) (30)

Table 16. Optimal values of parameters in algorithms.

Algorithm Parameters Parameter Domin Amounts
Iteration 100-300 300
Population size 50-100 100
NSGA-IL Intersection rate 0.6-0.8 0.8
Mutation rate 0.1-0.2 0.2
Iteration 100-300 300
Population size 50-100 100
MOPSO Cognitive constants, C1 1-3 3
Social constant, C2 1-2 2
4. Results

Sample problem 6 was solved at the small size level with the fixed parameters listed in
Table 4 and the random parameters listed in Table 6 with the four algorithms NSGA-II and
MOPSO. Based on this, the sequence of truck transportation operations in sample case 6,
for all four algorithms, is presented as the output analysis of the variables according to
the following tables. Table 17 show the transport sequences of the first truck in sample
problem 6 by solving the NSGA-II algorithm, and Table 18 show the transport sequences of
the first truck in sample problem 6 using the MOPSO solution method.

Table 17. Truck transport sequence 1 with NSGA-II algorithm for sample problem 1.

Origin Destination Product Type Number of Shipping

Products Sequence
Supplier 1 Cross-dock 1 E 7 1
Supplier 2 Cross-dock 1 F 15
Supplier 3 Cross-dock 3 G 6 2
Supplier 3 Customer 1 D 14
Supplier 3 Customer 2 D 14
Supplier 2 Customer 3 D 13
Supplier 1 Customer 3 E 17
Supplier 2 Customer 1 F 8 3
Supplier 2 Customer 2 F 16
Supplier 2 Customer 3 F 18
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Table 17. Cont.

Origin Destination Product Type NI: r:;::t;)f S:;I;l;;rlge

Supplier 2 Customer 2 G 7

Supplier 3 Supplier 1 E 7

Supplier 2 Supplier 1 F 15

Supplier 3 Supplier 1 F 16 4
Cross-dock 3 Cross-dock 1 D 14
Cross-dock 2 Cross-dock 1 F 16 5
Customer 3 Customer 1 D 14

Customer 3 Customer 2 E 8

Customer 3 Customer 2 F 18

Customer 3 Customer 2 G 13 6
Cross-dock 1 Customer 1 B 9
Cross-dock 1 Customer 3 D 14
Cross-dock 1 Customer 1 G 10
Cross-dock 1 Customer 2 G 7
Cross-dock 2 Customer 3 C 11 7
Cross-dock 3 Customer 1 E 17

Table 18. Truck transport sequence 1 with MOPSO algorithm for sample problem 1 (small level).

. . .. Number of Shippin,
Origin Destination Product Type Products Seqil;ncge
Supplier 2 Cross-dock 2 D 8
Supplier 2 Cross-dock 2 E 8
Supplier 2 Cross-dock 2 H 11 1
Supplier 2 Customer 1 D 14
Supplier 2 Customer 2 D 13
Supplier 2 Customer 1 E 17
Supplier 2 Customer 2 E 4 5
Supplier 2 Customer 3 E 8
Supplier 1 Customer 3 D 14
Supplier 2 Supplier 1 D 8
Supplier 2 Supplier 1 H 11 3
Cross-dock 2 Cross-dock 1 D 12 4
Customer 3 Customer 2 E 8
Customer 1 Customer 2 H 4 5
Cross-dock 2 Customer 3 C 17
Cross-dock 2 Customer 1 E 17
Cross-dock 2 Customer 2 E 4
Cross-dock 2 Customer 3 G 7
Cross-dock 1 Customer 3 E 17 6
Cross-dock 3 Customer 2 E 8

4.1. Comparison of NSGA-II and MOPSO Algorithms

Tables 19 and 20 show the values related to the criteria of several answers, time to
solve problems, distance from the ideal point, distance, and maximum coverage to compare
NSGA-II and MOPSO algorithms.

Execution time—One of the crucial criteria for measuring the performance quality of
an algorithm is its execution time, which in some articles is also referred to as execution
speed. This criterion becomes essential when the dimensions and complexity of the problem
increase. The execution time of these four methods in the three levels of small, medium,
and large sample problems are given in Tables 19 and 20 and Figure 3. In general, the
NSGA-II algorithm is more acceptable in terms of average runtime at both medium and
large sample problem levels.
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Table 19. Criteria values of the NSGA-II algorithm.

NSGA-II
Example Size
NPS Time (S) MID DM Spacing

1 Small 100 878.22 1.0918 50964 0.8515
2 Small 97 526.19 1.0601 3351 0.9425
3 Small 100 898.23 1.0361 5745.4 0.9863
4 Small 100 1204.84 1.1609 5082.3 0.8294
5 Small 100 911.26 1.0537 5281.4 0.9158
6 Small 99 392.67 1.0077 3667.4 0.9317
7 Small 99 711.97 1.1094 4616 1.0001

Mean 99.28 798.054 1.0742 4691.4 0.9226
1 Middle 100 2011.51 1.0466 9406.5 0.8803
2 Middle 100 2213.24 1.0494 9415 0.9962
3 Middle 100 3415.81 1.0453 11,761 1.0038
4 Middle 100 4313.86 1.043 11,291 1.0075
5 Middle 100 4201.49 1.0371 12,580 1.0718
6 Middle 100 3919.35 1.0394 13,449 0.9942
7 Middle 99 5077.08 1.0556 12,997 0.963

Mean 99.85 3593.19 1.045 11,557.07 0.9881
1 Large 100 19,202.23 1.0627 19,654 1.1429
2 Large 99 21,020.54 1.0748 21,012 1.1436
3 Large 100 210,695.14 1.0452 20,654.12 1.1259
4 Large 100 230,458.87 1.0872 23,012.45 1.1248
5 Large 100 26,748.65 1.0925 24,896.87 1.0258
6 Large 99 25,874.96 1.0745 23,968.97 1.0387
7 Large 100 27,987.56 1.0998 25,984.23 1.0587

Mean 99.714 22,715.28 1.0766 22,624.79 1.0941

Table 20. Criteria values of the MOPSO algorithm.
MOPSO
Example Size
NPS Time (S) MID DM Spacing

1 Small 100 817.45 1.1166 2708.6 0.8495
2 Small 77 473.64 1.1234 1365.3 0.803
3 Small 99 831.9 1.0548 2972.3 0.9092
4 Small 94 1161.45 1.2043 2897.9 0.7604
5 Small 95 853.09 1.0943 3108.5 0.8189
6 Small 98 381.79 1.0829 2430 0.907
7 Small 95 650.25 1.1492 2324.6 0.7806

Mean 94 738.51 1.1179 2453.88 0.8326
1 Middle 100 2044.69 1.0468 6090.3 0.9312
2 Middle 92 2320.03 1.0455 7155.5 1.0476
3 Middle 100 3451.65 1.0547 6141 0.8661
4 Middle 98 4364.47 1.049 7536.4 1.0063
5 Middle 98 4113.73 1.0404 7265.8 0.9996
6 Middle 100 3996.17 1.0364 8293.4 0.9286
7 Middle 96 5258.46 1.0625 6351.8 0.8655

Mean 97.714 3649.88 1.0479 6976.3 0.9493
1 Large 100 19,795.71 1.0877 10395 0.8874
2 Large 100 22,101.36 1.0689 11,256 0.8658
3 Large 100 20,985.87 1.0589 10,365.85 0.8953
4 Large 100 21,895.3 1.0489 12,365.35 0.9587
5 Large 96 27,014.32 1.0845 12,985.36 0.8596
6 Large 100 26,579.89 1.0895 12,645.84 0.9741
7 Large 93 28,012.56 1.0114 13,586.96 0.8254

Mean 98.42 23,769.27 1.06 11,942.91 0.8951
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Figure 3. Comparison between the average execution time of NSGA-II and MOPSO.

4.1.1. Distance from the Ideal Point

The MID index is used to calculate the mean distance of Pareto solutions from the
origin’s so-called ideal point. Considering the MID, it is clear that the lower the value of
this index, the higher the efficiency of this algorithm. The ideal point distance criterion,
which measures the optimal close Pareto proximity measure, was calculated for 21 sample
problems for the NSGA-II and MOPSO algorithms. In these 21 problems, the average
values of the NSGA-II algorithm in small and medium problems were less than for the
MOPSO algorithm. The DM index shows the variety of Pareto solutions. The higher the
DM value is, the better the algorithm performs.

4.1.2. Spacing

The spacing criterion for each sample problem was calculated for the NSGA-II MOPSO
algorithms, and the comparison of the mean of these two values for the sample problems
was performed at three levels to determine the most desirable algorithm. The spacing
criterion in the MOPSO algorithm was smaller than the NSGA-II algorithm and had
better performance.

4.1.3. The Most Expansion

The maximum expansion criterion for the 21 sample problems was calculated for the
NSGA-II and MOPSO algorithms. The criterion measures the maximum expansion density
of Pareto archive solutions, and a simple method was used to calculate it, i.e., without
considering the intermediate solutions, only the boundary solutions were used to plot the
extent of Pareto archive solutions. In this criterion, the average of the calculations shows that
the NSGA-II algorithm offers more comprehensive answers than the MOPSO algorithm.

5. Conclusions and Suggestions

The problem studied in this article was used to provide a model for the optimal
sequence of trucks and the cost of operations within the supply chain concerning three
objectives (minimizing the cost of transportation, minimizing the sequence of transporting
trucks, and minimizing carbon dioxide emissions) [42-45]. The mathematical model
approach is complicated due to the high number of variables and limitations related
to the number of trucks sending and receiving and the number of products required to
solve the problem. When increasing these variables, the dimensions of the problem and
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the solution time increase exponentially [46,47]. Therefore, two meta-heuristic algorithms
NSGA-II and MOPSO, were used to solve the model. The results of the calculations were
compared using four criteria. On average, the NSGA-II algorithm is more acceptable in
runtime for 21 sample problems at the three small, medium, and large levels. In terms of
distance from the ideal point, the NSGA-II algorithm is better. In the spacing criterion,
which measures the density of Pareto archive solutions, the MOPSO algorithm scores better
than the NSGA-II algorithm. The NSGA-II algorithm offers broader answers than the
MOPSO algorithm at the maximum expansion criterion. Because research in this area is in
its infancy, there is much opportunity for future research. Several areas in which research
can be expanded are listed below.

Generalization of the proposed mathematical model for modelling in the presence of
cross-dock systems with many entrances and exit doors.

It was assumed that temporary storage has unlimited capacity, while temporary stor-
age is usually limited in practice. This real-world assumption can be added to the model.

Generalization of the proposed mathematical model by considering the multi-
period mode.

Generalization of the proposed mathematical model of the problem by considering
uncertain parameters (for example, considering fuzzy demand for customers) given the
complex nature of docking systems.
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