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Abstract: As the complexity of electric systems increases, so does the required effort for the monitoring
and management of grid operations. To solve grid performance issues, smart grids require the
exchange of higher volumes of data, high availability of the telecommunication infrastructure, and
very low latency. The fifth generation (5G) mobile network seems to be the most promising technology
to support such requirements, allowing utilities to have dedicated virtual slices of network resources
to maximize the service availability in case of network congestions. Regarding this evolving scenario,
this work presents the Smart5Grid project vision on how 5G can support the energy vertical industry
for the fast deployment of innovative digital services. Specifically, this work introduces the concept
of network applications (NetApps), a new paradigm of virtualization that are envisioned to facilitate
the creation of a new market for information technology (IT), small and medium enterprises (SMEs),
and startups. This concept, and the open architecture that facilitates its implementation, is showcased
by four real-life 5G-enabled demonstrators: (1) automatic fault detection in a medium voltage (MV)
grid in Italy, (2) real-time safety monitoring for operators in high voltage (HV) substations in Spain,
(3) remote distributed energy resources (DER) monitoring in Bulgaria, and (4) wide area monitoring
in a cross-border scenario between Greece and Bulgaria.

Keywords: 5G technology; NetApp; NetApp controller; smart grid; virtual network function

1. Introduction

The profound transformation driven by the need for deeper and faster decarboniza-
tion is changing the energy world while creating new challenges, both on the supply and
demand sides [1]. Particularly in Europe, but also around the world, the power sector
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is strongly involved in this process and will deliver a significant part of the necessary
efforts [2]. In this context, the energy infrastructure needs to be enhanced and digitalized
to cope with the deployment of renewable sources, increased decentralization, and elec-
trification of end users and active customers, ensuring, at the same time, energy network
stability, security, and resilience.

Many factors are influencing this transition. On the one hand, the electricity generated
from renewable sources is predominantly variable in its nature, with the need for the grids
to manage power flows more promptly and efficiently to support the integration of less
predictable energy production while maintaining the quality of supply [3,4]. On the other
hand, grid interoperability with distributed resources—including small photovoltaic (PV)
systems and storage, energy communities, and “prosumers”—is one of the fundamental
pillars of grid development [5]. Moreover, energy consumption patterns are changing too,
due to the growth of new forms of energy demand in building, transport, and industry
sectors, with high variability and high power rating, such as the charging of electric vehicles,
heat pumps, and the popularization of other consumer-based devices [6,7].

In this scenario, energy system operators will have to be empowered with more
advanced instruments to provide reliable electricity supply and quality of service (QoS) in
the increasingly challenging energy system [8]. The goal is to allow the grid system to work
as efficiently as possible, minimizing operating costs and environmental impacts while
maximizing system stability and security [9].

Smart grids accomplish the required optimization of energy networks by the imple-
mentation of massive digitalization and other advanced technologies [10,11]. They are
necessary for the integration of growing amounts of variable renewable energy resources
(RESs), such as solar and wind power, and of new loads, such as the charging of electric
vehicles or bi-directional energy entities, such as energy storage units, while maintaining
stability and efficiency of the system [12]. Furthermore, smart grids enable the exploitation
of DERs to provide flexibility services that are potentially available or that will become
available in the future [13].

To achieve the envisioned energy system with the aforementioned capabilities and
functionalities, energy grids require a specific digital communication layer [14,15]. Utilizing
this layer, power devices, protection systems, and grid devices can communicate with each
other and adopt the best configuration possible [4]. Several implementations have been
performed in this sense, so far, using optical fiber [16] or the 4th generation (4G) mobile
networks [17,18]. While the former is able to sustain requirements such as ultra-low
latency, reliability, and availability of service (e.g., for demanding control and protection
applications in smart grids), it also has high implementation costs and a lack of flexibility in
case there is a need to connect a different power plant. In the latter case, 4G technology offers
flexibility and scalability of the communication infrastructure. However, 4G has limitations
in terms of the latency, speed, and reliability needed for the secure and reliable operation
of smart grids. Fifth generation technology can be the proper solution by providing ultra-
reliable connection, including slicing, together with speed and latency comparable to what
optical fiber can offer, while having more flexibility in the installation [19]. Moreover, edge
computing [20] can improve the ability of the grid to process information close to the power
plants, which decreases the latency and need for bandwidth and increases the security.

Recent works have shown the capability of 5G for several smart grids´ applications,
such as for (1) fault management [21] in power distribution networks, including centralized
and distributed network management; (2) state estimation monitoring applications [22];
(3) line differential protection in MV substations [23]. A recent survey investigating possible
applications of 5G for smart grids is provided in [24]. Despite their very interesting insights,
the existing studies mainly focus on the 5G radio access network (RAN), while important
aspects, such as the 5G service-based architecture (SBA), which could leverage advanced
techniques for the support of smart grid applications (e.g., slicing), have not been studied.

In this regard, Smart5Grid [25], an EU-funded project started in January 2021, aims
to support the energy sector evolution by providing the required digital layer to leverage
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the availability of new communication technologies and infrastructure, accelerating the
transition towards 5G and adopting the edge computing and cloud-native paradigms by
means of chained virtual network functions, defined as network applications (NetApps).
In this paper, we introduce the Smart5Grid concept and architecture and highlight the
NetApp concept, which, together with the Smart5Grid platform design that facilitates its
deployment, accelerates digitalization and innovative services for smart grids. Unlike the
existing literature, our work takes into account the end-to-end 5G SBA and the interplay
between the service and the network towards the formation of service function chains that
can be hosted in 5G networks and which meet their strict application requirements. To this
end, the main contributions of this work are as follows:

(1) The introduction of the NetApp concept to enhance the capabilities of domain-specific
applications for one of the most important 5G vertical industries, that is, the power
and energy grid. This concept takes into account the 5G SBA and provides a joint
framework for application and network management, among others.

(2) The definition of an open cross-domain platform, which includes the energy and
the telecommunication domain and the Smart5Grid open-experimentation platform,
along with open interfaces for third parties to assess their custom energy-related
NetApps.

(3) The presentation of a set of different use cases with different communication re-
quirements and their impact on the definition and interplay between the Smart5Grid
components.

The paper is organized as follows: Section 1.1. exemplifies several smart grid function-
alities that could most benefit from the 5G technology and the NetApps concept. Section 1.2
introduces the demonstrators for 5G technology as proposed by the Smart5Grid project.
Section 2 details the innovative concept of NetApps from the point of view of conceptual
representation, development, and deployment in the 5G telco infrastructure. Section 3
presents the Smart5Grid platform as an open experimentation environment for third-party
NetApps. Section 4 showcases the application of the NetApp concept to realistic, ready-to-
be-implemented applications for smart grids. Specifically, this section details the NetApp
functionalities specific to the four real use cases of the Smart5Grid project. Section 5
provides the conclusions and information about future work.

1.1. Main Functionalities of Smart Grids

Smart grids are complex systems that offer “more than simply the sum of the con-
stituent parts” [26]. With respect to power transmission and distribution networks, smart
grids integrate interconnected and geographically widely distributed hardware and soft-
ware components, both on the demand and on the supply side, and pool their resources to
create richer functionalities, such as the following:

(1) Advanced metering and monitoring for close to real-time transmission and reception
of data for information, monitoring, and control purposes of the energy network
to acquire/provide feedback for the grid operation and enable consumers to better
manage consumptions.

(2) Active network management for operational optimization through predictive main-
tenance, energy network remote reconfiguration, and recovery scheme activation in
almost real time.

(3) Flexibility services from DERs, such as distributed generation, energy storage assets,
and demand-side response, leveraging end-user flexibility.

(4) Smart charging services, such as vehicle-to-grid or vehicle-to-home solutions (for
battery electric and plug-in hybrid vehicles) and additional growth of electrification
grade (i.e., heating and cooling), increasing RESs’ grid hosting capability.
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1.2. The Solution Proposed in the Smart5Grid Project

Smart5Grid will support most of the above-mentioned functionalities through the
implementation of four use cases (UCs), offering dedicated services not only for the energy
system operators but also for DER providers and aggregators, the new emerging actors of
the energy industry ecosystem. The four UCs are as follows:

(1) An innovative cross-border frequency monitoring system will be implemented to
support the regional transmission system operator (TSO) to provide system stability.

(2) A safety system for workers in HV power substations will also be developed, ensuring
that workers (and their tools) keep the due physical distance from the live parts of the
substation, as electricity still represents a danger for workers if the risks in HV power
substations are not properly addressed.

(3) An advanced active grid management system will be designed to provide real-time
communication monitoring, preparing the ground for further implementation of
edge-based computing.

(4) Real-time monitoring and control of DERs will be also implemented, creating the
basis for providing flexibility services to the energy system operators.

2. Smart5Grid NetApp Concept

One of the Smart5Grid’s main aims is to provide a friendly environment that, ab-
stracting the complexity of the underlying 5G network, facilitates the development of
applications for the smart grid. Here is where the NetApp concept comes into play, con-
ceived as a vertical application, composed of a chain of cloud-native virtual network
functions (VNFs), able to leverage 5G and edge infrastructure by formally specifying its
deployment and performance requirements in its so-called NetApp descriptor.

The split of the functionality of the NetApp into decoupled VNFs is not a new concept.
In fact, the European Telecommunications Standards Institute’s (ETSI) network function
virtualization (NFV) framework [27] describes the reference architecture, information
models, and tools required to manage this kind of application. However, if advanced
networking is needed when developing an end-to-end application to run on a 5G network,
this framework requires telecommunications expertise from the developers, which usually
exceeds their skillset. The Smart5Grid NetApp concept intends to provide a solution to
this problem by abstracting the complexities of network configuration from the developers.
The Smart5Grid NetApp contains the necessary components to offer the vertical service.
It is a standalone application, but it may be also integrated with other external or legacy
applications, as shown in Figure 1.
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The NetApp components can be deployed as container-based VNFs. By splitting
these components whenever possible in the implementation phase, the NetApp brings the
opportunity to take advantage of the cloud/edge infrastructure when deployed. Figure 2
shows an example of a NetApp comprised of two components. If there is a VNF that
requires low latency, this could be placed at the edge of the computing infrastructure; the
other, with less stringent requirements, in a cloud datacenter where resources are less
constrained.
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Figure 2. NetApp deployment over a 5G network.

Each NetApp is formally defined in a NetApp descriptor, which includes the necessary
information regarding the vertical service that comprises it, its topology, as well as the
performance requirements of each component so that the infrastructure over which it is
instantiated can perform its intended functions, such as multiple-access edge computing
(MEC) offloading, VNF scaling, or traffic policy enforcement via its management and
orchestration (M&O) system. This information allows the M&O system to create end-to-
end slices that fulfill these requirements, allowing developers to design applications with
strict performance demands without having the expertise to implement the networks that
support them. These concepts will be further explained in Sections 3 and 4.

With the aim to leverage, as much as possible, the existing state of the art and stan-
dards, Smart5Grid proposes to adopt ETSI-aligned descriptors and incorporate them into
Smart5Grid NetApps in such a way that existing VNFs can be reused. This, however, may
be difficult to bring into reality, as multiple implementations in the orchestration layer are
available in the different UC implementations within the project; even ETSI initiatives, such
as open-source management and orchestration (OSM), include proprietary definitions of
certain aspects, especially in the case of containerized workloads, which are still under
specification. For this reason, we propose to use a hybrid solution where a placeholder for
ETSI standard descriptors exists, while allowing existing specific implementations to work
in such deployments. Figure 3 graphically illustrates the first version of the Smart5Grid
information model (IM) in relation to the existing ETSI NFV one.
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3. Smart5Grid Platform

Smart5Grid proposes to ease the barriers for new entrants to the energy market (third-
party developers and SMEs included) by defining an open 5G platform that, following
development and operations (DevOps) practices, will allow the verification and validation
of applications and VNFs. This validation will take place in quasi-production environ-
ments, not just locally, in advance of their deployment in real operational conditions, thus
increasing their trust in the behavior of said applications.

3.1. Main Functionality and Actors

The goal of the Smart5Grid platform is to provide a common platform for NetApp
developers and consumers (i.e., energy vertical stakeholders). To achieve this, Smart5Grid
proposes a platform containing a repository, the open service repository (OSR) of NetApps
that has been thoroughly tested in advance through a verification and validation (V&V)
framework. This will enable the creation of a NetApp ecosystem that will allow for
sharing NetApps, fostering their visibility but also encouraging collaboration and, therefore,
innovation. The main functionalities of the Smart5Grid platform are depicted in Figure 4.

3.2. Reference Architecture

The Smart5Grid architecture, encompassing the platform and the infrastructure over
which NetApps are deployed, is depicted in Figure 5. It is logically divided into three layers
corresponding to different groups of functionalities. The first layer is the uppermost part of
the architecture and contains the OSR and V&V framework, together with the platform
interfaces from which users can access it. Next, we find a layer containing the virtualization
and telecommunications infrastructure with its associated management and orchestration
functions. Lastly, the energy infrastructure contains the grid components that connect to
the NetApps services.
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3.2.1. Platform Layer

The platform layer is the uppermost part of the architecture, meaning that it is the point
of entry for users to the Smart5Grid facility, including NetApp developers as well as NetApp
consumers. This point of entry is provided by the user interface (UI) which, in essence,
consists of a web application that manages the authorization and authentication of users and
provides access to the services offered by the exposed application programming interfaces
(APIs) of the other two components of this layer, namely, the OSR and the V&V framework.

OSR

The OSR is the module responsible for the storage and management of NetApps and
VNFs. It also preserves logs of the actions performed on the stored NetApps. It consists
of a collection of components interacting with each other to provide a unified service
to the users, offering access to existing NetApps as well as a complete toolset for the
implementation of modern DevOps practices to users developing NetApps. The OSR’s
main components include the following:

The authentication and authorization service handles user access to the OSR resources
in a role-based access control method. The external user roles that are supported can be
divided into two categories, namely the NetApps developers and the NetApps consumers.
The developers of NetApps and VNFs can take advantage of the OSR’s DevOps and
collaboration functionality to develop and publish their applications, achieving visibility
from consumers. In addition, the NetApps consumers can find applications that meet their
functional and performance requirements.

The NetApp/VNF catalog handles NetApp and VNF development, storage, and man-
agement. It can be divided into two subcomponents—code versioning service and event
logging component. The code versioning service has the role of handling the NetApp/VNF
code, keeping track of different versions, and providing packages of the NetApp under-
lying software components. It stores the NetApp/VNF descriptor text files and source
code. Developers can use the code versioning service to collaborate on the development of
NetApps and publish images to the included image registry. The event logging component
keeps track of actions performed on the NetApp/VNF code and packages. Agents collect
and push the data to the logging server. Apart from storing the log data, it allows for
querying the desired data logs, applying time or object properties filters.

V&V Framework

The V&V framework is split into two sub-modules, the verification and the validation
engines. The verification engine assesses the syntax, integrity, and topology of the Net Apps
and/or VNFs. The validation engine addresses the information model translation (IMT)
module, the onboarding and instantiation in a particular M&O framework, and the key
performance indicator (KPI) retrieval and validation. The IMT module was designed in
a plugin-based approach to suit future needs of adding the support of more information
models and, thus, assuring the growing compatibility of more M&O frameworks.

The verification component of the V&V framework addresses the composition of the
Smart5Grid NetApp descriptors. It provides verification on the following elements.

Syntax verification: The NetApp descriptor and corresponding virtual network function
descriptors (VNFDs) are syntactically validated against the scheme templates specified by
the data model of Smart5Grid.

Integrity verification: The validation of integrity verifies the overall structure of de-
scriptors through the inspection of references and identifiers both within and outside the
individual descriptors. As NetApp and VNFDs have different information scopes, the
validation goals of this type of activity either in the context of a VNF or NetApp validation
are provided as follows:
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NetApp integrity: NetApp descriptors typically contain references to multiple VNFs,
which are identified by the VNFD. The integrity validation ensures that the references are
valid by checking the existence of the targeted VNFs. Integrity validation also verifies the
connection points (CPs) of the NetApp. This comprises the virtual interfaces of the NetApp
itself and the interfaces linked to the referenced VNFs.

VNF integrity: The integrity validation of a VNF follows a similar procedure of a
NetApp integrity validation, with the difference of virtual digital units (VDUs) being
defined inside the VNFD itself.

Topology verification: This provides a set of mechanisms to validate the network con-
nectivity graph to aid the development of connectivity logic. Typically, a NetApp contains
several inter-connected VNFs, and each VNF may also contain several inter-connected
VDUs. The connection topology between VNFs and VDUs (within VNFs) must be analyzed
to ensure a correct connectivity topology.

The validation process comprises the deployment and instantiation of the NetApp
to be validated by the M&O framework. In Smart5Grid, the V&V platform is expected to
have the associated M&O framework to perform the NetApp validation tests, which can be
of multiple types as well.

NetApp onboarding: Once the translation process is finished, the next logical step is
to onboard the NetApp in the corresponding M&O framework.

NetApp instantiation: At this step, the validation engine will request the instantiation
of the NetApp.

Retrieve KPIs: To properly validate the NetApp, the validation engine will ensure
that certain specified KPIs are met. Hence, the M&O framework will have a mechanism to
measure and provide such metrics.

Validation results analysis: This process verifies if the retrieved KPIs are within the
thresholds specified by the developer. It is this process that determines if a NetApp is
successfully validated.

3.2.2. NFV/Telco Layer

This layer description specifies the required computing and networking systems that
enable the deployment of NetApps. It is divided into two parts that are very tightly
related—the M&O framework and the NFV/telco infrastructure.

M&O Framework

The M&O framework is responsible for managing the end-to-end lifecycle of a NetApp
deployment. It also provides services to cover all aspects of the complete lifecycle, including
onboarding, instantiation, monitoring, scaling, and termination. It is composed of the
following components:

The NetApp controller and MEC orchestrator (MECO) manage the NetApps and MEC
servers’ lifecycles. This includes NetApp-specific functions like NetApp deployment,
migration, termination, set, and forward the required traffic routing rules, but also functions
like node (re-)provisioning and configuration. Since this is the component that decides
where a NetApp should be deployed, it is usual that the MECO has a broader view than
just the edge, and it usually can manage resources ranging from far and near the edge to
public and private datacenters.

The slice manager (SM) is one of the key elements that guarantees the management and
orchestration of the infrastructure resources, as well as the NetApp service deployment,
in an agile way. The SM performs the logical partition in each resource offered by the
infrastructure owner (5G radio access and core networks, compute, and transport). These
logical partitions, simply named a collection of chunks, represent a network slice instance
(NSI), which considers the service requirements specified by the customer. In detail, this
component allows for the following functionalities:
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(1) The dynamic provisioning of end-to-end network slices, both at the infrastructure
level (infrastructure chunks) as well as at the network level (networks chunks), bearing
in mind the performance requirements per slice, such as QoS policies.

(2) The clients and third parties handle the network slices’ lifecycle management (LCM)
in an agile manner in terms of commissioning, deployment, fault, and configuration
procedures performed over the chunking resources and the network slices (NS).

(3) The interaction with the virtual infrastructure manager (VIM) technologies for the
management of edge/cloud infrastructures, such as OpenStack, provide better sup-
port of multi-tenancy and multi-tier services. In addition, it interacts with ETSI NFV
MANO frameworks, such as the open-source NVF management and orchestration
(OSM), to coordinate the network services’ LCM procedures in a multi-tier model.

(4) Seamless and dynamic network service provisioning at the network level by estab-
lishing the service chain communication among several network functions, which
together describe a NetApp. These NetApps can be distributed along with the multi-
ple infrastructure domains.

(5) A flexible interaction with open radio access network (O-RAN) [28] aligned access
networks to enable a transparent and dynamic resource orchestration of the multiple
wireless devices such as small cells, Wi-Fi networks, and 5 New Radio (NR).

The 5G core network (CN) controller is responsible for the management and orchestration
of the resources of the CN. It tightly collaborates with the SM, and, in certain deployments,
it can be de facto realized as a submodule of the SM itself. It implements some functional
capabilities that 3GPP has assigned to the network slice subnet management function
(NSSMF) and the network function management function (NFMF) [29,30].

The management and configuration of radio devices of the 5G network are handled
by a dedicated management module called the radio access network (RAN) controller. This
module, which, depending on its implementation, may be a standalone component or
integrated with the SM, exposes the available radio infrastructure to the upper layers of the
architecture via its northbound API and enables its configuration and management. The
RAN devices of the network are managed over the southbound API of the RAN controller
using dedicated protocols.

In Smart5Grid, to manage VNFs and NetApps, it is necessary to focus on two compo-
nents of the NFV framework. The first component, the NFV orchestrator (NFVO), being the
main component of this framework, is in charge of the orchestration of the computing, stor-
age, and network resources that are provided by the second component of this framework,
the virtualization infrastructure manager (VIM).

The network/IT infrastructure monitoring is handled by means of the telemetry component,
which is the main ingredient able to inform any optimization engine or planning tool
on how to place VNFs and NetApps closer to the device or migrate to a more powerful
cloud environment if needed. Often, this choice or the potential system configurations
are unknown to application developers ahead of time. What may be the right choice for a
low-end device (such as a smart meter) with good connectivity may be the wrong choice
for a high-end mobile device (such as a drone). Thus, the Smart5Grid platform will collect
and manage the different data arriving from the processing and networking infrastructures
in a smart way.

NFV/Telco Infrastructure

The infrastructure required is primarily of two kinds—computing and networking.
The computing infrastructure is utilized by the M&O framework to deploy the software
components in the form of containers that constitute a NetApp. This computing infras-
tructure can be centrally located or placed at the edge to benefit from reduced latency
communications. The networking infrastructure is formed of networking nodes in both
access and core domains such as 5G gNodeBs (the 5G base stations) and CN functions,
which are orchestrated to meet the traffic demands of a NetApp. With regard to the open-
source cloud infrastructure software, different solutions can be considered as possible
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implementation choices, such as Openstack [31], Cloudstack [32], or OpenNebula [33],
while with the recent advances within containerization, cloud-native VNFs may now run
in a container rather than a virtual machine, with their lifecycle orchestrated by a container
orchestration engine, such as Kubernetes [34]. The adoption of a specific solution depends
on the requirements of the specific UC.

3.2.3. Smart Energy Grid Layer

The smart energy grid layer is the environment where the data is both generated (e.g.,
by sensors, advanced measurement, and instrumentation units such as phasor measurement
units, amongst others) and received (e.g., by intelligent controllers of distributed energy
resources, automated remote terminal units, applications supporting the reliable and safe
operation of the grid, and so on).

Power systems are highly critical infrastructures [35]. Therefore, before deploying any
new equipment or sub-system solutions that may affect the actual operation of the grid,
it is mandatory that these solutions are thoroughly tested and validated in a controlled
power-grid related operation environment, such as a digital twin, real-time hardware-in-
the-loop (RT-HIL) testbed infrastructure. As such, in the general Smart5Grid architecture,
the smart energy layer is virtually represented by a flexible, pre-piloting smart grid layer.

A general architecture of the pre-piloting testing facility, or the virtual smart grid layer,
is depicted in Figure 6. It is comprised of three main architectural blocks, and only part or
all of them may be required depending on the specific operation scenarios to be tested and
validated. The role of each of these components, and how the Smart5Grid platform will be
integrated into this setup is briefly described below.
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Digital twin of a power system: The implementation of a digital twin of a power system
is crucial for creating realistic conditions to test and validate the energy-specific NetApps,
which in turn aim to provide additional services for the grid and enable the power sys-
tems’ evolution. To accomplish this, a dedicated real-time simulator (RTS) (e.g., OPAL-RT
OP5700 [36]) can be used. Field measurements (collected from actual power plants either
online or through measurement campaigns) are employed in these simulations to replicate
the operation of selected power systems as digital twins. As a result, a digital twin of an
actual power system allows the execution of studies and investigations for evolving the
operation of a smart grid without risking the integrity of the infrastructure.

Control-hardware-in-the-loop (control-HIL): This is a framework where the Smart5Grid
platform, along with the developed power grid controllers, are included in the loop with
the digital twin of the power system implemented in the RTS. To consider the complexity
of the power system in real time, either a small-scale prototype plant or the digital twin
of the actual power plant can be used. Thus, the controller can receive measurements
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and send control set-points to the power grid under test (digital twin), emulating realistic
conditions for the demonstration. In actual power grids and control-HIL frameworks, the
real-time responsiveness of the controller is crucial for the stability of the grid along with
any communication or processing delays.

Power-hardware-in-the-loop (power-HIL): This investigates the interaction between the
power grid under test (digital twin) and a physical power equipment in the loop. This
allows the testing of how a prototype or a commercial equipment will operate when it is
connected to a specific location within an actual power system. Therefore, the dynamics of
the power systems are replicated in a realistic way to investigate the operation of physical
equipment under a relevant environment. Examples of physical power equipment are PV
plants, battery storage systems (BSSs), the electrical installation of a building, wind turbines
(WTs), devices used by the power industry (i.e., smart meters, phasor measurement units
(PMUs), protection relays, etc.), and micro or nano-grids, amongst others. On the other
hand, power-HIL is crucial for validating and demonstrating how new power equipment
will properly operate when it is connected to an actual power plant. For the latter case
(e.g., the development of prototype power equipment, such as wind power inverters or a
new protection system for the power grid), the power-HIL infrastructure can be used for
validating the operation of the prototype equipment under extreme scenarios and realistic
conditions.

It should be noted that for the investigation of the interaction between the power grid
under test (digital twin) and a market-available or prototype plant to be integrated into
the smart grid (e.g., aiming for new or more advanced functionalities or services), a power
interface is used. In this context, the power equipment is interconnected to a selected bus
within the digital twin through a power amplifier. The power amplifier replicates, in every
solution step of the digital twin (e.g., every 50 µs), the voltage conditions of the selected bus,
and this voltage supplies the power equipment. The operation of the power equipment
(power exchange with the amplifier) is considered by the digital twin to accurately emulate
the interaction between the two.

Finally, the integration of the Smart5Grid platform and telco layers in this smart
grid testing environment can be done at the macroscopic level using a hardware network
emulator (NE) in the loop. This is, in essence, a software-defined test network that mimics
a set of significant characteristics of real-world networks, including 5G technology (e.g.,
the telco layer in the Smart5Grid architecture). The NE allows for creating controllable and
repeatable network conditions, such as latency and jitter, re-ordered or duplicated data
packets, lost/corrupted data or queueing and congestion conditions, amongst others. Based
on the NetApp KPIs retrieved from the V&V process, the NE will be configured to replicate
similar communication characteristics expected to occur in real-world telecommunication
infrastructures, aiming to investigate the communication impact on the power-HIL loop.

4. Smart5Grid NetApp Use Cases

This section exemplifies the application of the NetApp concept in the context of the
Smart5Grid demonstrators, also known as UCs.

4.1. UC1—Automatic Power Distribution Grid Fault Detection
4.1.1. Description

Real-time self-healing is a function in electricity distribution networks that consists
of the automatic search and isolation of a portion of the distribution network affected
by a grid fault, aiming to lower the impact on the involved energy users. This function
requires very low latency and reliable communication in any environmental condition
to allow self-reconfiguration of the network without an electricity supply interruption to
end users. One of the critical aspects when investigating the cause of the malfunction of
such an automation system is to be able to continuously monitor how the communication
infrastructure works, for example, quickly identifying if the problem originated in the
power circuit breaker, in the actuators, in the sensors, or due to communications errors.
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Currently, there are two types of communication technologies used for this advanced
automation system—4G network technology and optical fiber. While the latter is recognized
as a reliable communication technology for this automation system, its implementation
is costly and less scalable for remote areas. On the other hand, implementations that
use 4G technology are very scalable and cheaper than those with optical fiber, but they
could not guarantee very low latency and highly reliable communication, especially in
congested network situations. The goal of this UC is to reduce the complexity, time, and
cost required in the troubleshooting process of the advanced self-healing power distribution
automation system when an abnormal condition occurs. As such, this UC implements
a telecommunications network monitoring mechanism, in the form of a NetApp, that
continuously, and in real time, oversees the network status of all the remote field devices
involved in the advanced self-healing automation system of a selected geographical area.

4.1.2. Requirements

The smart fault selection automation framework requires ultra-reliable low latency
communication (URLLC), which means high service availability (over 99.99%), high com-
munication reliability (over 99.99%), and end-to-end latency below 40 ms, on top of high
standards of cyber security and end-to-end encryption of data. The aim of this UC is
to verify and validate this requirement and to also create a NetApp for the continuous
monitoring of the telecommunications infrastructure and its performance.

4.1.3. Specific NetApps

The infrastructure in this UC includes three main software components—the gateway,
the NetApp monitoring and fault detection, and the central supervisory control and data
acquisition (SCADA) system, as illustrated in Figure 7.
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The gateway software is responsible for collecting the network traffic from the de-
ployed sensors, compiling them into a common format, and forwarding this network flow
into the NetApp. The inquiry component in the monitoring and NetApp will generate
monitoring traffic to collect data on the communication layer quality. The monitoring
component will collect and analyze the raw data to make them available to the perfor-
mance monitor in the distribution system operator’s (DSO’s) control room, supporting
troubleshooting for the telecommunications infrastructure.

4.1.4. Site Architecture

The pilot site of UC1 consists of several remote, medium voltage (MV) power substa-
tions along two contiguous feeders in which the smart fault selection automation framework
will be implemented. The site architecture is presented in Figure 8.
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The MV protection devices and remote terminal units (RTUs) forward the collected
data to the local gateway. Its purpose is to send them through the DSO telecommunication
infrastructure to the central systems in order to ensure the remote control of the electric
grid and, in the meantime, also ensure the interaction with other MV protection devices in
the field, with the aim of automatically finding and isolating a fault on the grid when it
occurs. The MV protection devices use standard communication protocols, such as IEC
61850-MMS/GOOSE [37] and IEC60870-5-104 [38].
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The 5G network enables the gateway to send and receive, in a very fast and reliable
manner, the information coming from and destined for the local MV protection devices. In
addition, this kind of mobile communication network enables innovative edge computing
functions provided by the telco operators.

In this demonstration, we will use the computing and data storage resources provided
by the local telco to implement a NetApp that collects information concerning the state of
the 5G radio access network versus each gateway of all substations involved in this pilot.

The objective is to have a clear view of the communication network layer so as to
ensure better electric service levels and to dispatch the DSO technicians to the field only
when it is strictly required.

4.2. UC2—Remote Inspection of Automatically Delimited Working Areas at Distribution
Power Systems
4.2.1. Description

The physical security of personnel that work in electrical power substations is of major
importance for every energy operator, since these substations, with voltage values over 66
kV, pose a very high risk. The safety standards in these substations are the highest, while
constant revisions take place, integrating the latest technological advances. In the context
of Smart5Grid, the 5G functionalities, through the development of different NetApps, aim
to enhance safety measures and provide a safer working environment.

Currently, the maintenance process safety rules in the electrical power substations are
very strict and are performed in direct coordination with the power substation’s control
room. Specifically, currently, a colored paper tape is placed by field workers to indicate
the safe delimited working areas of the substation. Further, field work in the safe areas is
always visually supervised by the worker’s team maintenance supervisor.
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The current infrastructure uses two different safety systems. The first one is a camera
with integrated image recognition software that provides an overview of the workers that
are physically located in the substation. The second one is an ultra-wideband (UWB) system
that provides basic location information through tags and anchors. The technological leap
on the current infrastructure is to merge data from different sources, process them, and
implement the communication channels using 5G technology.

4.2.2. Requirements

Due to the type of sensors involved in this UC, two types of slices are required—
URLLC for camera sensors and enhanced mobile broadband (eMBB) for the wearable
sensors. Specifically, this UC requires, in the case of the URLLC slice, end-to-end latency
below 100 ms, location accuracy below 0.5 m, and a data rate below 0.01 Gbps. In the case
of the eMBB slice, end-to-end latency below 200 ms, location accuracy below 2 m, and a
data rate below 0.15 Gbps are also required.

4.2.3. Specific NetApps

This UC NetApp introduces a mechanism that detects, in real time, the exposure
of workers and their tools when they enter a forbidden area while working in a power
substation. It includes four software (SW) components that communicate with each other,
providing a higher level of safety to the workers compared to the current safety installation.
These include the front-end application, the Jetson camera software, the UWB software,
and the Synchro NetApp, as can be observed in Figure 9.
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The front-end application is responsible for illustrating the volumetric safety area,
allowing the safety manager to define the forbidden zones and monitor the actions in real
time. The Jetson camera software accompanies the camera unit. It receives the image from
the camera, and it integrates a neural network capable of detecting movement. The UWB
software collects the information from the deployed sensors. As the workers are moving in
space, their actions are captured by the sensors and delivered to the Synchro NetApp.
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The Synchro NetApp receives and merges the information from the previous compo-
nents and evaluates and validates it to trigger the alarm system, if necessary.

4.2.4. Site Architecture

Figure 10 presents the system that will be developed for this UC. The UWB unit (tag
and anchor) streams the data to the sync switch, and then the data are transferred via 5G
NR into the virtualized function(s) of the NetApp. The camera unit (camera device and
image processing unit) delivers the output, passing through an IP68 switch to the NetApp
via 5G NR. The synchronization NetApp collects the information from the two devices,
evaluates it, and informs the workers on site if they—or their equipment—have entered a
forbidden zone, triggering both the vibration mechanism in the UWB tag and the alarm
unit (optical and sound alarm).
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4.3. UC3—Millisecond-Level Precise Distributed Generation Monitoring
4.3.1. Description

The scope of this UC is to monitor, in real time and with millisecond-level precision,
multiple DERs, mostly renewables, with the aim of providing reliable flexibility services
for real-time balancing electricity markets. In order for an energy entity to be allowed
to participate in the real-time market, they need to adhere to strict requirements set by
power system operators (TSOs or DSOs, depending on the voltage level where the DERs
are connected). While the power output of RES units is uncertain by nature (e.g., it cannot
be predicted accurately a few hours ahead of the actual generation time), these power
generation units do possess a reasonable level of operation flexibility for participating in
real-time balancing market services, such as frequency control. However, for offering such
services, they require reliable and accurate real-time monitoring.

Specifically, in the context of this UC, the real-time monitoring of a wind farm located
in southeastern Bulgaria is being performed. It is worth mentioning that while this UC
targets a wind farm, it could be easily replicated for other types of RES, such as PV farms
or micro hydropower plants.
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On the one hand, high-granularity precise monitoring of the real-time power pro-
duction offers wind farm owners the capability of minimizing their cost and, at the same
time, being eligible for the provision of ancillary and innovative flexibility services (such
as voltage regulation, congestion management, etc.) through flexible plant management.
On the other hand, as wind farms are often located in remote areas, fast and reliable com-
munication solutions, such as optical fiber, would have prohibitive costs. In addition, 4G
technology could hardly guarantee the millisecond-level transmission of field measure-
ments with high reliability of service and high availability of communication as required by
this UC. Fifth generation technology appears to possess the right balance between cost and
the QoS needed for such types of energy applications. Furthermore, scalability towards the
monitoring and operation of thousands of such geographically distributed RES generation
units (e.g., in the case of an aggregator) could become a reality on the assumption of large
deployment and adoption of 5G technology in the energy sector.

4.3.2. Requirements

Several strict communication requirements are to be highlighted in line with this
UC. They are related to the need for at least two types of services, such as URLLC—
needed for the real-time monitoring function of the wind farm—and massive machine type
communication (mMTC), in line with the scenario of synchronized real-time monitoring of
thousands of DERs to be operated by an energy aggregator. End-to-end latency between
20 ms and 200 ms is expected to address the TSO/DSO requirements for eligibility to
participate in the real-time balancing electricity market. However, the communication
service also needs to be highly reliable and available.

4.3.3. Specific NetApps

This UC’s NetApp consists of two software components, namely the predictive main-
tenance enabler service and the real-time energy production monitoring service. Each one
of these components is implemented as a different VNF, which are interconnected, interact
with the inputs, and provide the necessary outputs to fulfill the functional requirements of
this UC, as can be seen in Figure 11.
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As it can be observed from Figure 11, the predictive maintenance and the real-time
energy production monitoring VNFs have an external connection point (CP), which receives
field measurements via a SIM8200EA-M2 5G HAT type module [39]. This module enables
the 5G communication with a Raspberry Pi IoT device [40]. It is worth mentioning that
many monitoring devices or measurement units for power grids available in the market
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today, including wind turbine technology, are not 5G-ready. As such, 5G-enabling interfaces
might be needed to facilitate the communication between the field sensor devices and the
Smart5Grid platform.

The main scope of the NetApp component that performs predictive maintenance is
to enhance the awareness of the wind farm owner on the need to make changes in the
operation of the wind farm or on the portfolio of the flexibility service it might offer in the
real-time balancing market. Specifically, this NetApp component is leveraging the data
measured from the sensors that exist in the wind farm, which are then forwarded through
an open platform communications (OPC) server, located in the laboratory of one of the
project’s partners where the actual processing takes place. The data generation process is
repeated in a Raspberry Pi, which possesses a 5G-HAT type module, those supporting 5G
connectivity. OPC unified architecture (UA) [41], which is a machine-to-machine (M2M)
communication protocol for industrial automation developed by the OPC Foundation [41],
will be used as the communication protocol in the context of this use case. Afterwards,
this component collects the data and executes an internal process to assess the wind farm
operation to conclude whether any predictive maintenance action must be taken. Thus,
wind farm owners receiving the input from that component increase their ability to more
properly operate the asset.

The second NetApp component implements the wind farm performance monitoring
process. Specifically, key performance parameters (such as turbine rotation and vibration)
are collected from field sensors. Moreover, environmental parameters (such as wind speed,
humidity, and ambient temperature), along with electrical parameters (such as power
output, grid frequency, and voltage), are also collected and processed.

The real-time energy production monitoring, the second software component of UC3’s
NetApp, provides real-time data monitoring of the wind farm production on a millisecond
basis to the owner of the wind turbine and to the system operator. The data collection
process follows a similar approach as the previously described software component. Fi-
nally, the two software components have a management CP in order to grant access for
configuration or debugging purposes.

4.3.4. Site Architecture

The demonstration site for UC3 is presented in Figure 12 and consists of a wind turbine
(the power asset to be monitored in real-time) and several electrical and mechanical sensors
and measurement units, which directly communicate, via power line communication (PLC),
the status of the wind turbine to a local SCADA and to an OPC server/client pair, as can
be observed in Figure 12. The local SCADA is usually a closed, proprietary unit of the
wind turbine vendor, with closed, internal applications for monitoring and control of the
wind turbine. In this respect, the owner of the wind turbine can make use of the widely
accepted industrial communication standards, such as the OPC server/client pair, to enable
the exchange of data between legacy sensors of the wind turbine and other sensors or
measuring units (e.g., multi-vendor IoT devices) needed for advanced monitoring and
control actions in line with the real-time flexibility services. A digital version of the wind
turbine will then be accurately modeled by a hardware–software unit that is 5G-enabled
(the Raspberry Pi block presented in the UC3 NetApp architecture). The exchange of
information between the wind turbine digital unit (Raspberry Pi) and the UC3 NetApp
will be facilitated by the Smart5Grid platform and the 5G telco infrastructure available at
the premises of the 5G laboratory of one of the partners involved in this demonstrator.
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4.4. UC4—Real-Time Wide Area Monitoring
4.4.1. Description

The scope of UC4 is the real-time monitoring of a geographically wide area where
cross-border power exchanges (or between two TSOs) take place. UC4 addresses the energy
reliability and security domain of the broad energy vertical. Specifically, in the context of
this UC, the interconnection flow between Greece and Bulgaria is monitored, leveraging
the advantages provided by the 5G telecommunication infrastructure. This function can be
executed from the newly established regional security center (RSC) in Thessaloniki, Greece.
The role of the RSC is to promote regional cooperation and to support the strengthening
of the neighboring power systems and market operations in the region. To achieve the
enhancement of the interconnected power system operation, live monitoring of the power
flows between the countries under its area of interest is of vital importance. Hence, this
UC can be considered the development of an additional element that increases the live
monitoring capability of the RSC. PMUs located at the HV network of northern Greece
and Bulgaria, monitoring the interconnection area with Bulgaria, can be used as an input
in the monitoring process of the RSC. By incorporating time-stamped synchronized PMU
measurements with high data granularity (50 to 60 times per second), including positive,
negative, and zero sequence phasors of voltage and currents can be achieved.

A virtual phasor data concentrator (vPDC) will be developed for the data-gathering
process. The utilization of 5G in UC4 contributes to the connectivity between the PMUs
and the vPDC, offering the low latency and high reliability needed due to the criticality of
the UC. In addition, 5G provides a low-cost, last-mile connection to the PMUs in remote
areas where optical fiber has a high installation cost. Hence, the NetApp envisioned to
be developed in the context of this UC, in order to fulfill the above-mentioned objectives,
will cover three types of services—vPDC service, WAM service, and advisory service to the
involved TSOs.



Energies 2022, 15, 839 20 of 27

4.4.2. Requirements

Phasor measurement technology is increasingly deployed in the transmission side of
the power grid, aiming to improve the monitoring function of the grid, especially the state
estimators. This technology is very useful, especially when inverter-based power generation
is present in significant percentages (e.g., above 30–40%), leading to faster dynamics of
the grid. While these advanced measurement units are able to record power system states
with high granularity, the communication link needs to also satisfy requirements such as
high availability of service and high communication reliability in order for this information
to be available to the TSO. Specifically, this UC requires a dedicated slice for URLLC,
able to transmit measurements with end-to-end latency between 20 ms and 200 ms. The
communication delay between the PMU and the vPDC must be below 40 ms, which is the
waiting time of the vPDC. When this time is exceeded, all data transmitted by the PMU
and arriving at the vPDC will be discarded.

4.4.3. Specific NetApps

The NetApp of this UC consists of three software components—the vPDC, the mon-
itoring service, and the advisory provisioning service, as can be seen in Figure 13. Each
one of these components is implemented as a different VNF, which is interconnected and
interacts with the rest of them.

Figure 13. NetApp architecture of UC4.

Firstly, the vPDC VNF has an external CP for the arrival of the input measurements of
the PMU. Then, after the processing of the data, the output will be forwarded to the next
blocks via the internal CPs. Next, the Monitoring VNF has an internal CP where the input
from the vPDC arrives, as well as one CP to communicate with the advisory VNF. Finally,
the advisory VNF has two internal CPs for the input given from the other two VNFs and an
external one to provide the advice messages to the TSOs.

All three components have a management CP in order to grant access for configura-
tion or debugging purposes. For the monitoring VNF, the management CP will also be
used for the RSC (owner and administrator of the NetApp) to have access to the visual
representations, as elaborated in the section below.

The vPDC service will include several functional requirements to preserve the standards
and constraints implied by the application of WAM, as dictated by the IEEE C37.244
standard [42]. These are summarized as follows:

Data aggregation with time alignment to relative time: The PDC aligns data received from
PMUs/PDCs and transmits the combined data in one or more output data streams to other
PDCs or applications, such as archiving, visualization, or control. The PDC latency starts
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when the first complete data message with a given timestamp arrives at the PDC. The
worst-case PDC latency is the time of egress of the output data minus the time of the first
data arrival at the PDC. This latency will approximately be the relative wait time plus the
PDC processing time. Any data that arrives later than the end of the relative wait time is
discarded.

Data validation: A PDC may perform basic data validation and check for the data
arriving at the PDC. It includes checking the data status flags and time quality of all PMUs
and performing data integrity checks on all received data.

Data transfer protocol support: PMU data may be available in different synchro phasor
data transfer protocols, such as IEEE Std C37.118.2-2011 [43], IEEE Std C37.118-2005 [44],
IEEE Std 1344-1995 [45], IEC 61850-90-5 [46], and new standards as they become defined.
This requirement will be valid when more than one data transfer protocol, that is, incom-
patible PMUs from different vendors, are used in the demonstrators.

Output data buffering: A PDC may buffer output data to reduce data losses in case
communication to other PDCs or applications is interrupted. This function affects PDC
memory requirements.

Configuration: Configuration management is designed to assure the availability of
appropriate data for the local functions of the PDC as well as other applications that
receive data from the PDC. Configuration information is sent by the data source to the data
destination ahead of the actual data to permit the data destination to interpret the data as
soon as it arrives. The configuration information may be sent unsolicited or on explicit
requests.

Performance monitoring: A PDC may have performance monitoring functions to mon-
itor the quality of data and communication with other PMUs and PDCs. Performance
monitoring includes errors, events, and overall system operation.

Cyber security: Cyber security will be evaluated at all PDC interfaces while maintaining
the reliability of the PDC. PDC cyber security likely goes beyond simply securing synchro
phasor communications and includes security for all communications and access to the
PDC. Security practices that are poorly applied to PDCs may degrade PDC performance
and/or functionality.

The WAM service will demonstrate several status indicators and visualization features
of the PMUs. These features are (1) a map indicating a device’s location in the power
system; (2) the device’s name, address, model, serial number, and firmware version; (3) the
nominal grid frequency (Hz) and the current reporting speed (fps); (4) real-time phase
diagram with voltage and current vectors; (5) voltage magnitude and angle difference
monitoring, derived from historical data of both sites.

Finally, the advisory service will implement a fault detection algorithm (signal pro-
cessing (SP)-based or artificial intelligence (AI)-based), and according to its results, it will
inform the two operators whether corrective operations are required (i.e., in case of an
abnormality in the grid).

As for the constraints that the three components introduce in the system, the vPDC
needs the data from the PMUs to arrive as fast as possible (low latency) and without many
packet losses. The data aggregation that will be implemented is not a heavy computa-
tional process, as it only compares the timestamps of the incoming data and matches them.
The WAM service will need more computing power to construct the diagrams in compari-
son with the vPDC, but since the time constraints change to seconds from milliseconds, the
networking needs can be relaxed. Finally, the advisory service will need both computing
and networking power, as it is going to provide the results and deliver them to the TSOs in
(hard) real time.

4.4.4. Site Architecture

The demonstration site of UC4 covers a wide geographical area, which links two HV
power substations, each under the operation of a different TSO. Two PMUs will be installed
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in the scope of this demonstrator—one at the HV power substation in northern Greece and
one at the HV power substation in southern Bulgaria, as can be observed in Figure 14.
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4.5. Summary of Use Cases elements

Table 1 offers an overall summary of the use cases described in this section that will be
implemented in the Smart5Grid project.

Table 1. Summary of the UCs.

UC1 UC2 UC3 UC4

Title
Automatic Power

Distribution Grid Fault
Detection

Remote Inspection of
Automatically

Delimited Working
Areas at Distribution

Power Systems

Millisecond-level
Precise Distributed

Generation Monitoring

Real-Time Wide Area
Monitoring

Type of Service
Continuous monitoring of

the communication
infrastructure

Inform workers on site
for possible access in

forbidden zone

Real-time monitoring
and millisecond-level

precision multiple
DERs

Live monitoring of the
power flows between

countries

NetApp
Telecommunication
network monitoring

mechanism

Synchronization
NetApp for real-time
detection mechanism

Predictive maintenance
service and real-time

energy production
monitoring service

Virtual PDC service,
WAM service, advisory

service

Goal

Troubleshooting process of
the advanced self-healing

power distribution
automation system

Information collection
and evaluation

Real-time data
monitoring, easy

replication to other
types of RESs

Energy reliability and
securing the domain of

the broad energy vertical

Impact

Reduce complexity, time,
and cost, ensure better

electric service level, and
optimize human resources’

involvement

Enhance safety
measures and provide

a safer working
environment

Provide reliable
flexibility services for
real-time balancing
electricity markets

Promote regional
cooperation and support

the strengthening of
neighboring power
systems and market

operations in the region
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5. Conclusions

This article has discussed the innovative framework introduced by the Smart5Grid
European-funded project towards effectively incorporating 5G-based solutions in four
real-life energy management scenarios, aiming to achieve more effective management
and monitoring of correlated smart grids. In the scope of our work, we have delineated
the requirements imposed by the modern energy systems, aiming to better and more
deeply integrate information and communication technology (ICT) so as to realize better
management for the smart grids and, most importantly, optimization of their operation.

The Smart5Grid context strongly supports this challenge by providing an appropri-
ate digital layer to ensure the proper availability and functionality of the involved 5G
communications infrastructure, together with the offering of suitable NetApps able to
serve fundamental needs. Our work identifies essential functionalities for the smart grids
that may affect both the behavior and the performance of the 5G converged networks
of the future, serving a great variety of vertical applications. Our innovative approach
focuses mainly on the introduction of an appropriate NetApp able to be deployed as
container-based components and taking advantage of the cloud/edge infrastructure when
deployed.

Specifically, the major outcomes of this work include the detailed definition of the
Smart5Grid platform and the innovative concept of NetApps. The latter refers to the
domain-specific definition and development of applications, which will require 5G commu-
nication. This concept takes into account the 5G SBA and provides a joint framework for
application and network management, among others. As such, this SBA model was further
elaborated for the definition and the detailed specifications of the proposed Smart5Grid
platform. This is an open cross-domain platform that includes the energy and the telecom-
munication domain along with open interfaces for third parties to assess their custom
energy-related NetApps. Each of the platform components was specified in terms of its
functionality and interoperability with other components of the platform. Furthermore, this
article also presents a set of different use cases with different communication requirements.
These requirements were further elaborated in terms of their impact on the definition and
interplay between the Smart5Grid components, which are guided by the NetApp specific
descriptors and scenarios. As our intention was to promote solutions that could be widely
adopted by the respective market sectors and could fulfill expectations for both developers
and consumers, we have proposed a dedicated Smart5Grid platform that integrates most
of our innovative solutions. Further, we have developed a detailed reference architecture
that proposes, for the first time, a purely innovative framework comprising three distinct
but interoperable layers, including the OSR and V&V framework, the virtualization of
the telecommunications and energy infrastructures, each one corresponding to different
groups of functionalities. These three fundamental layers have been discussed in detail
with the aim of presenting their specific elements/components together with the related
operational features. Each component and most of the performed processes are correlated
to dedicated NetApps.

Aiming to focus upon real-life applications that are at the forefront of the challenges
faced by modern energy markets, we identified four use cases that have all been discussed
and assessed under a similar conceptual framework for their evaluation. That is, we de-
scribed separately each use case, explained its specific context in order to achieve specific
targets, and identified expected goals and benefits. Then, we set corresponding require-
ments and discussed proposed and appropriate NetApps, together with dedicated site
architectures/infrastructures.

All these form a proper set of references for the next steps of the Smart5Grid project,
currently implementing its open 5G experimental platform. The Smart5Grid facility will
support the verification and validation of new 5G services and NetApps from third parties
(i.e., SMEs, developers, etc.), since underpinning experimentation with a fully softwarized
5G platform for the energy vertical industry is one of the key targets of the project. Moreover,
in order to offer start-ups and newcomers the opportunity to accelerate their growth in
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the high impact industry of the energy vertical, Smart5Grid is developing an open-access
NetApp repository where the tested NetApps will be published and shared, fostering
their visibility and re-usability as well as encouraging collaboration among all actors in
the energy vertical ecosystem, and, therefore, innovation. Support and assistance to third
parties through a clear and trustworthy experimentation roadmap will be provided by the
project. In parallel, the four real UCs previously described are moving from the definition
to the implementation phase. At this stage of implementation, the energy and data loss
in the communication layer will be also addressed. The development of the UC-specific
NetApps will be the first ones verified and validated using the described V&V framework
of the Smart5Grid platform. They will then be implemented and tested in real energy and
telco infrastructures, demonstrating how 5G can improve the current energy grids through
their evolution towards smart energy grids.

Our approach brings the benefits from modern 5G deployment and progress into
the energy vertical industry and promotes, inter alia, effective network management
and operation to serve the needs of the involved market actors. In particular, our joint
Smart5Grid architectural scheme allows for better monitoring of the involved (energy and
5G) infrastructures, the inclusion of automated solutions, the improvement of the proposed
operations, and the support of innovation.
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Nomenclature

Notes: To avoid confusion of terms, in this work, the term grid (or power grid) is used to refer to
the power system’s infrastructure in general or to the power and energy systems, the term network is
used to refer to the data networks, and the term telco infrastructure is used to indicate the particular
data network handled by a telecommunication operator.
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Acronym Description

A&A Authentication and authorization
API Application Programming Interface
BSS Battery Storage System
CN Core Network
CPs Connection Points
DERs Distributed Energy Resources
DevOps Development and Operations
DSO Distribution System Operator
eMBB Enhanced Mobile Broadband
EU European Union
ETSI European Telecommunications Standards Institute
HIL Hardware-in-the-Loop
HV High Voltage
IMT Information Model Translation
KPIs Key Performance Indicators
LCM Lifecycle Management
M&O Management and Orchestration
MEC Multiple-Access Edge Computing
MECO Multiple-Access Edge Computing Orchestrator
mMTC Massive Machine Type Communication
MV Medium Voltage
NFMF Network Function Management Function
NFV Network Function Virtualization
NFVO Network Function Virtualization Orchestrator
NSD Network Service Descriptor
NSI Network Slice Instance
NSSMF Network Slice Subnet Management Function
OPCs Open Platform Communications
O-RAN Open Radio Access Network
OSM Open-Source NVF Management and Orchestration (MANO)
OSR Open Service Repository
PMU Phasor Measurement Unit
PV Photovoltaic
QoS Quality of Service
RAN Radio Access Network
RESs Renewable Energy Sources
SAPD Service Access Point Descriptor
SLO Service Level Objective
SM Slice Manager
SMEs Small- and Medium-Sized Enterprises
SW Software
TSO Transmission System Operator
UC Use Case
UE User Equipment
UPF User Plane Function
URLLCs Ultra-Reliable Low Latency Communications
UWB Ultra-Wide Band
V&V Verification and Validation
VDU Virtual Digital Unit
VIM Virtualization Infrastructure Manager
VNF Virtual Network Function
VNFD Virtual Network Function Descriptor
WT Wind Turbine
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