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1 Department of Electric Power Engineering, Faculty of Electrical Engineering and Informatics, Technical
University of Košice, Letná 9, 04200 Kosice, Slovakia; daniel.pal@tuke.sk (D.P.); michal.kolcun@tuke.sk (M.K.);
zsolt.conka@tuke.sk (Z.Č.)
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Abstract: This article addresses the reduction of power losses in smart grids. Two optimization
algorithms are used in this article. The first method is the enumerative method. The second method
of the optimization calculation is based on the self-organizing migrating algorithm. In the first
step, the network parameters are calculated based on the input data, and then the target function is
determined. In this article, the target function is used to reduce the active power losses that occur
during the operation of an electric network. More specifically, we attempt to determine the reactive
power with the enumerative and SOMA algorithms to reduce the value of the active power losses.
This article intends to illustrate the differences between the selected optimization algorithms. As
observed, the optimization algorithm determines the computation time.

Keywords: active power losses; enumerative method; renewable energy sources; self-organizing
migrating algorithm; smart grids

1. Introduction

Nowadays, centralized electricity generation is used. Centralized generation is a form
of electricity generation in which electricity is produced centrally, in large conventional
power plants. Such power plants include nuclear power plants, thermal power plants, and
hydroelectric power plants. Power plants are located at great distances, sometimes 100, 200,
and 300 km from end users. To minimize losses in the transmission of electricity through
the line, following the production of electricity, the voltage of the source is transformed to a
higher voltage level. Near the consumer, the voltage is transformed back to a lower voltage
level. This is primarily for safety reasons [1]. Transformation between these voltage levels
generates losses that need to be minimized to achieve energy efficiency. The centralized
topology has both advantages and disadvantages in terms of network operation. The
advantage of this system is that electricity flows from the power plants to the consumers
and this direction is still known to the system operator. The disadvantage of a centralization
topology is that if a failure occurs in the topology the consumers after the failure only
receive power from this direction, and this part will be left without power [2,3].

The extension of the centralized system is a decentralized system, where electricity is
produced not only centrally but also close to consumers, which ensures production and
consumption are as close as possible. Even in this case, a larger amount of electricity is
produced in conventional central power plants. The disadvantage of this format is that
once a failure occurs in the main lines, many consumers are left without electricity. For
this reason, in decentralized generation, conventional power plants are extended by small
power plants, which ensure that the failure of the main lines only affects the relevant
part in which the failure occurred rather than the whole system [4–6]. In this case, small
power plants can partially replace the missing amount of electricity because the electricity
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is delivered to customers from several directions. These small power plants are usually
renewable energy sources, such as photovoltaics, wind turbines, or biomass.

2. Smart Grid

In the 21st century, intelligent technologies are integrated in all aspects of life and in
all areas as they have become part of our daily lives, e.g., smartphones, smart clocks, smart
lamps, smart cameras, smart fridges, and more [7]. Technology is constantly evolving,
and new technological devices are being developed, the aim of which is to improve and
facilitate life and tasks in all areas of everyday life.

The current electrical grid has evolved over many years. The current grid can no
longer function properly because it was not developed for today’s technologies. Recently,
renewable energy sources and electric vehicles are playing an increasing role, creating
obstacles for the current grid. The smart grid offers a solution that can respond to network
problems and fix them automatically [8–10].

In general, considering that the definition of an intelligent network is quite problematic,
as each state, each continent has a different approach to this issue. From the point of view
of the European Commission’s assessment, the smart grid can be described based on the
following aspects:

• Flexibility—responds to consumer requirements.
• Availability—all new sources, including renewables, can be connected to the network;

however, renewable energy sources cannot always generate electricity.
• Reliability—always ensures the safety and quality of the electricity supply.
• Econobility—efficient network management [11].

According to The Office of Electricity, smart grids are characterized by the
following points:

• Higher efficiency in electricity transmission.
• Lower losses.
• Faster network recovery in the event of a failure.
• Reduction of operating and management costs—reduction of energy prices

for consumers.
• Security—network resilience to physical or cyber interference.
• Integration of renewable energy sources [10].

3. Renewable Energy Sources

Renewable energy sources are becoming increasingly important in the production of
electricity. The reserves of non-renewable resources, especially fossil fuels, are limited, so
it is necessary to address the issue of new energy sources. The European Union has set a
target of providing 20% of energy from renewable sources by 2020, with this production set
to increase to 32% by 2030 [12,13].

Figures 1 and 2 show the trends of global changes in the installed capacity and
electricity generation since 2000. These graphs are based on data from the IRENA website.
The installed capacity has tripled in 20 years. This is mainly due to solar energy and wind
energy, while the amount of other energy sources has increased only slightly or not at all.
A similar phenomenon can be observed in electricity generation. In this case, 3000 TWh,
which was in 2000, doubled in 16 years. Growth continued after this year, as shown in the
graph. Most electricity is produced by hydropower plants, which account for more than
half of the total electricity production from renewable sources.
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ity, and solar energy gradient, the efficiency can be much higher [15,16]. 
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4. Possibilities of Active Power Loss Reduction

In this article, one of the renewable energy sources is used to reduce the loss, specifi-
cally photovoltaic power plants. As has been seen in the previous pictures, the installed
capacity of these power plants has greatly increased in recent years, thus having a very
large impact on the grid.

At present, photovoltaic panels have an efficiency of around 20%, but in laboratory
conditions, where it is possible to set optimal conditions, such as the temperature, humidity,
and solar energy gradient, the efficiency can be much higher [15,16].

Renewable energy sources with direct voltage are connected to the network via
inverters [17,18], through which it is possible to influence losses in the network. Each
inverter has a P-Q (working diagram). The diagram is characterized by rated active and
reactive power. The P-Q diagram determines whether reactive power is supplied in parallel
when active power is supplied to the network. Some inverters can supply maximum
active power with zero reactive power. A reactive power supply to the network requires a
limitation of the active power supply [19–22].
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Another type of an inverter can supply reactive power to the grid even when the
maximum active power is used [19–21], as shown in Figure 3.
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Volt-Var Control methods can be classified into three categories:

1. Decentralized Volt-Var Control—local volt/var controllers receive local information
of the power system states.

2. Centralized Volt-Var Control—central volt/var controllers receive all the information
of the power system states.

3. Hierarchical Volt-Var Control—controllers are organized in a hierarchical structure.
All the controllers can receive partial or all information of the power system states [23].

If voltage regulation at the point of common coupling (PCC) is required, regulation is
implemented in accordance with the function shown in Figure 4.
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This characteristic is defined by the following parameters:

- Qmax and Qmin represent the reactive power range of the inverter;
- umin and umax represent the boundaries in which there is no change in the reactive

power; and
- d is a parameter that specifies the linear decrease of the curve.

The resulting injected/absorbed reactive power can be computed as follows:

Qinj = 100·(umin − umeas)·
Snom

d
(1)

Qmax ≤ Qinj ≤ Qmin (2)
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Qabs = 100 · (umax − umeas) ·
Snom

d
(3)

Qmax ≤ Qabs ≤ Qmin (4)

where umeas (p.u.) is the voltage value measured at the point of common coupling and
Snom is the total apparent power of the inverter.

5. Optimization of Active Power Losses

Minimization of active losses in the power system represents one of the non-linear
optimization problems. These problems can be solved using suitable mathematical methods,
which can be grouped as follows:

1. Classical optimization methods: these methods are based on strict mathematical
techniques requiring calculation of the function gradient according to the regulated
variables (for example, the projective gradient method, reduce gradient method, and
sequential quadratic programming method).

2. Alternative optimization methods: these methods are a combination of classical and
stochastic methods. These methods use the properties of artificial intelligence (ability
to retain knowledge, and to learn and solve problems), e.g., evolution algorithms
(e.g., genetic algorithms, SOMA algorithm), expert systems, and methods using artifi-
cial neural networks [25].

The goal of optimization algorithms is to identify the extreme value in a certain set of
possible solutions, in which the use of suitable combinations of variants defines the desired
maximum or minimum.

These algorithms must be used in cases where classical calculation methods do not
achieve the required accuracy or their use for a given type of task is not possible due to
the complicated definition of the calculation parameters. In the field of power engineering,
it is possible to solve a very wide range of tasks using optimization methods. This article
addresses the identification of the minimum active power losses in a network using two
optimization methods.

5.1. Enumerative Method

This method calculates all possible combinations that may occur in a given optimiza-
tion problem. For this reason, the computation time is very long, so the method is only
recommended for solving simple tasks in cases where not many parameters are used.
When solving more complex optimization problems, the calculation process can take sev-
eral hours or days, and solving more complicated tasks with many parameters may take
even longer [25].

5.2. Self-Organizing Migrating Algorithm (SOMA)

The use of numerical methods is not suitable for solving all types of optimization tasks.
The use of the enumerative method is often inefficient, mainly due to the long duration
of the calculation. In these cases, alternative optimization methods can be used. One
such method is the SOMA method. These new optimization methods enable relatively
fast (lasting several minutes to hours) solving of even complex optimization problems.
When the parameters of optimization problems are exactly determined, the solution can be
implemented in real time [25].

5.2.1. Self-Organizing Migrating Algorithm Parameters

Two types of parameters are used in the SOMA algorithm: control and termination.
These parameters are shown in Table 1.
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Table 1. SOMA parameters.

Parameter Type Set Parameter

PathLength Control 1.20

Step Control 0.05–0.10

Population size Control 15

Migration Termination 15

Error Termination 10−6

The individual parameters of SOMA can be characterized as follows:

1. PathLength—is the length that the active element travels until it stops at a certain
distance from the leader position. The usual setting range is between 1 and 3. The
most commonly used value is 3, which means that in this case, the active element can
move away until its path is tripled. When set to 1, the active element reaches exactly
the same position as the leader [25]; thus, the minimum value should be greater than
1. This ensures the features always move away from the leader, and that the algorithm
examined the environment and, after some time, found the best solution.

2. Step—this parameter is used to sample the path of the active element [25].
3. Population size—using this parameter, it is possible to set the size of the population,

which is how many elements the population consists of. Within the population, it is
recommended that the minimum number is set to a value of 10, and the maximum
value is defined by the problem solver [25].

4. Migration—is the first termination parameter. This parameter determines how many
times it is possible to change the location of elements in the population It is rec-
ommended that its minimum value is set to 10, and the maximum value is not
defined [25].

5. Error—this is the second termination parameter. It is used to set when the algorithm
should end its task with a certain accuracy. The algorithm detects the difference
between the leading element and the worst element [25]. Setting the error parameter
is a very important task as it can be used to determine how accurately the program
will perform the calculations. The dependence of the calculation time on the error is
shown in Figure 9.

5.2.2. SOMA Strategies

The SOMA algorithm operates according to various strategies based on how individu-
als move towards others. In this article, the following four options are explained with a
more detailed approach:

1. AllToOne—AllToOne is the most commonly used SOMA strategy and has been used
in this article. After creating an initial population, individuals choose each other, with
the best becoming a leader (LEADER). During migration, other individuals begin to
move toward the leader through the steps. The step value is defined in the SOMA
parameters. If, when moving towards the leader, he finds a better purpose function
value, then the individual stores the value in the memory and the individual returns
to its original place. With such a procedure, the individual walks the entire length
of his journey, and at the end, the individual goes to the best place that has been
stored in his memory. This process is repeated by each individual, again choosing
the best one who will be the new leader [25]. The whole process is repeated until at
least one termination parameter is met. The number of migration cycles is achieved
or the difference between the best and worst individuals is less than the “error” end
parameter. The principle of the AllToOne strategy is shown in Figure 5.
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2. AllToAll—the difference, compared to the previous strategy, is that after generating
the initial population, individuals do not choose a leader for each other, and each
individual is equal. All individuals move to all individuals (AllToAll) using a prede-
fined step. When moving during the migration round, individuals observe whether
their own actual values of the purpose function are better or worse compared to the
starting positions. If they find a better one, they store the position in their memory
and return to their initial position. After completing the entire journey, individuals
update their positions based on their memory. In this case, the whole process is
repeated until at least one termination parameter is met [25]. The advantage of this
strategy is a higher likelihood of finding a global extreme due to the migration of
individuals. The disadvantage is the computational complexity, as it takes longer to
find the best individual in the population. The principle of an all-to-all strategy is
shown in Figure 6.
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3. AllToAllAdaptive—the adaptive all-to-all strategy is almost the same as the previous
one. The only difference is that in this case, if the individual finds a better value in
his path, he will not only memorize the position, but the position will also become
his new starting position. In the next migration round, the individual starts from this
position. If he finds a better one while moving, he updates the position. The whole
procedure is repeated until the end of the algorithm [25].

4. AllToAllRand—this strategy is similar to the first strategy (AllToAll), except in this
case, the individuals move towards the leader. The difference is that leaders are not
selected on the basis of the best purpose function but are selected at random from the
population [25].

6. Simulated Network

A diagram of the electrical network is shown in Figure 7. The electricity network
consists of 18 nodes, which are usually consumption nodes. MV/LV transformers are
connected to two nodes (5, 15). At these points, it is possible, e.g., to use inverters to
change the reactive power, which will affect the node voltage and consequently the losses
in the network. For the program to be able to work with transformers, the scheme is
supplemented by two more nodes, namely nodes 19 and 20. The additional nodes are used
to enable the use of transformer impedance. The impedances of the individual branches of
the network and the impedances of the transformers are shown in Table 2. Table 3 contains
the active and reactive powers in all nodes of the network.
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Table 2. Branch parameters.

Branch R
(Ohm)

X
(Ohm)

B
(Siemens) Branch R

(Ohm)
X

(Ohm)
B

(Siemens)

b.1 1.500 1.650 0.174 × 10−6 b.11 1.453 1.001 9.640 × 10−6

b.2 2.001 1.027 9.347 × 10−6 b.12 1.518 0.779 7.091 × 10−6

b.3 1.200 1.320 0.139 × 10−6 b.13 1.449 0.743 6.768 × 10−6

b.4 1.170 1.287 0.136 × 10−6 b.14 1.202 0.828 7.978 × 10−6

b.5 1.904 1.311 0.126 × 10−6 b.15 0.960 1.056 0.111 × 10−6

b.6 2.004 1.380 0.133 × 10−6 b.16 1.260 1.386 0.146 × 10−6

b.7 2.208 1.133 0.103 × 10−6 b.17 1.932 0.991 9.024 × 10−6

b.8 1.656 0.850 7.735 × 10−6 b.18 1.350 1.485 0.157 × 10−6

b.9 1.904 1.311 0.126 × 10−6 b.19—TR2 6.292 28.350 0

b.10 1.403 0.966 9.307 × 10−6 b.20—TR3 6.292 28.350 0

Table 3. Node parameters.

Node P
(MW)

Q
(MVAr) Node P

(MW)
Q

(MVAr)

1 0 0 11 0 0

2 −2 −0.3 12 −1.3 −0.1

3 −1.2 −0.15 13 −0.9 −0.15

4 −1.6 −0.2 14 −1.5 −0.1

5 0 0 15 0 0

6 −1.2 −0.1 16 −2.5 −0.4

7 −0.9 −0.1 17 −2.9 −0.4

8 −1 −0.05 18 −3 −0.5

9 −1.4 −0.25 19 1 0

10 −0.1 −0.05 20 1 0

Calculation of Steady Network Operation

Based on the parameters of the nodes and branches and based on the network topology
(Figure 7), the steady state of the network is calculated. The steady state of the network
is a state in which the defined parameters of the network remain unchanged until the
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calculation of the steady-state operation of the network is completed. In real conditions,
such a state, due to variable load, climatic conditions, faults, etc., does not exist. However,
simplifications can be considered in the calculations when these states and variables remain
unchanged until the end of the calculation. The calculation of steady-state operation before
the application of optimization algorithms is important due to the possibility of comparing
the results before and after optimization. The results of the steady-state solution are shown
in Table 4. As can be seen, the voltages at all nodes are within the allowable ranges. The
voltage of all nodes is less than 25.3 kV and more than 20.7 kV. The lowest voltage is in the
9th node—21,007 kV. The total active loss in the network is 971 kW and the reactive loss is
993 kVAr.

Table 4. Results of the steady-state solution.

Node Voltage
[kV] Branch Active Power Losses

[MW]
Reactive Power Losses

[MVAr]

1 23.000 b.1 0.196 0.215

2 22.362 b.2 0.006 0.003

3 22.248 b.3 0.056 0.062

4 22.056 b.4 0.024 0.027

5 21.855 b.5 0.067 0.046

6 21.468 b.6 0.050 0.034

7 21.127 b.7 0.005 0.003

8 21.020 b.8 0.008 0.004

9 21.007 b.9 0.001 0.001

10 21.519 b.10 0.003 0.002

11 21.580 b.11 0.000 0.000

12 21.503 b.12 0.020 0.010

13 21.322 b.13 0.007 0.004

14 21.216 b.14 0.031 0.021

15 21.712 b.15 0.013 0.014

16 21.847 b.16 0.067 0.074

17 22.195 b.17 0.037 0.019

18 21.908 b.18 0.340 0.374

19 22.102 b.19 0.013 0.058

20 21.830 b.20 0.013 0.059

Total losses 0.971 0.993

7. Solving the Optimization Problem
7.1. Target Function

Before solving optimization problems, it is necessary to derive the target function
used to describe the goal of solving a given task. This article aims to minimize network
losses. The elimination of losses results in a reduction of the financial costs by adhering to
adequate values. The losses that occur in a network are expressed as the sum of the active
power at all nodes of the network:

∆
.
S =

n

∑
i=1

[
(Uai − j ∗ Uri)∗

n

∑
j=1

(
Uaj + j ∗ Urj

)
∗
(

gij − j ∗ bij
)]

, (5)
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∆P =
n

∑
i=1

Pi =
n

∑
i=1

Uai ∗
n

∑
j=1

(
Uaj ∗ gi,j + Urj ∗ bi,j

)
, (6)

where S is the apparent power, Ua is the active part of the voltage at the i-nodes, Ur
is the reactive part of the voltage at the i-nodes, gij is the real component of the nodal
admittance matrix, bij is the imaginary component of the nodal admittance matrix, and P is
the active power.

The following constraints are used in the calculations:

• The voltages in the nodes are ±10% of the voltage at the balance (in the first) node. The
voltage at the balance node has a value of 23 kV; therefore, it is necessary to maintain
a voltage of 20.7–25.3 kV.

• The value of the reactive power at the control nodes is 0–1 MVAr.

7.2. Research Limitations

In our program, two optimization algorithms are used: the enumerative method and
the SOMA algorithm. With both optimization algorithms, any network can be solved,
regardless of the mains voltage, the number of nodes, or the number of wires.

Current constraints include an insufficient computing capacity. The larger the network,
the longer the calculations; therefore, the use of more powerful computers would enable a
comparison of increasingly larger networks.

The other limitation is that currently, the program cannot calculate tasks in real time.
With the development of the program, which we are constantly developing, it will be
possible to make real-time calculations.

7.3. Solving the Optimization Problem by the Enumerative Method

In this method, all the combinations that may occur when solving the task are calcu-
lated. The enumerative method of solving a problem has several advantages and disadvan-
tages. One advantage is that the algorithm works with simple commands; thus, there is
no need to define complex functions, and the principle of the calculation can be relatively
easily understood. The biggest disadvantage of this solution is the computational time,
which ranges from a few minutes to several hours.

In this case, the value of the reactive power could be influenced simultaneously at
two places, namely at the 5th and 15th nodes. The results of the steady-state solution
using the enumerative method after the optimization calculation are shown in Table 5. The
calculations show that the values of the ideal reactive power at the first control node must
be set to 0.52 MVAr and to 0.58 MVAr at the second control node. If these values are set,
the active losses are reduced to 0.958 MW and, at the same time, the voltages are higher at
the nodes. The calculation time is 628.77 s.

Table 5. Results of the steady-state solution using the enumerative method after optimization calculation.

Node Voltage
[kV] Branch Active Power Losses

[MW]
Reactive Power Losses

[MVAr]

1 23.000 b.1 0.192 0.211

2 22.401 b.2 0.006 0.003

3 22.287 b.3 0.055 0.060

4 22.127 b.4 0.023 0.025

5 21.956 b.5 0.067 0.046

6 21.571 b.6 0.049 0.034

7 21.232 b.7 0.005 0.003

8 21.125 b.8 0.008 0.004
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Table 5. Cont.

Node Voltage
[kV] Branch Active Power Losses

[MW]
Reactive Power Losses

[MVAr]

9 21.112 b.9 0.001 0.001

10 21.622 b.10 0.003 0.002

11 21.683 b.11 0.000 0.000

12 21.606 b.12 0.019 0.010

13 21.426 b.13 0.007 0.004

14 21.321 b.14 0.030 0.021

15 21.814 b.15 0.012 0.013

16 21.920 b.16 0.065 0.071

17 22.233 b.17 0.037 0.019

18 21.947 b.18 0.334 0.367

19 22.849 b.19 0.016 0.071

20 21.931 b.20 0.013 0.059

Total losses 0.958 0.998

Calculation time [s]: 628.77
Ideal reactive power

according to the
calculation [MVAr]

Number of calculated
combinations 10,000 Node 5 0.52

Node 15 0.58

The functional dependence of the active power losses on the regulated variables in
three-dimensional space considering the regulation of reactive power at the same time
at two different places is shown in Figure 8. In any case, with suitable combinations of
reactive power, it is possible to achieve a minimum total active loss in the network. The
minimum occurs if 0.52 MVAr power is set at the 5th node and 0.58 MVAr at the 15th node.
Then, the total active loss is 0.958 MW.
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7.4. Solving the Optimization Problem Using the SOMA Algorithm

In this case, the SOMA (self-organizing migration algorithm) algorithm, which is an
optimization algorithm, is used in the calculations. Like all other optimization methods, the
SOMA algorithm has both positive and negative aspects. The advantage of this algorithm
is its high calculation speed, while the appropriate setting of its parameters leads to
quality results being obtained. The negative aspect of the SOMA algorithm is the relatively
demanding calculation process and also the fact that inappropriate parameter setting can
lead to the identification of only the local rather than the global minimum.

In our program, it is possible to use standard settings in the calculations. The disad-
vantage of using default values is that the calculation time is longer. Therefore, the settings
for a specific network should always be updated so that the best computing time for the
network is achieved.

Even in this case, it is possible to use two nodes at the same time to influence the
network losses. The optimal reactive power in these two places must be set to a value
of 0.555 MVAr, thus minimizing the total active losses in the network. With 0.555 MVAr
values, losses are reduced to 0.958 MW. The calculation time in this case is 8.51 s. The
results of the steady-state solution using the SOMA algorithm are shown in Table 6.

Table 6. Results of the steady-state solution using the SOMA algorithm after optimization calculation.

Node Voltage
[kV] Branch Active Power Losses

[MW]
Reactive Power Losses

[MVAr]

1 23.000 b.1 0.192 0.211

2 22.402 b.2 0.006 0.003

3 22.287 b.3 0.055 0.060

4 22.128 b.4 0.023 0.025

5 21.959 b.5 0.067 0.046

6 21.573 b.6 0.049 0.034

7 21.234 b.7 0.005 0.003

8 21.127 b.8 0.008 0.004

9 21.114 b.9 0.001 0.001

10 21.623 b.10 0.003 0.002

11 21.684 b.11 0.000 0.000

12 21.606 b.12 0.019 0.010

13 21.426 b.13 0.007 0.004

14 21.321 b.14 0.030 0.021

15 21.813 b.15 0.012 0.013

16 21.921 b.16 0.065 0.071

17 22.233 b.17 0.037 0.019

18 21.946 b.18 0.333 0.367

19 22.894 b.19 0.016 0.071

20 21.932 b.20 0.013 0.059

Total losses 0.958 0.998

Ideal reactive power according to the
calculation [MVAr] 0.555

Calculation time [s]: 8.507

As shown in Figure 9, the error parameter greatly affects the calculation time. When
the error value is high (from 10−1 to 10−6), the calculation time is relatively fast, with a



Energies 2022, 15, 739 13 of 14

maximum of 10 s. In this investigated example, the switching point occurs when the error
value reaches 10−7. At this point, the calculation time suddenly increases almost 10-fold. If
the value of the error has to be increased to achieve a more accurate result, the calculation
time may increase several times. It is important to emphasize that this graph only applies
to this example. In other examples, the switching point is located elsewhere.
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8. Conclusions

The main goal of this paper was to present optimization algorithms that can be used
to solve problems occurring in the operation of a network. Using optimization algorithms,
it is possible to identify the optimal value of reactive power at selected nodes, which it is
influences the power losses in a network. It was found that the value of the total effective
loss changed with the reactive power. With both optimization algorithms, we found that
the loss was reduced by 1.34%. This is essentially negligible for such a small network but
may be higher for larger networks. As shown in this article, both methods—enumerative
and SOMA algorithm—have advantages and disadvantages. It is always necessary to
choose the method that is most ideal for the solved problem. The results showed that in
this case, a program based on the SOMA algorithm is more appropriate because the results
of the ideal reactive power were almost identical while the computation time of the SOMA
algorithm was 70 times lower.

For the program to be used in real life, we assume that the calculations will be per-
formed in a central control room that will communicate with other sources in the network.
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