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Abstract

:

With the rapid development of wind and photovoltaic power generation, hydro-turbine generator units have to operate in a challenging way, resulting in obvious vibration problems. Because of the significant impact of vibration on safety and economical operation, it is of great significance to study the causal relationship between vibration and other variables. The complexity of the hydro-turbine generator unit makes it difficult to analyze the causality of the mechanism. This paper studied the correlation based on a data-driven method, then transformed the correlation into causality based on the mechanism. In terms of correlation, traditional research only judges whether there is a correlation between all data. When the data with correlation are interfered with by the data without correlation, the traditional methods cannot accurately identify the correlation. A piecewise correlation method based on change point detection was proposed to fill this research gap. The proposed method segmented time series pairs, then analyzed the correlation between subsequences. The causality between power load and vibration of a hydro-turbine generator unit was further analyzed. It indicated that when the power load is less than 200 MW, the causality is weak, and when the power load is greater than 375 MW, the causality is strong. The results show that the causality between vibration and power load is not fixed but piecewise. Furthermore, the piecewise correlation method compensated for the limitation of high variance of the maximum information coefficient.
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1. Introduction


Under the guidance of carbon peak and carbon neutralization, many renewable energy sources such as wind power and photovoltaic have grown rapidly in recent years [1,2]. As renewable energy is easily affected by the natural environment, power load often fluctuates [3]. This requires the power grid to have reliable peak and frequency regulation capabilities [4]. The hydro-turbine generator units (HTGUs) are essential equipment for peak and frequency regulation [5,6]. Moreover, hydropower accounts for a large proportion in Southwest China [7,8].



In this context, HTGUs have to operate in a challenging way, which is in contradiction with the goal of safe and stable operation. Under the challenging operation mode, the vibration of HTGUs is a problem worthy of study. Approximately 90% of the failures are reflected in vibration [9,10]. Vibration may cause an unstable rotation speed of the HTGUs and unbalanced flow channel pressure, which eventually causes the unit to fail to operate safely and stably [11]. In addition, vibration also affects the efficiency of HTGUs [12]. Therefore, there is an urgent need to study vibration.



In general, HTGUs can be divided into three subsystems: hydraulic, mechanical, and electrical subsystem. The three subsystems are coupled together, forming a complex nonlinear system [13,14]. The vibration of this kind of complex system has induced scholars to carry out a lot of research, most of which studies vibration from the view of dynamic models.



Xu et al. proposed a finite element dynamic model to simulate vibration [15]. Zeng et al. established a generalized Hamiltonian system including the lateral vibration equation of the shaft system and the generator equation [16]. Li et al. constructed the stator pack structural model and the electrical model of the generator and used the finite element method for electrical simulation. The source of abnormal vibration can be found by comparing the generated vibration data with real data. [17]. Li et al. constructed a nonlinear dynamic model considering the gyroscopic effect [18]. Zhao et al. proposed a condition indicator called artificial damage index based on dynamic analysis, which can be used to detect the vibration of Pelton turbines [1]. Xu et al. used nonlinear modal methods to analyze the interaction between subsystems [13]. Sun et al. proposed a method to study the overall nonlinear dynamics of the generator-shaft-foundation coupling system and studied the influence of the foundation system and related parameters on vibration [19]. Shi et al. proposed a mathematical model of HTGU unbalanced rotor bending-torsional coupling vibration considering the arcuate whirl of the shafting [20].



The above studies explained the mechanism of vibration from the view of dynamic models. However, building a comprehensive model is complex and difficult [11]; for example, draft tube pressure pulsation is difficult to model [21]. The data-driven approach is a new direction. Bi et al. used data-driven methods to analyze the correlation between vibration and other variables, and used highly correlated variables and historical vibration data to predict vibration [22]. However, correlation does not imply causation. In addition, the operation and maintenance personnel of the power plant are more concerned about the main factors causing the vibration and the time series causality between the vibration and other variables. Recently, studies on causality have been very fruitful. So, studying the cause of vibration from the perspective of causality can ascertain the cause of vibration and lay the foundation for anomaly detection.



Many studies on time series causality have been conducted. Granger introduced time flow into the study of causality and proposed a method to evaluate causality in a two-variable time series [23]. On this basis, a number of Granger-like causality detection methods have been developed [24,25,26,27]. Schreiber first introduced transfer entropy in information theory into the study of causality [28]. On this basis, a number of causality detection methods based on information theory have been developed [29,30]. Sugihara et al. proposed a convergent cross map suitable for detecting nonlinear causality [31]. However, none of the above methods were designed for vibration research. Granger causality studied the causality in the economic field, and convergence cross-mapping studied the causality between the prey and the predator.



In general, the more data, the better, but this is not necessarily the case in actual situations. The state of HTGUs is changeable. Here, three reasons behind the change are analyzed. First, an installation error occurs when installing the shaft [32]. Second, when the power load changes, the deformation of the shaft [33] also changes. Third, with the accumulation of operation time, the parameters of HTGUs may change [34,35]. The above reasons lead to the fact that the causality between vibration and other variables is not fixed but presents piecewise characteristics. A piecewise causality analysis method is proposed to study this complex causality. It should be noted that this paper only studies the causal relationship between vibration and a single variable, but does not study the causal relationship between vibration and multiple variables.



This paper has three main innovations compared with previous studies:




	
A kind of piecewise causality was proposed. According to the mechanism of HTGU, piecewise correlation was used to replace piecewise causality.



	
A piecewise correlation analysis method based on change point detection and correlation analysis was proposed. The interference of data without correlation was effectively avoided.



	
It was found that MIC has the problem of high variance. This paper used cosine similarity instead of MIC to avoid high variance.









2. Methods


This paper studies causality piecewise by utilizing piecewise correlation. The difference between the correlation and causality of the two variables is that the latter has directional information, which reveals whether the variable is cause or consequence. The piecewise causality can be obtained based on piecewise correlation and directional information. Section 2.1 gets the directional information from the mechanism, and Section 2.2 investigates the piecewise correlation quantitatively.



2.1. Mechanism Analysis


From the perspective of unbalanced forces, three kinds of unbalanced forces: unbalanced hydraulic force, unbalanced electrical force, and unbalanced mechanical force, act together to cause the vibration of the HTGU [36]. The unbalanced hydraulic force refers to the disturbing force generated by the water flow to the flow parts of the turbine. The hydraulic unbalance is mainly caused by cavitation occurring on the draft tube and runner. Cavitation is closely related to power load [12,37,38]. In other words, the power load affects the hydraulic imbalance.



The unbalanced mechanical force refers to the inertia and friction of the mechanical part. The unbalanced mechanical force is mainly caused by the misalignment of the rotor shaft system and insufficient shaft system rigidity. After the installation of the HTGU is completed, the degree of shafting misalignment can be considered unchanged when the HTGU is at a standstill. However, when the HTGU is rotating, the shaft system will be deformed [33]. Moreover, as the power load becomes larger, the shafting force becomes larger, resulting in greater bearing deformation and further aggravation of shaft misalignment, leading to greater unbalanced mechanical force [39].



The unbalanced electrical force refers to the radial unbalanced magnetic force caused by the uneven air gap of the generator. The uneven air gap is mainly caused by the misalignment of the shafting, and the misalignment of the shafting is closely related to the power load [39]. In addition, as the excitation current increases, the unbalanced electrical force becomes larger. The excitation current mainly depends on the change of power load and reactive power [40].



From the analysis of the above three types of unbalanced forces, the power load affects the three kinds of unbalanced force simultaneously, and finally affects the vibration of the HTGU. The power load has made the main contribution to the unbalanced force, so the paper studies the influence of the power load on the vibration.




2.2. Piecewise Causality Based on Change Point Detection


This paper proposes a combined algorithm (CPDC) based on change point detection [41] and correlation analysis. The change point detection acts as a segmenter, and the correlation analysis acts as a comparator. CPDC is used to explore the piecewise causality between power load and vibration. The exploration process can be divided into four steps: change point detection, change point matching, correlation analysis, and causality detection.



To clearly illustrate the proposed CPDC method, change point detection is briefly introduced first. Change point detection assumes piecewise stationary to segment the time series. A series of change points divide the time series into a subseries, in which the data in each subseries have similar statistical characteristics. In this paper, the number of change points in time series is uncertain. The change point detection used in this paper is an optimization problem with constraints. Linear penalty function and kernel-based loss function are used to construct the objective function to deal with constrained optimization problems. Fortunately, this objective function can be optimized by the PELT algorithm, which has linear complexity [41].



	
Change point detection. Change points can be obtained by change point detection. The change point detection method based on the Gaussian kernel is selected for the unknown number of change points in the time series of interest and the unclear probability distribution. Taking the active power time series as an example, the number of active power changes is uncertain and random [14,42]. The specific change point detection algorithm can be found in Ref. [41].



	
Change point matching. When the difference between the two change points from the two-variable time series does not exceed the threshold, the two change points are said to match each other. Change points that cannot match each other often appear in actual situations. The augmented change point is proposed to divide the two-variable time series into subsequences aligned. When the change points can match each other, the larger change point is taken as the augmented change point; when the change points cannot match, the two change points are both used as the augmented change points. All augmented change points are arranged in ascending order to form an augmented change point sequence. As shown in Figure 1, the first change points of two lines P1 and P2 are relatively close and can match each other. Therefore, P2 can replace P1 and P2 as the augmented change point. The second change points of two lines P3 and P4 are far apart and cannot match each other. Therefore, both P3 and P4 are kept as augmented change points. The augmented change point sequence formed by the change points in Figure 1 is   {  P 2  ,  P 3  ,  P 4  }  .



	
Correlation analysis. The augmented change point sequence obtained above can extract subsequences from the time series. According to a time range, two subsequences are extracted from the time series x and y. The time range of the subsequence xi and yi corresponding to the augmented change point Pi is Pi−1 to Pi+1. Then, xi and yi are normalized by MinMaxScaler, respectively. Finally, cosine similarity si between xi and yi is calculated by formulation:


   s i  =    x i  ⋅  y i    ‖  x i  ‖ ‖  y i  ‖    








forming the cosine similarity sequence s.



	
Causality detection. It is considered that the causality between the subsequences is weak when the cosine similarity is less than the set threshold. On the contrary, it is believed that the causality is strong.






Although only CPCD mentioned in Section 2.2 is used in calculating piecewise causality, the mechanism analysis in Section 2.1 is the basis of CPCD, which builds a bridge between correlation and causality. This will be explained in detail in Section 4.2. In general, a data-driven approach based on domain knowledge is proposed, which is different from the model-based approach.



The proposed method obtains directional information from domain knowledge and piecewise correlations from the data, and fuses the two to obtain piecewise causality. This fusion is an effective use of domain knowledge and data. Significantly, the proposed piecewise correlations effectively solve the problems of traditional correlations. Figure 2 is a simple example that cannot be analyzed by the traditional correlation method. There is no correlation between the two curves in the left half, but there is a correlation between the two curves in the right half. The traditional method arbitrarily considers that there is no correlation between these two curves or that there is a correlation between these two curves. This problem can be handled well using the piecewise correlation method.
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Figure 1. Schematic diagram of augmented change point. 






Figure 1. Schematic diagram of augmented change point.
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Figure 2. Schematic diagram of augmented change point. 






Figure 2. Schematic diagram of augmented change point.
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3. Results


The measured data came from an HTGU, consisting of a Francis turbine and a vertical-shaft semi-umbrella generator, with a rated speed of 125 r/min and a rated power of 600 MW.



We used active power (P) and the peak-to-peak value of vibration in the X direction of the upper guide bearing (Vugx) to quantify power load and vibration, respectively, and then studied the piecewise causality between power load and vibration based on these two variables. The following explains why these two variables were used for research.



For an HTGU, under a specific water head, both the turbine’s flow rate and the generator’s P can be used to measure the power load. However, since the relative error of P is less than that of the flow rate, and the water head is often time changing, P is selected to measure the power load.



There are two main types of vibration: radial vibration and axial vibration. This paper focuses on radial vibration, including upper guide swing, lower guide swing, and water guide swing. Figure 3 is used to explain why the upper guide was chosen for the study. It shows that the peak-to-peak value of the upper guide is almost twice as large as that of the lower guide and water guide. In addition, the sensors for measuring the three X-direction vibrations are with the same measurement accuracy. Vugx was chosen to measure the vibration, considering that the relative error of Vugx is the smallest.



We collected P and Vugx time series data with a time length of 1400 and a sampling interval of 1 min. The collected data are shown in Figure 4a,b, which shows that the relationship between Vugx and P is complex. The following content analyzes this complex relationship in detail.



In the change point detection step, the kernel change point detection (kernelCPD) in the Python package ruptures was used to segment the time series [41]. The specific parameter selection is shown in Table 1.



The change point difference threshold is 5 in the change point matching step. The correlation threshold is 0.95 in the causal detection step.



The results of segmenting P and Vugx are shown in Figure 5a,b, respectively. They show that the change points of P are very different from those of Vugx in the first 509 data.



Figure 5a,b present the intermediate results of the piecewise causality analysis. They show that the number of change points of P is much more than that of Vugx. Firstly, the fluctuation of P is relatively small, which makes the change points of P easier to find. Secondly, the change of P does not necessarily cause the change of Vugx.



P and Vugx are segmented according to the same change point sequence by change point matching. Then, the cosine similarities between the subsequences of P and the Vugx are calculated, as shown in Figure 6. The larger the correlation coefficient, the stronger the causality between the subsequence of P and that of Vugx.



Figure 6 also implements the MIC [43] method to calculate the correlation between the two sequences for comparison. Judging from the line graph of cosine similarity, the first 24 pieces of data are within correlation threshold 0.95, and most of the later data exceed it. From the value of MIC, a similar conclusion can hardly be drawn because the fluctuation of the MIC line graph is greater than the cosine similarity. This will be discussed in detail in Section 4.2.



Figure 6 shows that the causality between P and Vugx is weak in the time range corresponding to 1–24 subsequences, and the causality between P and Vugx is strong in the time range corresponding to 25–83 subsequences. To observe this rule intuitively, the broken line diagrams of 1–23 subsequences, 25–83 subsequences, and 24 subsequences of P and Vugx are presented in Figure 7a–c, respectively.



Figure 7a–c visually reveal when the causality is stronger and when it is weaker. Figure 7a,b show that P corresponding to 1~472 min is smaller, and P corresponding to 509–1400 min is larger. The influence of power load on vibration obtained in Section 2.1 plays a fundamental role here. There is weak causality between P and Vugx when P < 200 MW. There is strong causality between P and Vugx, and it reveals that Vugx is predominantly affected by P when P > 375 MW. In addition, Figure 7c shows that the causality between P and Vugx is weak when P changes from a small value to a large value.



For comparison, we calculated the correlation coefficients between P and Vugx in the three time periods, and the results are shown in Table 2. Observing by row, it is easy to find that the value gradually increases. This implies that if the segmentation processing is not used, it is likely to be mistaken for simple causality between P and Vugx. P and Vugx only have strong causality during 509–1400 min.



From the last row of Table 2, it is easy to mistakenly believe that there is no causality between P and Vugx if segmentation is not carried out. In fact, P and Vugx have piecewise causality. The proposed method is a useful supplement to the MIC method.



Finally, it shows that the relationship between power load and the vibration is not a simple causality but a complex piecewise causality.




4. Discussion


4.1. Compare the Difference of MIC and Cosine Similarity Based on Variance


Both MIC [43] and cosine similarity can measure the degree of correlation between the two sets of data, but from Figure 5, the value of MIC fluctuates far more than the cosine similarity. This kind of fluctuation brings great difficulties to the analysis of piecewise causality.



We used simulated data to evaluate the variance of MIC and cosine similarity. Take three random variables x, y, and z, where y = 2x + 0.5ε, z = 2x + ε, and x and ε both obey the standard normal distribution. Randomly generate x, y, and z samples   {  x 1  ,  x 2  , …  x n  }  ,   {  y 1  ,  y 2  , …  y n  }  , and   {  z 1  ,  z 2  , …  z n  }  , where n is the sample size. Here, we set n = 100. Normalize the three sets of samples by MaxMinScaler, respectively. Calculate the MIC and cosine similarity. Repeat the test 100 times, and the results are shown in Figure 8.



Figure 8a,b can intuitively reveal why cosine similarity is better than MIC. In Figure 8a, the blue line represents the cosine similarity between X and Y obtained in 100 trials, and the green line represents the cosine similarity between X and Z obtained in 100 trials. In Figure 8b, the blue line represents the MIC between X and Y obtained in 100 trials, and the green line represents the MIC between X and Z obtained in 100 trials. The dotted line in Figure 8a can distinguish the blue line and the green line well, but the dotted line in Figure 8b cannot. This implies that the cosine similarity is more capable of distinguishing the strength of the correlation relationship than the MIC. The blue and green lines in Figure 8b fluctuate greatly and are intertwined together, which makes it impossible to distinguish well. The fluctuation of the line can be measured by variance. Next, from the perspective of variance, further, we analyze the difference between MIC and cosine similarity.



The following only considers the correlation coefficient between X and Z. The variance of the MIC and cosine similarity calculation results are calculated under different sample sizes to further study fluctuation. Table 3 shows that the larger the sample size n, the smaller the variance. When the sample size n is the same, the variance of the cosine similarity is smaller than that of MIC. It shows that cosine similarity can more stably measure the correlation than MIC. For this paper, where the amount of data is small, cosine similarity is more appropriate.




4.2. Correlation and Causality


Cosine similarity is an uncentralized Pearson correlation coefficient [44]. Correlation is one of the main methods to quantify causality but loses the causal relationship’s directional information [45]. For example, there is a strong correlation between M and N. Still, from the strong correlation alone, it cannot be concluded that M leads to N or N leads to M. Section 2.1 clarifies how power load affects vibration by qualitatively studying the causality between power load and vibration. With the directional information provided by a qualitative study, correlations can reveal causality to a certain extent.




4.3. Piecewise Causality


Figure 5, Figure 6 and Figure 7 show that the causality between P and Vugx is strong when P is large. In addition, the causality between P and Vugx is weak when P is small. This seems to be somewhat contradictory to the analysis in Section 2.1, but this is normal. This is because when P is small, the HTGU is in an unstable zone. This leads to large fluctuations of Vugx, and Vugx does not change with P.



The above complex causality is piecewise causality. This segmented operation is necessary and meaningful in the changeable industrial environment.




4.4. Advantages and Limitations


Bi et al. [22] believe that there is a strong correlation between P and Vugx. However, the results show that the relationship between P and Vugx is not stable but has a piecewise causality. In other words, the causality is strong in one section and weak in another section. The stable relationship between P and Vugx is the basis for predicting Vugx based on data such as P. This instability will affect some data processing tasks and deserves attention.



CPDC is suitable for analyzing piecewise causality. In addition, CPDC focuses on the data around the change point instead of the entire data, which reduces the amount of data that needs to be processed. The limitation of CPDC is that the change point detection method assumes that the data is piecewise stationary, and further research is needed for situations that do not meet this assumption.





5. Conclusions


Based on the domain knowledge and data-driven method of HTGUs, this paper proposed CPDC to study the piecewise causal relationship between vibration and power load. In this paper, the active power and vibration peak value of the upper guide bearing of HTGU were selected as the typical observation of power load and vibration, respectively. The piecewise correlation between vibration and power load was quantitatively studied by change point detection and correlation analysis methods. Further, based on the domain knowledge of HTGUs, the piecewise causal relationship between vibration and power load was clarified. The traditional correlation method cannot handle the case of segmentation of correlation, and the proposed piecewise correlation method solved this problem well. Three main conclusions are drawn. Firstly, from the qualitative analysis of mechanical, electrical, and hydraulic aspects, there is a causal relationship between power load and vibration. Among them, the power load is the cause, and the vibration is the result. Secondly, for a specific HTGU, the causal relationship between power load and the vibration is piecewise. Specifically, when the power load is small, the causal relationship between power load and the vibration is weak. When the power load is large, the causal relationship between the two is vital. Thirdly, from the perspective of statistical calculation, the variance of cosine similarity estimated by samples is less than that of MIC. The CPDC method proposed can find the piecewise correlation without being disturbed by the part without correlation. CPDC has value in studying the complex causality between vibration and other variables, and may also be applied to similar complex correlation studies.
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Nomenclature




	CPDC
	change point detection and correlation analysis



	HTGU
	hydro-turbine generator units



	kernelCPD
	kernel change point detection



	MIC
	maximum information coefficient



	P
	active power



	Vlgx
	peak-to-peak value of vibration in X direction of the lower guide bearing



	Vugx
	peak-to-peak value of vibration in X direction of the upper guide bearing



	Vwgx
	peak-to-peak value of vibration in X direction of the water guide bearing
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Figure 3. The peak-to-peak value of the swing of the three guide bearings. 
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Figure 4. (a) Line graph of P. (b) Line graph of Vugx. Although there is a spike in the figure, a single abnormal point has almost no effect on the change point detection and correlation calculation. Therefore, no special treatment is required for this spike. 
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Figure 5. (a) The result obtained by segmenting P. (Different background colors for different segments.) (b) The result obtained by segmenting Vugx. (Different background colors are used to distinguish different segments). 
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Figure 6. The correlation coefficient between P and Vugx subsequence. 
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Figure 7. (a) P and Vugx corresponding to subsequences 1–23. (b) P and Vugx corresponding to subsequences 25–83. (c) P and Vugx corresponding to the 24th subsequence. 
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Figure 8. (a) Cosine similarity calculated by simulation test. (b) MIC calculated by simulation test. 
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Table 1. Key parameters in change point detection.
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	Item
	Parameter





	kernel function
	   k ( x , y ) = e x p ( − γ   ‖ x − y ‖  2  )   



	kernel parameter γ
	0.1



	minimum segment length
	10



	penalty value
	3
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Table 2. The correlation coefficients between P and Vugx in the three time periods.
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	1–472 min
	1–1400 min
	509–1400 min





	cosine
	0.867
	0.892
	0.999



	MIC
	0.227
	0.611
	0.886
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Table 3. The variance of cosine similarity and MIC calculated from the samples.
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	Variance
	n = 10
	n = 100
	n = 1000





	cosine
	7.89 × 10−3
	3.77 × 10−4
	4.565 × 10−5



	MIC
	4.94 × 10−2
	4.83 × 10−3
	6.48 × 10−4
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