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Abstract

:

This paper presents the application of multi-criteria decision-making (MCDM) for evaluating what technologies using renewable energy sources (RES) for electricity production have the chance to develop in Poland under the current socio-economic conditions. First, the Analytical Hierarchy Process (AHP) method was used to determine the weights of the optimization criteria. Five main criteria and 30 sub-criteria were identified. Next, the authors modified numerical taxonomy (NT) to rank eight RES technologies (such as onshore and offshore wind farms, photovoltaics, or biogas plants). The results show that offshore wind farms are the RES technology with the greatest development opportunities in Poland. The following three technologies: distributed photovoltaic energy, biogas plants, and biomass power plants, respectively, received a similar rating in the ranking. Hydropower and geothermal were the lowest-ranked technologies. The ranking, which is the result of multi-criteria analysis, in several respects, is significantly different from the directions of activities indicated in the state energy policy.
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1. Introduction


About 80% of electricity in the Polish power system was generated using coal (hard coal or lignite) as an input fuel in 2021 [1]. Such large dependence on coal causes very high levels of pollutants and greenhouse gas emissions into the atmosphere [2]. It results from a historical tendency to use domestic energy resources of coal being deployed in large amounts in several locations within the country’s territory. Such high reliance on coal distinguishes Poland from other countries of the European Union (EU) [3]. The current energy policy of the EU indicates a quick and significant reduction in CO2 emissions as a goal to achieve climate neutrality in Europe in the near future [4]. The functioning of the legal order of the EU forces Poland to undertake a profound economic transformation associated with emission reductions, primarily in the energy sector [5]. Although Poland is the only EU country that has not yet officially declared to achieve these goals within the deadlines indicated by the EU, the need for a quick modernization of the Polish power system and changes in the energy mix are indisputable. In addition, due to the global energy crisis and economic uncertainty resulting from the COVID-19 pandemic [6,7] and Russia’s invasion of Ukraine [8], investments in the development of renewable energy sources in all EU Member States are more important than ever.



The structure of Polish electricity production (2021) depends on conventional energy sources such as hard coal (53.6%), lignite (26.1%), and natural gas (7.7%). The share of hydro and other renewable energy sources (RES) is only 11.6% [1]. Under the current political, technological, and socio-economic conditions, the change in the structure of electricity generation into one that is more environmentally compatible requires, in the first place, the use of domestic renewable energy sources. Despite little success achieved in Poland in recent years in the development of renewable energy sources, the fulfillment of the EU goals to which Poland had committed was delayed, while support was often placed in technologies with a questionable environmental effect, such as biomass co-firing with coal in thermal power plants [9,10]. Poland’s unfavorable energy policy promoting renewable sources constitutes a significant problem [11]. It is not only budgetary constraints that make it difficult to implement strong and effective support mechanisms but also the limited possibilities of simply transferring the costs of transforming the energy sector to end-users because of the relatively low affluence. Due to these conditions, the mechanisms supporting the development of renewable sources after Polish accession to the European Union underwent numerous and frequent changes, resulting in an inconsistent and unstable energy policy. The authorities’ low determination in formulating the goals of the energy transformation in recent years resulted in an accumulation of challenges. The frequently changing policy regarding the promotion of various RES technologies is only one of them.



According to Energy policy of Poland until 2040 (PEP2040), the energy transformation will be based on three pillars, including a zero-emission energy system; this is the long-term direction in which the energy transformation is heading (Figure 1). Reducing the emission of the energy sector will be possible by:




	
implementation of nuclear energy and offshore wind energy;



	
increasing the role of distributed energy;



	
involvement of industrial energy;



	
ensuring energy security through the temporary use of energy technologies based, inter alia, on gaseous fuels.








Key elements of PEP2040:




	-

	
increase in the share of RES in all sectors resulting in the installation of approximately 10–16 GW new capacity additions by 2040. In 2030, the share of RES in gross final energy consumption will be at least 23%—not less than 32% in the electricity sector (mainly wind and PV);




	-

	
offshore wind energy—installed capacity will reach approx. 5.9 GW in 2030 to approx. 7–11 GW in 2040;




	-

	
there will be a significant increase in the installed capacity in photovoltaics, approx. 5–7 GW in 2030 and approx. 10–16 GW in 2040 [12].









Taking into account expected technological developments, offshore wind farms play a special role in the implementation of RES [13]. Their construction is a strategic decision on developing key competencies in this field in Poland, allowing for economic growth. It should be noted that currently, there are no offshore wind farms in Poland, although construction projects are in the preparation phase.



Further development of photovoltaics is also expected, the operation of which is correlated with the summer peaks in electricity demand, as well as onshore wind farms that generate electricity at similar time intervals as offshore wind energy. It is also expected to increase the importance of biomass, biogas, geothermal energy in district heating and heat pumps in individual heating, and transport. It is necessary to increase the use of advanced biofuels and electricity. There is also an expected development in distributed energy based on renewable energy production, sales, storage, or participation in Demand Side Response (DSR) programs by individual entities (e.g., active consumers, prosumers, and others) and energy communities (e.g., energy clusters, energy cooperatives) [14]. By 2030, approx. a fivefold increase in the number of prosumers and energy-sustainable areas at the local level to 300 is expected [12].



PEP2040 does not specify what sources of renewable energy the state’s energy policy will be based on; therefore, the problem analyzed in this article is an attempt to answer the following questions: what technologies using RES to produce electricity have a chance for development in Poland under the current conditions? Which renewable energy technology is the best for installation in Poland in the context of the current legal regulations and the future long-term energy development strategy in the European Union, and what are the available energy resources and production costs?



The objective of this research was to create a ranking of RES technologies indicating their development opportunities. The results will also allow for an assessment of the current energy policy formulated in the country’s development goals relating to renewable energy sources. The problem has not been solved so far. The analysis can be considered an attempt to verify the integrity of the declared objectives with existing resources and the actual policy supporting renewable technologies. Due to the necessity to take into account technical, legal, social, and environmental conditions, the authors have chosen the method of multi-criteria analysis to solve the problem.



The research objective was achieved by using the multi-criteria method, which is proposed by the authors to solve the problems of comparative evaluation of RES technology. The algorithm of the proposed method was based on the following methods: Analytic Hierarchy Process (AHP) and Numerical Taxonomy (NT). It allows us to use the advantages of both methods and objectify the process of creating a ranking of renewable technologies.



This paper is composed as follows: Section 2 presents the literature review about using MCDM methods for solving problems in the energy sector and selection methodology; the authors present a hybrid method combining AHP and NT methods for the evaluation of RES technology using five main criteria and 30 sub-criteria; Section 3 provides results of the ranking of RES technologies from the greatest to the lowest development opportunities in Poland; Section 4 contains sensitivity analysis of the method applied to both changes in input data values and weights; Section 5 discusses the obtained ranking of RES technologies in the context of energy policy in Poland; finally, the conclusion and recommendations for the state’s energy policy were given in Section 6.




2. Ranking of RES Technologies


Multi-criteria analysis methods are commonly used tools in energy market analyses and sustainable energy development issues worldwide [15,16,17,18].



In [19], the portfolio theory was used to determine the optimal energy mix in China by 2030. The criteria of cost, risk, required technological development, and various goals of energy policy were used. It has been shown that technologies based on fossil and gaseous fuels are not profitable from the technological point of view, and the supply of raw materials and their share in the energy mix will decrease (still 50% share). RES technologies such as hydropower and solar power plants will significantly increase their share, while nuclear, wind, and biomass power plants will remain at the same level.



In [20], an analysis of four energy mix scenarios for the UK until 2035 was performed. Three scenarios assume the replacement of nuclear power plants with PV installations. The criteria adopted are the LCA analysis, short-term energy impacts, net energy analysis metrics, long-term climate impacts, and life cycle assessment greenhouse gas metric.



In [21], the authors presented an energy mix model for Malaysia, developed in The Integrated MARKAL-EFOM System (TIMES). It was assumed that by 2050 the total production of electricity would come from renewable sources, including large hydropower plants. It has been shown that solar installations installed on roofs, in combination with large-scale pumped heat energy storage, can replace a two-gigawatt nuclear power plant with lower investment outlays. For the selection of the appropriate method, electrochemical energy storage (EES) was also identified as a multi-criteria problem and a new hybrid multi-criteria decision-making (MCDM) method integrating the Bayesian best–worst method (BBWM), the entropy weighting approach, and the gray cumulative prospect was used for optimization the EES planning program selection [22].



In [23], the multi-stage stochastic optimization (MSO) method was used to develop the energy mix, assuming the uncertainty of energy demand, fuel costs, and capital costs of RES investments for the Indonesian power system until 2035. In addition, in [24], using the AHP method, it was demonstrated that sustainable energy development leads to a large diversification of technologies. The AHP method combined with TOPSIS was used in [25] to select the optimal site for installing the PV system in Saudi Arabia, where the criteria of climatic, orography, location, economic and environmental are specified. The combination of the AHP method with the COPRAS method can be found in [26], where it was used to select the most appropriate renewable energy option.



The linear ordering method, due to its simplicity and ease of use, is often used in analyses of sustainable energy development, as presented in [27], where the example was used to assess the energy sustainability development of Polish regions, taking into account in the social, economic, and environmental criteria.



For decision-making processes that involve uncertain decision-making environments, methods such as TOPSIS, sum-product assessment (WASPAS), and fuzzy-analytic hierarchical process (FAHP) are often employed, for example, in evaluating potential wave energy stations [28] or for selection of hydroelectric plant location [29].



Multi-criteria analysis methods are widely used to determine the location of RES, for example, MCDM to determine the most feasible location for wind farm [30,31], distributed generation planning [32,33,34], power generation technology [35], and locations of biomass power plant [36].



The article answers the question of which RES-based technology is the best for installation in Poland. For this purpose, a ranking of electricity generation technologies based on the use of renewable energy sources in Poland was developed. Using a combination of AHP methods and numerical taxonomy to obtain such a ranking has never been a subject of prior published research, to the author’s best knowledge.



2.1. MCDM Methodology


This section explains the use of the author’s hybrid multi-criteria method, a detailed description of which is provided in [37], and its application to the analyzed case is presented in the diagram (Figure 2) and can be summarized as the following steps:




	
Identifying the criteria that influence the decision of RES technology that is the best for installation in Poland;



	
Applying the AHP technique for determining the criteria weights, based on the pairwise comparisons;



	
Specifying the reference and anti-reference values for specific criteria and normalize them using the Numerical taxonomy method;



	
Determination of metric distances of individual RES technologies from the reference and anti-reference values, taking into account the weight of criteria;



	
Organization of the RES technologies due to the increasing values of the ranking coefficient.









2.2. Identification of Main and Specific Criteria


Selection criteria optimization and their quantities are crucial for the correctness of this analysis. The number of criteria depends on the amount of data [38]. The most common criteria for evaluating RES technologies include environmental, technical, economic, and social issues [39,40,41,42].



There are five groups of main criteria    (   X i   )   : technical    (   X 1   )   , economic    (   X 2   )   , social    (   X 3   )   , environmental    (   X 4   )   , political and legal    (   X 5   )   . Within each main criterion, detailed criteria    (   X  i , s    )    were developed, which are presented in Table 1.



Scales for assessing individual detailed criteria have been introduced, depending on their nature and type of RES technology. Standardization of criteria rating scales has been applied, which may be expressed as numbers, percentages, or any other manner convenient for the user. The scales used for assessing specific criteria are presented below.



Technical criteria    X 1    



In the group of technical criteria, nine detailed criteria were used. The set of specific criteria is the most numerous of all the main criteria. In the literature, the technical criteria are included in the studies [43,44,45]. For the purposes of this analysis, sub-criteria have also been specified.



The first sub-criterion in this group    X  1 , 1    —availability of primary raw materials—was assessed based on an analysis of technically useful primary energy resources in Poland that can be used in electricity production. The scale values of this criterion are treated as stimulants.



The sub-criterion    X  1 , 2    —time of installed capacity utilization—is expressed in [h/year]. The criterion expresses the capacity of a given technology to produce energy, typical in Polish conditions, resulting from the variability of the availability of primary energy resources. The values were adopted based on the average productivity of the already existing facilities, and for new technologies, based on the analysis of the average long-term meteorological measurements and the features of a given technology. The criterion is a stimulant. The significance of this criterion is important not only because it allows us to estimate the future energy production from each unit of installed capacity, but also indirectly expresses the need to balance the source’s production and the need to maintain reserve capacity in the power system.



The sub-criterion    X  1 , 3     reflects the typical power ranges of individual sources of a given technology. There are four classes used in this criterion: micro, small, medium, and large energy sources. The criterion indirectly describes the role of the sources in the system. It acts as a stimulant in the technology assessment method.



The sub-criterion    X  1 , 4     is a criterion describing the distance of the location of energy resources in relation to the existing power grids. Average distances of resources from the grid were estimated based on maps showing the location of resources and the topography of power grids. The distances are expressed in kilometers. This sub-criterion is regarded as a destimulant.



The sub-criteria    X  1 , 5     i    X  1 , 6     characterize the typical voltage level of the network to which the sources are connected and the potential impact of a given energy technology on slow and dynamic voltage fluctuations in the network. For the voltage level criterion, four classes were used, resulting from the role of grids with different voltage levels in the Polish power system.



The sub-criterion    X  1 , 7     acts as a stimulant. It is characterized by typical for each technology’s short- and medium-term predictability of production. In the conditions of the energy market, the significance of this criterion is important not only for technical reasons caused in the power system by high variability and low predictability of the level of energy production by the source but also because of the economic consequences of this type of work. In the case of the    X  1 , 8     sub-criterion, classes were adopted that characterize the need to expand or adapt the existing power grid to the needs of a given technology. This sub-criterion influences the evaluation of the technology as a destimulant.



The sub-criterion for the efficiency of the RES technology    (   X  1 , 9    )    is a stimulus and favors technologies that make better use of local renewable energy resources.



Economic criteria    X 2    



Five sub-criteria were prepared to allow the assessment of the national conditions for the development of the analyzed technologies. For each generation source, a financial analysis was carried out, which took into account the financial flows related to construction and operation. It includes financial support for individual technologies, such as guaranteed prices of energy under the RES auction, reference prices of energy from RES [46], and available subsidies. Financial calculations were the basis for determining the payback period (SPBT) [47] and the economic IRR indicator.



The first two sub-criteria    X  2 , 1     and    X  2 , 2     are expressed in [EUR/kW] and characterize the average unit investment outlays, respectively, for generation systems and their connection to the power grids. The investment outlays were assessed for every energy technology based on available literature data [48,49,50,51] and information on investment processes implemented in Poland [7,52]. Both sub-criteria are regarded as destimulants.



The sub-criterion    X  2 , 3    —payback period (SPBT)—is expressed in years. The sub-criterion    X  2 , 3     is defined as a simple payback period for incurred inputs. It is, in the authors’ opinion, the easiest indicator of the profitability of the investment, allowing the comparison of technology and based on generally accepted and universal methods of its calculation. The analyses carried out for this article were based on current (2019 and 2020) Polish data.



The sub-criterion    X  2 , 4     is the average IRR for typical projects in the analyzed technologies, expressed in percentages. IRR was introduced into the analysis as a commonly used dynamic indicator of investment profitability of projects, acting as a stimulant.



The sub-criterion    X  2 , 5     is expressed in [Euro/MWh] and describes the technology demand for capacity maintenance and servicing activities. The sub-criterion is a destimulant in the performed analysis.



Social criteria    X 3    



In the group of social criteria, three sub-criteria were proposed, all of which are stimulants in the analysis performed. Due to the difficulties with fully objective assessment, it was assumed that the detailed sub-criteria    X  3 , 1    —public support for investment—and    X  3 , 2    —favor of local authorities for investment—are assessed with a numerical scale in the range 1–5, which has no linguistic equivalent. The appropriate value in the scope was selected using an expert method based on examples of the implementation of investment projects related to renewable energy sources in Poland [53,54], implemented and planned in the recent period. For sub-criterion    X  3 , 3    —investment compliance with local policies—a numerical scale was used, corresponding to the linguistic assessment of the criterion (Table 2). The assessment was made with an expert method based on existing spatial planning documents functioning in Polish practice. Plans for a few typical areas with significant renewable energy resources were analyzed.



Environmental criteria    X 4    



Seven environmental sub-criteria have been defined. The sub-criterion    X  4 , 1     is the factor of avoided CO2 emissions expressed in [Mg CO2/year] [55]. It is treated as a stimulant.



The sub-criteria    X  4 , 2     and    X  4 , 3     are accepted as destimulants; therefore, the desired values are the minimum values. The sub-criterion    X  4 , 2     is characterized by the average level of noise emitted by a given energy source and is expressed in decibels [13,56,57]. For sub-criterion    X  4 , 3    —impact on animal population—the percentage rating scale is shown in Table 3.



The sub-criterion    X  4 , 4     denoting the impact of the investment on the landscape was determined with a percentage scale ranging from 0 to 100%. The assessment was made using the expert method while realizing that the assessment of this criterion was highly subjective. In this case, no formalized evaluation scale was used, due to the difficulties in creating universal methods of assessing very diverse technologies located in different areas of very different environmental and aesthetic value.



The sub-criteria    X  4 , 5     and    X  4 , 7     are expressed in kilometers, and both are destimulants. They express the average distance of typical locations in Poland from protected areas and human settlements, respectively.



The    X  4 , 6     sub-criterion, describing the average occupied area by systems of assessed technologies in [km2/MW], is also a destimulant in the analysis.



Political and legal criteria    X 5    



The group of political and legal criteria includes six sub-criteria    X   5 , 1    –  X   5 , 6     , for which it is proposed to adopt a rating scale in the form of classes (quantified) expressing the availability of given system support for a given technology and possibly the strength of this support and its diversity. All sub-criteria in this group are stimulants. Analyzing the national legal acts [58], an expert assessment of the intensity of support for individual technologies and the existing restrictions hampering their location and use was made. For the sub-criteria    X   5 , 2    –  X   5 , 5      a binary score (0 or 1) was adopted, expressing only the availability of a specific support system for the analyzed technology.




2.3. RES Identification in Relation to Optimization Criteria


After determining the set of optimization criteria, the alternatives should be identified. This article describes technologies that can be developed in Poland in the context of energy policy until 2040 [12]; the following technologies have been distinguished:




	
Z1—Offshore wind farms;



	
Z2—Onshore wind farms;



	
Z3—Distributed photovoltaic power plants;



	
Z4—Solar farms;



	
Z5—Geothermal power plants;



	
Z6—Biomass-fired power plants;



	
Z7—Biogas plants;



	
Z8—Hydroelectric power stations.








Each technology is described based on a set of optimization criteria described in Section 2.2. as shown in Table 4. The data sources of this study are based on authors’ calculations and an analysis of the literature [7,13,43,44,45,46,47,48,49,50,51,52,53,54,55,56,57,58].



In order to compare technologies, data representative for each analyzed case was selected. For the technical criteria, the data have been averaged and approximated, with the exception of the X19 criterion, i.e., the efficiency of the technology. For the X1.2 criterion, the number of hours was determined on the basis of the installed capacity utilization factor appropriate for each technology [59]. The values of the economic criteria were determined by economic analysis for each technology using the Free Cash Flow to Firm (FCFF) method for the analyzed period of 25 years of an installation operation. For the Z1 technology, investment outlays were averaged and determined based on the data included in [60]. Data adopted for the analysis for other sources: Z2—the unit outlays were based on [61]; Z3—capital expenditures for distributed photovoltaic power plants with a capacity of 5 kW amount to approx. PLN 31,000 (1305 EUR/kW) [62]; Z4—investment outlays are in the range of PLN 2.5–3.6 million/MW (530–760 EUR/kW) [59,63]. According to data from IRENA Renewable Cost Database [59], the cost of geothermal installations (Z5) is in the range of 2000–6000 EUR/kW. Due to the lack of technology in Poland, it was decided to assume a value higher than the average for the calculations. Capital expenditures on biomass-related technologies (Z6) were determined based on the data presented in [64]. A biogas power plant (Z7) in Poland requires investment outlays of PLN 12 million/MW (2500 EUR/kW) [59,65]. The range of investment outlays for hydropower plants (Z8) is 600–4500 EUR/kW and depends on the size of the installation. In Polish conditions, a value below the average was assumed, which is justified from the point of view of accessibility and the typical drop height of watercourses.



This paper separates the financial outlay for the construction of an electricity generation source and the construction of a connection from the source to the power system. Constructing a connection for generation sources located on land requires laying a power line and building a power supply point. Expenditures for the construction of power line connections from offshore wind farms range from 600–1200 EUR/kW [66]. Due to the poorly developed power system in the north of Poland, a value above the average was assumed for the analysis. Values in the range of 300–400 EUR/kW were assumed for RES sources located on land [67]. The exception is the Z3 technology due to its location, where access to the power system is ensured due to living conditions. For the economic criterion X25, which means the operating costs for the installation, Z1 and Z2 sources were determined on the basis of the data presented in [60,61], and for the remaining installations on the basis of the data contained in [62,64,66,67].




2.4. Determining the Weighting of the Criteria—AHP Method


The Analytical Hierarchy Process (AHP) method, which was developed by Saaty T. L. [68] in 1980, is one of the most frequently used methods of multi-criteria analysis. The method is used to solve problems in many areas, e.g., political science, sociology, and management for the evaluation of various types of projects, as well as in complex technical and economic issues. Despite its mathematical advancement and time-consuming, it is one of the fastest-growing and best-known methods in the world because it combines concepts from the fields of mathematics and psychology.



2.4.1. Matrix of Pairwise Comparisons (X)


Pairwise comparison of criteria allows the simultaneous ordering of them in terms of quality (concerning the order of superiority of one over the other criteria) and quantity (indicates by how much one criterion is more important than the other). To make a pairwise comparison of individual criteria, they were placed in a square matrix of pairwise comparisons X, of the type (n × n). The comparison is made by indicating the influence of the elements in the i-th row on the criterion from the j-th column, obtaining the result of the comparison    x  i , j    , as it is shown below:


  X =      X 1         X 2       ⋮       X n               X 1       X 2     ⋯     X n             [     1     x  1 , 2      ⋯     x  1 , n          1   x  1 , 2        1   ⋯     x  2 , n        ⋮   ⋮   ⋮   ⋮       1   x  1 , n          1   x  2 , n        ⋯   1     ]       



(1)







The pairwise comparison matrix was applied to the main and sub-criteria based on the judgments and preferences of the authors. In Table 5 the pairwise comparison for the main criteria is presented.




2.4.2. Normalization of the Pairwise Comparison Matrix    X ¯   


For the matrix   X  , the normalized inverse matrix    X ¯    is determined according to Formula (2), and the normalization result is presented in Table 6.


    x ¯   i , j   =    x  i , j       ∑   j = 1  n   x  i , j      



(2)








2.4.3. Computing the Overall Weight Vector


The elements of the priority vector of individual main criteria due to the implementation of the main goal of the analysis    w i    are determined by dividing the sums of individual rows of the normalized inverse matrix    X ¯    by the number of criteria n.


   w i  =     ∑   i = 1  n    x ¯   i , j    n   



(3)







The values of the priority vector elements    w i    indicate the position of the i-th main criterion in the ranking of criteria (Table 7).




2.4.4. Verification of the Pairwise Comparison Matrix Consistency


Since the specific value of the pairwise comparison    x   i , j      is not explicitly quantified, the expert judgment may contain errors, for example, inconsistent judgments or logical errors.



It has been proved that when the largest eigenvalue of the matrix    λ  max     is equal to or close to the number of compared criteria n, then the expert’s comparisons are compatible and consistent [68,69]. The largest eigenvalue of the matrix    λ  max     is determined from the formula:


   λ  max   =  1   w i      ∑   j = 1  n   x  i , j    w i   



(4)







A slight inconsistency in the pairwise comparison causes slight changes in the highest eigenvalue of the matrix    λ  max     and symbolizes the deviation from the consistency of the pairwise comparison expressed by the Consistency Index (CI), which is determined from the formula:


  CI =    λ  max   − n   n − 1    



(5)







The determined inconsistency ratio CI compared with the Random Index (RI) allows for the determination of the Consistency Ratio (CR), which defines the degree to which comparisons of the importance of criteria are inconsistent with each other. The RI values, estimated by T. L. Saaty, are presented in the study [70]. The CR coefficient is determined from the formula:


  CR =   CI   RI    



(6)







For pairwise comparison of main criteria, the determined coefficients are presented in Table 8.





2.5. Specification of the Reference and Anti-Reference Values for Specific Criteria


The next step is to determine the reference    W i    and anti-reference    A i    values for each sub-criterion. Determining the reference and anti-reference defining the sub-criteria starts the use of the Numerical taxonomy method in the presented analysis and ends the use of the AHP method. The article [37] presents a detailed method of determining the distance of the proposed variants from the reference values    c i    using the formula:


   c i  = d  (   l i ′  , W  )  =      |   l i  ,    W i   |   2  +    |   A i  ,    W i   |   2  −    |   l i  ,    A i   |   2    2  |   A i  ,    W i   |     



(7)







The reference and anti-reference can be determined in two ways:




	
determination of the reference value as the maximum function and the value as the minimum function of the criterion values for the compared RES technologies;



	
determination of the value of the reference and anti-reference using the expert method.









2.6. The RES Technology Ranking    R i   


For the set of RES technologies   Z =  {   Z 1  ,  Z 2  , … ,  Z k   }   , the technology value matrix should be determined for individual sub-criteria A:


  A =              X  1 , 1      X  1 , 2     ⋯    X  n , s          [       a  1 , 1 , 1        a  1 , 1 , 2      ⋯     a  1 , n , s          a  2 , 1 , 1        a  2 , 1 , 2      ⋯     a  2 , n , s        ⋮   ⋮   ⋮   ⋮       a  k , 1 , 1        a  k , 1 , 2      ⋯     a  k , n , s        ]       Z 1         Z 2       ⋮       Z k                   



(8)







Due to different values describing individual criteria (e.g., the value of the cost criterion is given in monetary units, and the social one is defined by a five-point scale), it is not possible to compare them without prior normalization.



2.6.1. A Conversion Sub-Criterion to Stimulants


The object ranking method, based on the NT method, requires all criteria to be stimulants. If the value of a given i-th sub-criterion    X  i , s    , defined for each RES source as    a  k , n , s    , is a destimulant, it should be converted into a simulant    S  i , s     by transforming    a  k , n , s   →  s  k , n , s     according to the formula:


   s  k , n , s   = 2    a  k , n , s    ¯  −  a  k , n , s    



(9)







Thanks to such conversion, the criterion value retains the standard deviation and the arithmetic mean.




2.6.2. Determining the Measure of the Distance from the Reference Value


The ranking of RES technologies consists of ordering them according to the values of the distance measurement values    m i   , which are normalized values of the distance of their orthogonal projections    c i    from the reference value for a given RES technology    W i   . The values of the distance measure    m i    are in the range <0,1> and it is determined from the formula:


   m i  = 1 −    c i   o   



(10)




where:   o = d  (   W i  ,  A i   )   —Euclidean distance of the reference and anti-reference value.



The authors of this article propose to determine the sum of values of the distance measure for RES technologies from the reference and anti-reference values    m i    (additionally multiplied by the weight of criteria    w  i , s  g   ) and to reduce the value to relative units, which allows determining the ranking RES technologies according to the formula:


   r j  =   ∑   i = 1  k   m i  ·  w  i , s  g   



(11)







The sum of measures determined in this way, increased by the weights of detailed criteria (Formula (11)), determines the sum of all measures for individual RES technologies    r k   .


   r k  =   ∑   j = 1  l   r j   



(12)








2.6.3. Ranking of RES Technologies


The ranking of the RES technology is determined by the values of the ranking coefficient    R i   , contained in the range [0, 1], the sum of which is 1, as shown in Table 9, by using the following formula:


   R i  =     ∑   j = 1  l   r j     r k     



(13)










3. Results


The best RES technology will be the one with the highest-ranking coefficient    R i   , and similarly, the worst technology with the lowest chances of realizing the investment will have the lowest value of the ranking coefficient.



The obtained ranking of prospective RES technologies clearly shows that the preferred technology with the greatest development opportunities in Poland is offshore wind farms, as shown in the chart in Figure 3.



The first place in the ranking is determined both by the significant existing potential of unused resources for offshore wind farms and the relatively favorable positioning of the technology in terms of other technical criteria. Relatively favorable legal conditions for this technology have been created in Poland, and in terms of legal criteria, the technology is highly ranked.



The following three technologies received a similar rating in the ranking. The highest among them is distributed photovoltaic energy, which was assessed favorably in terms of the existing potential, technical conditions of development, and a relatively high position in economic criteria. Next in this group is the technology of biogas plants, followed by the technology of direct use of biomass. As for the resources of raw materials for biogas production and the availability of biomass, the area of Poland is perceived as favorable. However, biomass finds many uses for heat production, and cogeneration is the preferred technology for electricity production.



The next group in the ranking consists of onshore wind and solar farms. In the land area, Poland has significant wind energy resources that have not been used yet, but the development of such sources is hampered by legal regulations, which are unfavorable for this technology. The assessment of legal conditions determined a relatively low position in the ranking of onshore wind farms. It is worth noting that a few years ago, under different legal conditions, this technology was developed very dynamically in Poland. In the case of large solar farms, with a relatively low position in the ranking, the technology was poorly assessed in some technical criteria (e.g., a relatively low rate of utilization of installed capacity).



The ranking closes with the lowest-rated technologies, and these are hydropower and geothermal energy, respectively. The last position of geothermal energy was determined by very small geothermal energy resources with favorable parameters for direct electricity production (low and medium-temperature resources dominate) and a relatively low evaluation of the technology in economic criteria. The penultimate technology in the ranking is hydroelectric. Their low rating is related to the relatively poor resources of unused hydrotechnical energy in Poland, difficult legal conditions for their development, and the significant impact of the facilities on the environment.



To validate the results obtained ranking of RES technologies was compared with planned directions of RES development included in the PEP2040 document [12] and other studies analyzing the ranking of RES technologies in the energy mix. For example, [71] quantified the main potential economic effects of offshore wind on the Spanish economy, showing the capital intensity of this sector and the need to establish long-term policies to foster the sector. In [72], it was confirmed that Poland’s power/energy mix in the next two decades would change and that for the next 20 years, the government is planning to build a second alternative non-emissive system with power comparable to the conventional power installed today, by building new RES sources, especially offshore wind farms.



Moreover, in the European Union, offshore wind farms will play an essential role in the decarbonization energy sector by 2050 [73]. That is why the Commission published a dedicated EU strategy on offshore renewable energy, which proposes concrete ways forward to support the long-term sustainable development of this sector [74]. The targets included in the strategy assume the achievement of the installed capacity of at least 60 GW of offshore wind by 2030, and Poland can participate in it due to meeting the conditions such as access to sea space in the Baltic Sea and willingness to international cooperation.




4. Sensitivity Analysis


It is worth noting that the validation of multi-criteria optimization methods usually involves the use of sensitivity analyses or the comparison of the results obtained from alternative single-criteria optimization methods with an extensive criterion function and many constraints. The second of the described approaches most often leads to the indication of significant differences in the optimization result resulting from the use of many criteria. Such a validation analysis was presented in the previous chapter, trying to indicate significant differences between the ranking obtained by the authors and the ranking indicated by PEP2040 [12].



The nature of the decision environment in a real-life situation is dynamic, which is why the sensitivity analysis is applied to verify the practicality and efficacy of the result of the proposed approach. In addition to comparing the obtained results with the planned directions of RES development in Poland and other studies available in the literature, the sensitivity analysis was further conducted.



The method proposed in the article was validated in [37] and used to rank the proposed set of four wind farm locations in terms of chances for investment implementation in the shortest possible time. The application of the method discussed in this article differs significantly from the one presented in [37] by means of the set of partial criteria extension and adaptation to the problem. Therefore, it was decided to perform a sensitivity analysis of the result to changes in the input database.



In the relevant literature, different approaches for sensitivity analysis of the AHP method can be found. In [75,76], authors applied equal weights for all criteria; in [77], one or more criteria equal to zero were set, and in [78], the criteria weights were altered by a defined interval. These approaches aimed to demonstrate that the results obtained are sensitive to changes in the weights of the criteria, and such results were obtained. As the application of all variants of sensitivity analysis of AHP would be beyond the scope of this paper, in this study, the sensitivity analysis performed takes into account the impact of changes in input data values on the obtained ranking of RES technologies by testing different databases in the long term. To this end, the following cases were examined: Cases 1–3 are characterized by varying input data, whereas Cases 4–6 involve the sensitivity analysis of criteria weights. For Cases 1–3, the following alterations of input data were proposed:




	
Case 1—due to the dynamic development of distributed energy sources, the expansion of the power grid is required, which results in a change of the sub-criterion    X  1 , 8     by + 2 classes;



	
Case 2—due to the current geopolitical situation and constantly increasing prices of construction materials, including steel, the economic criterion    X  2 , 1     is increased by 15%;



	
Case 3—due to the potential political changes, sub-criterion    X  5 , 1    , reflecting the support for technology, changes by +/− 2 classes, and Case 3A means 2 classes higher, while Case 3B—2 classes lower.








For Cases 4–6, the following assumptions regarding weights values were adopted:




	
Case 4—all criteria weights are equal;



	
Case 5—social criterion weight is equal to zero;



	
Case 6—economic criterion weight is equal to zero.








In all cases the relative pair-wise comparisons of the criteria remain the same, while the values of dependent sub-criteria are correspondingly recalculated. The results of the sensitivity analysis for Cases 1–3 and Cases 4–6 are illustrated, respectively, in Figure 4 and Figure 5.



The sensitivity analysis carried out shows that the applied method responds significantly to both changes in the weights of the main criteria and changes in the database concerning the detailed criteria. The changes concern the assessment measures of the compared technologies and the technology ranking itself. The obtained results are in line with the authors’ expectations. It is worth paying attention to Case 6, in which the exclusion of economic criteria significantly changes the assessment of technologies and their ranking.




5. Discussion


In the first half of 2021, the long-awaited government document was adopted in Poland—“Energy policy of Poland until 2040” (PEP2040). Compared to the previous versions of Poland’s energy policy, the new document indicates the need for significant changes in the energy mix in the country and, in particular, provides for significant development of renewable energy sources. The preferred renewable technologies were also indicated, which by 2040 will partially replace the production of electricity from non-renewable sources. The ranking indicated in the energy policy can be compared with the ranking obtained by the authors of this article. The current share of renewable sources in the production of electricity is approx. 13% (also including the co-firing of biomass in conventional power plants). The target set to be achieved in 2030 is very ambitious, and the share of renewable energy sources in electricity production should be at least 32%, and in 2040 about 40%.



Offshore wind energy is indicated as a preferential renewable technology in PEP2040 (which is consistent with the result obtained by the authors). The development of wind energy is indicated as a “strategic project”, and the installed capacity of these sources should increase significantly by 2040.



Another technology indicated in PEP2040 is photovoltaics with significant development potential, without distinguishing between distributed photovoltaic technologies and large farm-type sources. In the ranking presented in this article, both technologies have been separated and indicate significantly different positions. While distributed photovoltaic energy came in second place and has significant development opportunities, the conditions for large photovoltaic sources are not so favorable, and in the presented ranking, they were in fourth place. To achieve the goal indicated in PEP2040, it may be necessary to introduce new preferences for this technology because while the strength of support for distributed photovoltaic sources already causes their dynamic development, solar farms are developing poorly.



Onshore wind energy is listed next in the ranking indicated in PEP2040, but it has been clearly shown that the development of this technology will not be dynamic, and the introduced legal regulations limit it. Despite listing this technology as the third one, its perspectives outlined in PEP2040 are limited, and its development potential is perceived as weak. In the ranking prepared by the authors of this publication, onshore wind farms ranked third. In PEP2040, this technology is underestimated, and after minor changes in the applicable legal regulations, its potential is significant. The authors’ assessment of onshore wind energy in terms of development opportunities in Poland differs significantly from the assessment presented in PEP2040.



Similarly to the research presented in this paper, PEP2040 indicates the use of biomass and biogas in cogeneration systems as another prospective technology for electricity production. In PEP2040, technologies are considered together. In the prepared ranking, the use of biogas has better development prospects. However, both technologies were close in ranking.



In PEP2040, hydropower and its development opportunities are presented quite favorably, both in large flow facilities—power plants on the Lower Vistula River and in small hydrotechnical facilities. In the ranking prepared by the authors, the prospects for the development of this technology are not viewed favorably (they are in the penultimate position in the ranking). This significant difference is mainly because the authors of PEP2040, who assess the potential impact of these projects on the natural environment considerably more positively, do not see development barriers and do not analyze the low economic profitability of the projects.



Geothermal energy was not included in PEP2040 among the potential methods of electricity production. This is in line with the opinion of the article’s authors—geothermal energy came last in the ranking.




6. Conclusions


In this paper, the ranking of eight RES technologies (offshore and onshore wind farms, distributed photovoltaic power plants, solar farms, geothermal power plants, biomass-fired power plants, biogas plants, and hydroelectric power stations) has been designated throughout the application by MCDM techniques. The analysis was performed with the identification of five main criteria, such as technical, environmental, legal, social, and economical, and with 30 sub-criteria. Criteria weights were determined using the Analytical Hierarchy Process method, and the renewable energy sources technology ranking was made using the modified Numerical taxonomy method. Offshore wind farms were selected to be the highest-ranked. The following three technologies— distributed photovoltaic energy, biogas plants, and biomass power plants—received a similar rating in the ranking. The ranking ends with the following lowest-rated technologies: hydropower and geothermal energy.



The authors’ ranking, resulting from a multi-criteria analysis, is significantly different in several aspects from that indicated in PEP2040. The authors of this article assess the development prospects of onshore wind energy much better and are much more skeptical about the development of hydropower. Achieving the goals set out in PEP2040 will be difficult and, according to the authors of the article, to achieve them, it may be necessary to enable the development of onshore wind energy (currently inhibited by restrictive legal provisions), to make the development of hydropower plants more realistic (especially taking into account their impact on the environment) and to develop support mechanisms for large photovoltaic projects.
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Figure 1. The structure of the planned installed capacity in Poland according to PEP2040 [12]. 
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Figure 2. The flowchart of the proposed methodology. 
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Figure 3. The values of the ranking coefficient presented in an ordered chart. 
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Figure 4. The impact of the input data alterations on the ranking coefficient, Cases 1–3 versus original case. 
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Figure 5. The impact of the criteria weights on the ranking coefficient, Cases 4–5 versus original case. 
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Table 1. A set of criteria used to evaluate RES technology.
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	Symbol
	Specification of Criteria





	    X 1    
	Technical criteria



	    X  1 , 1     
	availability of primary raw materials



	    X  1 , 2     
	time of installed capacity utilization



	    X  1 , 3     
	installed capacity range



	    X  1 , 4     
	the location of the source in relation to the power grid



	    X  1 , 5     
	power grid voltage level at the source connection point



	    X  1 , 6     
	impact on the voltage level in the power grid



	    X  1 , 7     
	predictability of energy production



	    X  1 , 8     
	the need to expand the power grid



	    X  1 , 9     
	energy efficiency



	    X 2    
	Economic criteria



	    X   2 , 1      
	unit investment expenditures



	    X   2 , 2      
	unit outlays for connection to the power grid



	    X   2 , 3      
	payback period (SPBT)



	    X   2 , 4      
	internal rate of return (IRR)



	    X   2 , 5      
	the cost of maintenance and operation



	    X 3    
	Social criteria



	    X   3 , 1      
	public support for investment



	    X   3 , 2      
	favor of local authorities for investment



	    X   3 , 3      
	investment compliance with local policies



	    X 4    
	Environmental criteria



	    X   4 , 1      
	carbon avoidance rate



	    X   4 , 2      
	noise emission



	    X   4 , 3      
	impact on animal population



	    X   4 , 4      
	the impact on the landscape



	    X   4 , 5      
	the average distance from nature protected areas



	    X   4 , 6      
	land surface indicator



	    X   4 , 7      
	the average distance from human settlements



	    X 5    
	Political and legal criteria



	    X   5 , 1      
	support of technology in the energy policy—investment facilitation



	    X   5 , 2      
	possibility of using the discount system



	    X   5 , 3      
	covering the technology with periodic tenders for the supply of energy



	    X   5 , 4      
	possibility of using the fixed energy price (FIT)



	    X   5 , 5      
	covering the technology with the system of certificates of origin



	    X   5 , 6      
	availability of investment subsidy systems
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Table 2. Numerical evaluation scale of the sub-criterion    X  3 , 3    —investment compliance with local policies.
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	Name
	Scale





	Incompatible
	1



	Partially compatible
	2



	No contraindications/possible to take into account
	3



	Mostly compatible
	4



	Compatible
	5
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Table 3. Percentage rating scale of the sub-criterion    X  4 , 3    —impact on animal population.
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	Name
	Scale





	The animal population makes it impossible to build an energy source
	100%



	Significant impact, but not preventing construction (need to be compensated)
	60%



	During environmental monitoring
	30%



	No effect on animal populations
	0%
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Table 4. The assumptions for the comparative analysis of RES technologies.
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Symbol of Main and Subcriteria

	
Unit/Name

	
Symbol of the RES Technology




	
    X 1    

	

	
Z1

	
Z2

	
Z3

	
Z4

	
Z5

	
Z6

	
Z7

	
Z8






	
    X  1 , 1     

	
class

	
5

	
4

	
4

	
4

	
1

	
2

	
3

	
1




	
    X  1 , 2     

	
h/a

	
3100

	
1900

	
1100

	
900

	
5500

	
5000

	
4500

	
5800




	
    X  1 , 3     

	
class

	
3

	
2

	
2

	
2

	
1

	
2

	
1

	
1




	
    X  1 , 4     

	
km

	
150

	
10

	
0.5

	
5

	
10

	
20

	
8

	
10




	
    X  1 , 5     

	
class

	
3

	
2

	
1

	
2

	
2

	
3

	
2

	
2




	
    X  1 , 6     

	
class

	
3

	
2

	
3

	
2

	
2

	
3

	
3

	
3




	
    X  1 , 7     

	
class

	
2

	
1

	
4

	
3

	
4

	
5

	
4

	
3




	
    X  1 , 8     

	
class

	
5

	
3

	
3

	
2

	
4

	
3

	
2

	
2




	
    X  1 , 9     

	
%

	
0.4

	
0.4

	
0.15

	
0.18

	
0.2

	
0.7

	
0.39

	
0.85




	
    X 2    

	

	

	

	

	

	

	

	

	




	
    X  2 , 1     

	
€/kW

	
3000

	
1000

	
1302

	
650.5

	
5000

	
960

	
2520

	
1100




	
    X  2 , 2     

	
€/kW

	
1000

	
300

	
80

	
300

	
400

	
350

	
300

	
300




	
    X  2 , 3     

	
Years

	
20

	
8

	
6

	
3

	
30

	
20

	
20

	
15




	
    X  2 , 4     

	
%

	
2

	
1.5

	
2

	
1.2

	
−3

	
1.1

	
1.5

	
0.5




	
    X  2 , 5     

	
€/kW/a

	
78.70

	
39.33

	
65.10

	
19.50

	
25.00

	
355.56

	
369.44

	
311.22




	
    X 3    

	

	

	

	

	

	

	

	

	




	
    X  3 , 1     

	

	
5

	
2

	
5

	
4

	
4

	
2

	
3

	
5




	
    X  3 , 2     

	

	
5

	
1

	
5

	
3

	
3

	
4

	
4

	
2




	
    X  3 , 3     

	

	
4

	
2

	
5

	
4

	
3

	
3

	
4

	
3




	
    X 4    

	

	

	

	

	

	

	

	

	




	
    X  4 , 1     

	
Mg CO2/a

	
8200

	
5576

	
4000

	
126.28

	
0.738

	
1204

	
195.98

	
797.45




	
    X  4 , 2     

	
dB

	
0

	
35

	
0

	
0

	
0

	
35

	
40

	
35




	
    X  4 , 3     

	
%

	
30

	
40

	
0

	
0

	
20

	
30

	
0

	
50




	
    X  4 , 4     

	
%

	
30

	
80

	
40

	
70

	
50

	
40

	
40

	
40




	
    X  4 , 5     

	
km

	
30

	
2

	
150

	
50

	
20

	
20

	
20

	
2




	
    X  4 , 6     

	
km2/MW

	
0.3

	
0.15

	
0.005

	
0.03

	
0.15

	
0.3

	
0.2

	
0.15




	
    X  4 , 7     

	
km

	
100

	
5

	
0

	
3

	
3

	
10

	
5

	
20




	
    X 5    

	

	

	

	

	

	

	

	

	




	
    X  5 , 1     

	
class

	
6

	
2

	
5

	
5

	
1

	
3

	
3

	
1




	
    X  5 , 2     

	
class

	
0

	
0

	
1

	
1

	
1

	
0

	
1

	
0




	
    X  5 , 3     

	
class

	
1

	
1

	
0

	
1

	
0

	
1

	
1

	
1




	
    X  5 , 4     

	
class

	
0

	
0

	
0

	
0

	
0

	
0

	
1

	
0




	
    X  5 , 5     

	
class

	
0

	
1

	
0

	
1

	
0

	
1

	
1

	
1




	
    X  5 , 6     

	
class

	
1

	
1

	
3

	
2

	
1

	
2

	
1

	
1
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Table 5. The pairwise comparison for main criteria    X i   .
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	X1
	X2
	X3
	X4
	X5





	X1
	1.00
	1.00
	3.00
	1.00
	1.00



	X2
	1.00
	1.00
	2.00
	0.33
	0.33



	X3
	0.33
	0.50
	1.00
	0.50
	0.50



	X4
	1.00
	3.00
	2.00
	1.00
	2.00



	X5
	1.00
	3.00
	2.00
	0.50
	1.00
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Table 6. The normalized pairwise comparison matrix.
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	X1
	X2
	X3
	X4
	X5



	X1
	0.23
	0.12
	0.30
	0.30
	0.21



	X2
	0.23
	0.12
	0.20
	0.10
	0.07



	X3
	0.08
	0.06
	0.10
	0.15
	0.10



	X4
	0.23
	0.35
	0.20
	0.30
	0.41



	X5
	0.23
	0.35
	0.20
	0.15
	0.21
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Table 7. The overall weight vector    w i   .
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	Criterion Symbol
	    Weight   Vector    w i     





	X1
	0.23



	X2
	0.14



	X3
	0.10



	X4
	0.30



	X5
	0.23
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Table 8. The verification coefficients of the correctness of pairwise comparison of main criteria.
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	Name
	





	    λ  max     
	5.30



	CI
	0.08



	RI
	1.12



	CR
	0.07
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Table 9. Calculated values of distance measure and ranking coefficient values.
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Presents the Values of a Measure Distance from the Reference Value Multiplied by the Global Weights     (   m i  ·  w  i , s   g ′    )    

	
     r i     

	
     R i     

	
Place in the Ranking






	

	
    X  1 , 1     

	
    X  1 , 2     

	
  ⋯  

	
    X  3 , 2     

	
    X  4 , 1     

	
  ⋯  

	
    X  5 , 1     

	

	

	




	
    Z 1    

	
0.078

	
0.017

	
  ⋯  

	
0.062

	
0.122

	
  ⋯  

	
0.103

	
0.718

	
0.192

	
1




	
    Z 2    

	
0.059

	
0.010

	
  ⋯  

	
0.000

	
0.083

	
  ⋯  

	
0.034

	
0.426

	
0.114

	
5




	
    Z 3    

	
0.059

	
0.006

	
  ⋯  

	
0.062

	
0.060

	
  ⋯  

	
0.086

	
0.526

	
0.140

	
2




	
    Z 4    

	
0.059

	
0.005

	
  ⋯  

	
0.031

	
0.002

	
  ⋯  

	
0.086

	
0.403

	
0.107

	
6




	
    Z 5    

	
0.000

	
0.030

	
  ⋯  

	
0.031

	
0.000

	
  ⋯  

	
0.017

	
0.329

	
0.088

	
8




	
    Z 6    

	
0.039

	
0.027

	
  ⋯  

	
0.046

	
0.018

	
  ⋯  

	
0.051

	
0.485

	
0.129

	
4




	
    Z 7    

	
0.039

	
0.025

	
  ⋯  

	
0.046

	
0.003

	
  ⋯  

	
0.051

	
0.517

	
0.138

	
3




	
    Z 8    

	
0.000

	
0.032

	
  ⋯  

	
0.015

	
0.012

	
  ⋯  

	
0.017

	
0.344

	
0.092

	
7
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