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Abstract: A recloser requires a fast operating time in the first shot to optimally clear a temporary
fault. The operating time is dependent on the time-dial, the pick-up settings, and the fault current.
The recloser detects the fault current from the grid supply; however, the connection of the generators
in the distribution system can contribute to the fault current. Depending on the location of the
generators and the direction of the current, the fault current can decrease and cause an increase in the
operating time. Therefore, the optimal settings that can minimize the operating time may need to be
determined. This paper simulates the behavior of a recloser in its first shot for clearing a temporary
fault and tests its performance in an active distribution system that has two types of distributed
generators. It then uses the differential evolution algorithm to find the optimal settings in the active
distribution voltage conditions. It also applies modifications to the differential evolution algorithm
and uses these modifications to find robust settings. It then uses an exponential scale factor to
balance the exploration and exploitation of the algorithm chosen. Simscape power systems in Matlab
Simulink is used to construct the active distribution system and simulate the cases, while the Matlab
script is used to run the code for the differential evolution algorithm. Six cases are performed to find
the optimal settings of the recloser. The results show that the selected settings and the differential
evolution algorithm modification can optimize the operation of the recloser.

Keywords: recloser; operating time; differential evolution algorithm

1. Introduction

Distribution systems are traditionally radial and passive. The settings of reclosers
are based on the assumption of the grid supply, and the recloser clears a temporary fault
optimally as set [1]. However, the recent advancements in improving the voltage profile
and deregulating the grid through the connection of distributed generation required a
reassessment of the settings of the recloser and its optimal operation. This is because
there is another fault current contributor when the distributed generation operates in a
grid-connected mode [2]. A prevailing practice was to isolate the distributed generators
during a fault; however, a substantial rise in distributed generation penetration has led to a
standard requiring distributed generation to remain grid-connected during a fault. The
connection of distributed generators introduces a new fault current and a different direction
of the fault current compared to the conventional downstream direction in the fault current
detected by the recloser. The recloser can have a varied operating time because of the
varied magnitude and change in direction of the fault current. The varied operating time is
caused by the inverse time-current characteristic of the recloser. The varied operating time
can lead to a shorter response or longer response of the recloser compared to the operating
time that it was set to have in the passive distribution system [3,4].

In the case of a recloser having a longer operating time, a population-based algorithm
or metaheuristic optimization algorithm can be used in searching for optimal settings and
reducing the operating time [5]. These settings can improve the operation of the recloser
when distributed generators are grid-connected during a temporary fault. Population-based
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algorithms provide a method of obtaining optimal solutions through the formulation of
linear or non-linear optimization problems and through iterative steps. Research has shown
that the differential evolution algorithm is one of the best-performing population-based
algorithms for solving an optimization problem. The advantage of using this technique is
that it performs a stochastic search through the feasible region of solutions, it is capable of
handling non-linear and non-differentiable functions, and it can easily escape from a local
optimum [6].

Therefore, to enable a fast reconnection during a temporary fault, appropriate settings
need to be set for the recloser. This is to optimize the operation of the recloser when the
distributed generators are grid-connected [7,8]. With this regard, the paper explores the
feasibility of designing and using a differential evolution algorithm scheme with a balanced
exploration and exploitation scale factor. This scheme is for searching and selecting the
global optimal settings of the recloser in a distribution system connected with distributed
generation. The variation in the voltage profile is assessed, and the selection of the optimal
settings is automated. This paper modifies the differential evolution algorithm to obtain
the best-performing scheme under the system’s conditions and solves the exploration and
exploitation of the selected algorithms. After the introduction, the study is organized as
follows: Section 2 presents a literature review, Section 3 presents materials and methods,
Section 4 presents the results, Section 5 presents the discussion, and conclusions are drawn
in Section 6.

2. Literature Review

Distributed generators were initially configured to adhere to the IEEE 1547 grid
code requirement during temporary faults or temporary disturbances. They were to
be disconnected from the grid quickly during these disturbances. However, according
to [9], with the increasing penetration of distributed generation, grid codes are changed in
some high and extra-high voltage grid connection standards (i.e., 1 kV to 60 kV) to have
them remain grid-connected during these disturbances. This makes the penetration level
very important in fault conditions. The distributed generation penetration level in the
distribution system can be determined by using (1).

Ppenetration−level =
PDG
PLoad

× 100% (1)

where PDG and PLoad are the power from the distributed generation and the power con-
sumed by the loads.

The modes that can result in the voltage profile of the distribution system caused by
the penetration of distributed generation are given below [5]:

• Flat voltage profile: the penetration level is equal to 100%, (i.e., the power consumed
equals the power of the distributed generation, and the voltage profile is the same for
the entire distribution system).

• Rising voltage profile: the penetration level exceeds 100%. More power penetrates the
upstream system and causes a rising voltage to the distribution system toward the
end of the feeder.

• Falling voltage profile: The penetration level is below 100%. The voltage decreases
toward the end of the feeder in the distribution system.

In [10], the relationship between the voltage profile and the fault conditions is inves-
tigated. Faults are initiated in the different nodes of an active distribution system, and
it is determined that the distributed generation added a 2% voltage improvement at any
severely affected node. In [11], it is stated that the contribution of synchronous-based dis-
tributed generators to the fault current level ranges from five to six times its rated current
and the contribution of the inverter-based distributed generation to the fault current level
ranges from 1.1 to 2 times its rated current.
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2.1. Recloser Operation Time

In the setting of reclosers to act on a suitable curve for an optimal fast operating time,
suitable settings must be designed for the recloser to have successful operations and limit
the effects of mal-operations such as protection blinding and the recloser losing coordination
with the fuse. In [12], the operating time of the recloser is expressed as an inverse function of
the fault current flowing through it. The recloser operates with an IEC/IEEEE very inverse
curve in the fast mode and an IEC/IEEE extremely inverse curve in the delayed mode. A
time-current curve has three main operating regions; the overload region, the adjustable
instantaneous region, and the instantaneous region. The last two regions are needed to clear
faults while the overload region protects the system in cases of emergencies. An optimal
fast operating time of the recloser should be between 100 milliseconds to 200 milliseconds
within the instantaneous and adjustable instantaneous region [13]. The variation of the
operating time is subject to the type, location, and penetration of the distributed generators.
A double-fed induction generator wind turbine generates a high sub-transient fault current
but gradually drops after the first cycle, requiring a fast operation time of the recloser for
temporary faults within the first cycle [14].

2.2. Differential Evolution Algorithm

Optimal settings can be obtained by solving the recloser’s increase in operating time
as an optimization problem. Particle swarm optimization, ant colony, and differential
evolution algorithms can be applied to obtain Pareto solutions for these settings [15,16]. The
selection of a robust algorithm is dependent on the convergence and global optimal solution
search. Among these three algorithms, the particle swarm optimization only continues
the search with the same particles and no other particles are substituted during iterations,
which can limit the global search for the optimal solution [17]. The ant colony optimization’s
convergence speed is low, and this algorithm performs better for a local search than for
a global search [15,18]. The differential evolution is an algorithm that was proposed by
Kenneth V. Price and R. Storn in 1997 to solve optimization problems [19]. It is a child of
the genetic algorithm by the addition of the differential mutation operator. The differential
evolution algorithm was proposed for minimizing non-linear functions; it is a simple and
efficient meta-heuristic algorithm in solving for global optimal solutions. The algorithm
continues the search with the best vectors through mutation and selection operations for
the computation of an optimal solution. Joymala Moirangthem et al. [11] apply it to search
for the global optimum relay coordination settings in a distributed generation system.
A design of the differential evolution algorithm scheme can be applied with a balanced
exploration and exploitation scale factor to quickly compute global optimum settings and
improve robustness and convergence.

Different authors have highlighted the use of the differential evolution algorithm,
stating its advantages and disadvantages. They have also tested the performance against
other optimization algorithms to show the robustness and computational efficiency of
the differential evolution algorithm. In [19], a relay coordination problem is formulated
to obtain the minimum possible operating time for optimal coordination. The fitness
function is the summation of operating times of the primary overcurrent relays. The
optimization problem is solved using the differential evolution algorithm, and the optimal
relay settings are obtained with a standard inverse time-current characteristic model. The
time-dial and pick-up settings are optimized for this model. The overcurrent relays had
a long operating time when there was the solar photovoltaic system connection, but they
were optimized with the model used to obtain optimal settings. In [20], the coordination
of the inverse definite minimum time overcurrent relays is formulated as a constrained
optimization problem, the objective is to minimize the total operating time of all the
directional overcurrent relays. The optimization problem has twelve decision variables in
the first case and twenty-eight decision variables in the second case; the optimal settings
are obtained by the differential evolution algorithm. The differential evolution algorithm
converges before the iterations are completed, and this can limit it from determining the
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best global solution; because of this, it can be modified. In [21], the differential evolution
algorithm is consistently ranked as one of the best search algorithms for solving global
optimization problems. A mutation to the differential evolution algorithm is presented
for five modified schemes; the modification is made on the weighted difference, and
the scaling factor is varied following the Laplace distribution. The differential evolution
variant can be denoted as DE/X/Y/Z, where X is the vector mutated, Y is the number of
the difference vectors used, and Z is the crossover of the scheme. One of the performance
metrics considered to determine the scheme that is robust and efficient is the fitness function
value. In [22], the differential evolution algorithm is compared to the genetic algorithm
in terms of accuracy, robustness, and computational efficiency for the design of a radial
flux permanent magnet generator. The differential evolution algorithm had a higher fitness
value and a lower standard deviation from a stochastic point of view, meaning it performed
better than the genetic algorithm; it also had a better convergence rate when the population
was decreased.

2.3. Exponential Scale Factor

The differential mutation step is varied by applying a varied scale factor. This is to
guarantee that the search for the best-performing decision variables is maximized. The
exploration and exploitation of the differential evolution algorithm needs to be balanced.
The differential evolution algorithm has to be able to explore the global time-dial and
pick-up settings while having an optimal ability to refine the identified search area and
find the optimal settings. To ensure a balanced exploration and exploitation ability, the
scale factor is modified according to (2). High values of the scale factor will enhance the
exploration of the search area; as the scale factor decreases exponentially, the exploitation
will be enhanced [23].

F =
1

e(1−
(Itmax−It)

Itmax )
(2)

where Itmax is the maximum number of iterations and It is the current iteration.

3. Materials and Methods

The settings should minimize the operating time compared to the conventional settings.
The time-dial and pick-up decision variables are subject to design constraints that limit the
search within their minimum and maximum parameter setting.

3.1. Problem Formulation

The change in the operating time of the recloser is a non-linear optimization problem
since the recloser’s operation time is determined from a non-linear function expressed
in (3). Only the TD and IP are unknown independent decision variables. A, B, p, and IR
are known.

TRi =

 A(
IR
IPi

)p
− 1

+ B

TDi (3)

where i is the recloser identifier, TR is the operating time of the recloser; TD is the time-dial
setting, IR is the current detected by the recloser, IP is the pick-up setting, and A, B, and p
are the constants for a particular time-current characteristic curve.

The objective is to minimize the operating time of the fast curve. The form of the
objective function is expressed in (4)

OF = Min TRi (4)
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3.2. Recloser Settings Constraints

The range of the recloser settings from which feasible solutions are selected is presented
as constraints in (5) and (6); these are the constraints of the time-dial and pick-up settings
of the recloser.

TDmin ≤ TD ≤ TDmax (5)

IPmin ≤ IP ≤ IPmax (6)

where TDmin is the minimum limit of the time dial settings, TDmax is the maximum limit
of the time dial setting, IPmin is the minimum limit of the pick-up setting, and IPmax is the
maximum limit of the pickup setting.

3.3. Differential Evolution Algorithm Pseudo-Code

The algorithm used is the DE/rand/1/bin. The inputs of the differential evolution algo-
rithm are the fitness function (TRi), lower bound (TDmin, IPmin), upper bound (TDmin, IPmin)
of the decision variables, population size (P), number of generations (G), scaling factor (F),
and cross-over the property (Cr) [21,24,25].

Step 1: Initializing the differential evolution parameters (random).
The target vectors in (7) are initialized randomly in (8) to create a random population.

This is the random selection of the initial population for optimal solutions of the decision
variables. These values are selected between their minimum and maximum limits.(

TDg
(k)

Ig
p(k)

)
=

{
tdg

(k,1), tdg
(k,2) . . . . . . . . . , tdg

(k,i), . . . . . . ., tdg
(P,D)

Ig
p(k,1), Ig

P(k,2) . . . . . . . . . , Ig
P(k,i), . . . . . . ., Ig

p(P,D)

}
(7)

(
tdg

(k,i)
Ig
P(k,i)

)
=

(
tdmin

i
Imin
pi

)
+ (rand(k,j))×

(
tdmax

i − tdmin
i

Imax
pi − Imin

pi

)
(8)

where, g = 1, 2, . . . . . . ., G is the maximum number of generations, i = 1, 2, . . . . . . ., D is the
problem dimension, and rand(k, i) is the uniformly distributed random variable within the
range of (0, 1).

Step 2: Differential mutation (one differential operator)
For g = 1 to G do Loop for generation.
For k = 1 to P do Loop for the population size.
The mutated vectors of the time dial and pick-up decision variables are generated by

using (9). tdvg+1
(k,i)

Ig+1
pv(k,i)

 =

(
tdg

r1
Ig
pr1

)
+ F×

(
tdg

r2 − tdg
r3

Ig
pr2 − Ig

pr3

)
(9)

where, r1, r2 and r3 ε {1, 2. . . . . P} are random integers, different from each other and the
running index i [24,25].

The mutated decision variables are presented in (10).TDvg+1
(k)

Ig+1
pv(k)

 =

tdvg+1
(k,1), tdvg+1

(k,2) . . . . . . . . . , tdvg+1
(k,i), . . . . . . ., tdvg+1

(k,D)

Ig+1
pv(k,1), Ig+1

v(k,2) . . . . . . . . . , Ig+1
pv(k,i), . . . . . . ., Ig+1

pv(k,D)

 (10)

Step 3: Crossover
In the crossover, a trial vector is generated using an if statement. A trial vector is

selected by (11).

tdvnewg+1
(k,i)

Ig+1
pvnew(k,i)

 =



tdvg+1
(k,i)

Ig+1
pv(k,i)

 i f rand(k,i) ≤ Cr or i = irand(
tdg

(k,i)
Ig
p(k,i)

)
otherwise


(11)
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end→ end loop for the population size.
Step 4: Selection (binomial)
For i = 1 to D do
To generate a new population with optimal solutions, the differential evolution algo-

rithm replaces the target vector with the trial vector using (12).

TDg+1
(k)

Ig+1
p(k)

 =



tdvnewg+1
(k,i)

Ig+1
pvnew(k,i)

 i f Tr

tdvnewg+1
(k,i)

Ig+1
pvnew(k,i)

 ≤ Tr

(
tdg

(k,i)
Ig
p(k,i)

)
(

tdg
(k)

Ig
p(k)

)
otherwise


(12)

end→ end loop for selection.
end→ end loop for generation.

3.4. Differential Evolution Algorithm Modified Schemes

The recloser should trip within 100 to 200 msec from the start of the fault and reclose
after the dead time. It should operate optimally to extinguish the fault, prohibiting the
operation of downstream protection devices. The differential evolution algorithm can be
modified to design three schemes that should each individually enhance the performance
of the recloser and meet these requirements. This is to find the optimal settings for the
different voltage profiles. The schemes use the weighted difference between the two points.
The mutation strategies and modifications are presented in Table 1.

Table 1. Differential Evolution Algorithm Modified Schemes.

Differential
Evolution Scheme

Mutation
Strategy Modification

MDE 1 DE/rand/2
tdvg+1

(k,i)

Ig+1
pv(k,i)

 =

(
tdg

r1
Ig
pr1

)
+ F×

(
tdg

r2 − tdg
r3

Ig
pr2 − Ig

pr3

)
+ F×

(
tdg

r4 − tdg
r5

Ig
pr4 − Ig

pr5

)

MDE 2 DE/best/1
tdvg+1

(k,i)

Ig+1
pv(k,i)

 =

(
tdg

best
Ig
pbest

)
+ F×

(
tdg

r1 − tdg
r2

Ig
pr1 − Ig

pr2

)

MDE 3 DE/best/2
tdvg+1

(k,i)

Ig+1
pv(k,i)

 =

(
tdg

best
Ig
pbest

)
+ F×

(
tdg

r1 − tdg
r2

Ig
pr1 − Ig

pr2

)
+ F×

(
tdg

r3 − tdg
r4

Ig
pr3 − Ig

pr4

)

3.5. Methodology

To select and test the optimal settings for different voltage profiles. The IEEE 34-node
distribution feeder is adopted as a passive distribution system with an existing load flow
and system conditions. The feeder is supplying voltage to three-phase, two-phase, and
single-phase loads. This system operates with a 12 MVA, 60 Hz, 60/24.9 kV step-down
transformer in the sub-station. The components of the system are protected by recloser R for
selecting temporary faults. The single-line diagram of the distribution system is depicted
in Figure 1. The nodes where the distributed generators are connected and the three-phase
fault are shown. The rest of the nodes can be observed in the reference provided. The
data for the feeder can be found in the IEEE Distribution Analysis Subcommittee article.
The wind turbine and solar photovoltaic systems are integrated as a phase-to-phase in the
ungrounded three-phase section of the feeder. The energy storage system is integrated as
a single phase into the second phase of the distribution. These active distribution system
conditions are simulated in MATLAB Simulink [18,19].
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Figure 1. Application of a recloser in a radial distribution feeder with distributed generation inte-
grated [26,27].

The distributed generators connected to the distribution system depicted in Figure 1
cause the voltage profile to vary depending on the type of distributed generation. The
investigation shall be conducted for the three types of voltage profiles that are caused by
the connection of these distributed generators. The cases are simulated to observe the
performance of the recloser when the recloser uses conventional settings or the differential
evolution algorithm selected settings for the voltage profiles shown in Figure 2. Each
voltage profile in Figure 2 represents a flat voltage profile, rising voltage profile, or falling
voltage profile, which form the bases of the cases studied for determining a scheme that
is best for optimizing the recloser setting and applying it for obtaining the settings. The
voltage profiles show a variance between 0.6 p.u. to 0.8 p.u along the distribution feeder.

Figure 2. Active Distribution system voltage profiles.

4. Results

To facilitate an optimal recloser operation, the recloser should trip and reclose before
the temporary fault can cause damage; it should operate to extinguish the fault prohibiting
the operation of the downstream protection devices. The recloser should act selectively to
clear the temporary fault on the first shot. The new line current and fault current detected
by the recloser in the presence of distributed generation are used to obtain the optimal time-
dial and pick-up settings. The differential evolution algorithm in Section 3 is implemented
in MATLAB; the results of the algorithm for each scheme are given in Table 2. To adjust
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the operating time and the pick-up of the recloser, a time-dial setting can be adjusted by
a step size of 0.05 s and the pick-up can be adjusted by a step size of 25%. The curves
obtained through the conventional settings and differential evolution algorithm-selected
settings can be shown in Figure 3. As can be seen, the differential evolution algorithm
provides better settings which can improve the operating time. The differential evolution
algorithm is further modified into schemes. The schemes should provide an improved
differential evolution algorithm to meet the objective function. The fault is at node 802, and
the conventional settings and optimal settings are presented in Table 2. The control signals
of the recloser using conventional settings and the settings obtained through the differential
evolution algorithm are shown in Figures 4 and 5. These show the peak of the fault current
and the responses of the recloser when the fault is temporary or permanent. The figures
show when the fault was initiated, the duration, and when it ceased. The duration for
the temporary fault is 0.1 s. The results show that the recloser can be optimized for both
temporary and permanent faults, but the recloser is mainly needed to be optimized for a
temporary fault and improve its speed, selection, and sensitivity to clear temporary faults
before they can cause mal-operations in the protection scheme.

Table 2. Time Dial and Pickup settings for Conventional, DE and MDE schemes.

Scheme Fast Time Dial
Setting (s)

Fast Pickup
Setting (%)

Delayed Time
Dial Setting (s)

Delayed Pickup
Setting (%)

Conventional 0.10 150 0.6 150

DE 0.15 150 0.45 100

MDE 1 0.05 100 0.1 50

MDE 2 0.8 100 0.6 150

MDE 3 0.3 50 0.45 150

Figure 3. Comparison of the fast and delayed curves for the recloser using conventional settings and
differential evolution algorithm settings.
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Figure 4. Comparison of the non-optimized and optimized operations for the recloser during a
temporary fault.

Figure 5. Comparison of the non-optimized and optimized operations for the recloser during a
permanent fault.

The line current and fault current passing between node 800 to node 802 is altered
when there is a connection of distributed generation. When there is a solar photovoltaic
system, the current is almost the same as when there is no distributed generator connected,
but when there is a wind turbine connected, the fault increases the current from 0.02 p.u. to
0.08 p.u. When both the distributed generators are connected, the current increases from
0.02 p.u. to 0.07 p.u.

4.1. Case 1 Temporary Fault Clearance for No Distributed Generation Voltage Profile

The recloser response to the fault for the voltage profile when there is no distributed
generator connected is simulated in this case study. The performances of the conventional
and optimal protection settings of the recloser are simulated. Figure 6 depicts the response



Energies 2022, 15, 8514 10 of 16

of the recloser when the fault strikes node 802. It can be observed that the magnitude of
the current rises to 2370 A at 0.1 s. The fault is temporary and lasts for 0.2 s. It begins at
0.1 s and ends at 0.3 s. The recloser’s conventional settings operate the recloser in a time
of 0.1318 s after the fault is initiated. The DE settings have an operation time of 0.1970 s,
the MDE settings give an operation time of 0.0340 s, the MDE1 settings give an operation
time of 0.0540 s, and the MDE2 settings give an operation time of 0.0820 s. As depicted in
Figure 6, the two sets of settings that optimize the performance of the recloser are MDE1
and MDE3 for a fast trip command. The settings impact on the dead-time before the
reclosure of the circuit breaker. The recloser has a successful reclosing after the temporary
fault has self-cleared [27].

Figure 6. Fault clearance with conventional and optimum settings for no distributed generation
voltage profile.

4.2. Case 2 Temporary Fault Clearance for a Falling Voltage Profile Mode in F1

The operation of the recloser in the falling voltage profile mode is simulated in this
case study. This falling voltage profile mode is caused by the penetration level of the solar
photovoltaic system. Figure 7 depicts the response of the recloser. The performances of the
conventional and optimal protection settings are simulated. The fault is temporary with
a duration of 0.2 s. The fault current level rises to 2370 A at 0.1 s. The time taken to send
the trip signal from the recloser’s control circuit using the conventional settings is 0.1318 s.
When the settings are changed from conventional to DE, the time is 0.1977 s. When the
settings are changed from conventional to MDE1, the time is 0.0342 s. When the settings
are changed from conventional to MDE2, the time is 0.5464 s, and when the settings are
changed from conventional to MDE3, the time is 0.0850 s. In this case, MDE 1 and MDE3
show an optimal performance for the recloser. They can isolate the fault faster than the
conventional settings. However, the dead time of the recloser seems to vary.
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Figure 7. Fault clearance with conventional and optimized settings for a falling voltage profile mode.

4.3. Case 3 Temporary Fault Clearance for a Rising Voltage Profile Mode in F1

The recloser operates in a rising voltage profile of the distribution system. The rising
voltage profile is caused by the penetration of the wind turbine system. Figure 8 depicts the
response of the recloser. It can be observed that the fault strikes at 0.1 s. It is a temporary
fault and has a duration of 0.2 s. The distributed generator is assumed to have a low voltage
ride-through during the temporary fault. The magnitude of the current rises to 2358 A due
to the fault. The recloser sends a trip signal to the circuit breaker after a fast operating time
dictated by the settings. The operating time of the recloser for the conventional settings is
0.1800 s, for the DE, it is 0.1959, for the MDE1, it is 0.0331 s, for the MDE2, it is 0.5437 s, and
for the MDE3, it is −0.0640 s. MDE3 shows increased sensitivity to transient fluctuations
in the line current. It responds before the fault begins. The optimal settings, in this case,
are provided by MDE1. MDE3 also provides the optimal settings, but it is sensitive to the
changes in the current. It can be observed that the dead time varies in response to changes
in the settings.

Figure 8. Fault clearance with conventional and optimum settings for a rising voltage profile.

4.4. Exponential Scale Factor Application for Case 1

The two best-performing schemes that have been identified are MDE1 and MDE3. For
the MDE1 the new time-dial and pick-up settings using the exponential scale factor are 0.05
and 175, and for MDE3, the new time dial and pick-up settings are 0.15 and 100. Figure 9
depicts the response of the recloser when the settings applied are obtained through a scale
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factor varied exponentially. The magnitude of the current rises to 2370 A at 0.1 s; this is
caused by the fault. The fault is temporary, with a duration of 0.2 s. The exponential scale
factor application produced a fast operating time of 0.0847 s using the MDE1 settings and a
fast operating time of 0.0856 s using the MDE3 settings. The recloser sends trip commands
to the circuit breaker after these time delays. It can be observed that the dead-time does not
vary. The auto-recloser recloses the circuit breaker after the dead-time.

Figure 9. Recloser response for MDE1 and MDE3 in case 1.

4.5. Case 5 Exponential Scale Factor Application for Case 2

Figure 10 depicts the response of the recloser when the settings applied are obtained
from MDE1 and MDE3 with an exponentially varied scale factor. The fault occurs at 0.1 s
with a duration of 0.2 s. The current rises to a magnitude of 2370 A when the fault begins.
The fast-operating time of the recloser is 0.0800 s when the settings of MDE1 are used.
When the settings of MDE 3 are used, the recloser operates with a fast operating time of
0.1024 s. The dead time is fixed on 0.2 s with a slight variation in MDE1.

Figure 10. Recloser response for MDE1 and MDE3 in case 2.

4.6. Case 6 Exponential Scale Factor Application for Case 3

Figure 11 depicts the response of the recloser for the settings obtained using MDE1
and MDE3 when the scale factor is exponentially varied. The fault begins at 0.1 s, and the
current level rises to 2370 A. The fault is temporary and has a duration of 0.2 s. The time
that the recloser responds with is 0.0847 s when using the settings obtained by the MDE1
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algorithm. The operating time of the recloser is 0.1091 s using the MDE3 algorithm. MDE1
performs better than MDE3, giving a set of optimal settings that can be used to minimize
the recloser operating time.

Figure 11. Response for MDE1 and MDE3 in Case 3.

5. Discussion

Three case studies with different voltage profiles of the distribution system have been
simulated. The voltage profiles are a result of the integration of the distributed generation.
The case studies optimize and analyze the clearance of a temporary fault by the recloser
using five different sets of time-dial and pick-up settings. These five sets of settings are
from the conventional method, differential evolution algorithm, and modified differential
evolution algorithms. In each case, node 802 of the distribution system presented in
Figure 1 had a fault initiated. The fault is a three-phase-to-ground, and the response of
the current was taken from a single phase to observe what the current level rises to. The
three-phase-to-ground represents the worst-case scenario. The control circuit signal was
also observed.

Figure 12 presents the comparison of the recloser operating times when simulated
with the conventional settings and settings obtained from differential evolution algorithm
schemes. The response of the recloser is determined during the sub-transient state of the
fault current. DE and MDE2 schemes computed a set of results that showed a delayed
response; this can be due to the premature convergence of the schemes. The conventional,
MDE1, and MDE3 schemes showed a faster response, not surpassing the optimal 0.2 s
fast-operating time. This keeps the recloser fault clearance within the instantaneous and
adjustable instantaneous operating region. The connection of the solar photovoltaic system
and wind turbine systems showed variations in the operating times. MDE3 became
sensitive to the intermittency introduced by the wind turbine system and operated before
the fault started. This needed a better selection of settings from this scheme.

MDE1 and MDE3 are compared with each other in Figure 13. The application of
an exponential scale factor was to obtain the most optimal settings and operation of the
recloser for this active distribution system between MDE1 and MDE3. In case 1, case 2,
and case 3, the MDE1 computes a lower operating time of the recloser than the MDE3.
MDE3 shows an increasing operating time as the type of distributed generation system and
voltage profile of the distribution system changes. The MDE1 settings prove to be superior
and enhance the response of the recloser.
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Figure 12. Recloser operating time for the different settings.

Figure 13. MDE1 and MDE3 settings’ performance with an exponentially varied scale factor.

6. Conclusions

The three-voltage profiles that can result from the integration of distributed generation
formed a foundation to test and analyze the operation of the recloser. The connection of
the different types of distributed generation systems into the IEEE 34 node distribution
system presented voltage and current level conditions that required a design of settings
to produce an optimal operating time for a temporary fault. The recloser was applied in
this distribution system for automated responses in protecting it against temporary faults.
The requirement for optimal protection from the recloser is that the fast operating time
should not surpass the range of 0.1 s to 0.2 s. This is to keep it from having issues such as
protection blinding and mis-coordination with other protection devices. Five settings were
tested and analyzed in three case studies. Two of the settings from the differential evolution
algorithms showed superior performance when compared to the other three settings.

The two modified schemes of the differential evolution algorithm demonstrated the
capability to search and select optimal settings that can optimize the operation of the
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recloser when there is a connection of distributed generation. They maintained an optimal
performance when the distribution system was connected with the solar photovoltaic sys-
tem however some sensitivity issues needed to be mitigated when there was an integration
of the wind turbine system. Varying the scale factor of the two schemes aimed to refine the
search area and balance the exploration and exploitation of the modified schemes. This
was tested under the three cases and MDE1 proved to compute better-performing settings
than MDE3.
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