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Abstract: Fluid–structure interactions (FSI) can significantly affect flow and the acoustic field generated
by it. In this article, simulations of the flow over a rectangular cavity are conducted with and without
taking FSI into account. The aim of this research is to conduct a numerical study of the flow over a
cavity and to verify whether interactions between the flow and the elastic structure can significantly
affect the flow itself or the acoustic pressure field. Four cases involving flexible walls with different
material parameters and one reference case with rigid walls were analysed. The two-directional
fluid–structure coupling between the flow and cavity walls was simulated. The simulations were
performed with the volume and finite element methods using OpenFOAM software to solve the fluid
field, CalculiX software to solve the displacement of the structure, and the preCICE library to couple
the codes and computed fields. The acoustic analogy of Ffowcs-Williams and Hawkings and the
libAcoustics library were used to calculate the sound pressure. The simulation results showed that FSI
has a significant influence on sound pressure in terms of both pressure amplitudes and levels as well
as in terms of noise frequency composition. There was a significant increase in the sound pressure
compared to the case with rigid walls, especially for frequencies above 1 kHz. The frequencies at which
this occurred are related to the natural frequencies of the cavity walls and the Rossiter frequencies.
Overlap of these frequencies may lead to an increase in noise and structural vibrations, which was
observed for one of the materials used. This study may provide insight into the flow noise generation
mechanism when fluid–structure interactions are taken into account. The conclusions presented here
can form a basis for further work on aerodynamic noise in the presence of thin-walled structures.

Keywords: aeroacoustics; fluid–structure interaction; duct noise

1. Introduction

Flow over a cavity is widely used as a model of flow over discontinuities, even ones
with complex-shape. Historically, this research object arose from the problem of noise
generated by aircraft weapon bays [1] and landing gear. A cavity is used as a model
to describe flow phenomena and noise generation by car mirrors and door cavities [2],
pantographs, recesses on the roofs of trains [3], and other vehicle discontinuities. Cavities
are often used to analyse the flow in different parts of ventilation ducts. This was the goal
of Radavich [4], who investigated the flow inside quarter-wave resonators, and of Lafon [5],
who identified the tones in gate valves inside a duct.

The flow over a cavity has been widely investigated in the past via theoretical, nu-
merical, and experimental techniques due to the complex phenomena involved, such as
vortex shedding, free shear layer instability, and pressure oscillations. Rossiter [6], in his
experimental study, was one of the first to attempt to derive the dependence describing the
pressure fluctuations occurring in cavities. Under certain conditions, the flow past cavities
starts to oscillate in a self-sustaining manner. Rockwell [7] describes three different types of
self-sustaining oscillations of flow: fluid dynamic, fluid resonant, and fluid elastic. Most of
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the works dealing with cavity flow and noise focuses on fluid dynamic and fluid resonant
oscillations, ignoring the effect of flexible cavity walls on the flow over the cavity and the
aeroacoustic feedback it generates. There are only few studies on the third type of interac-
tion, fluid elastic; these are mostly limited to unidirectional fluid–structure coupling, and
assume that the vibrating structure has no influence on the flow. Yokohama [8] researched
the impact of flow on the vibrations of a flexible cantilever beam attached to the upstream
and downstream edges of a cavity. Thangamani [9] investigated the possible ways to
harvest energy from flow by attaching a flexible piezoelectric beam at the downstream wall.

There are studies in which bidirectional fluid–structure coupling has been analysed.
However, these are usually limited to the simplified case of a lid-driven cavity, which is a
well known benchmark case for CFD. This model involves solving only the flow within
the cavity, with the flow over the cavity replaced by appropriate boundary conditions.
Khanafer [10] examined the effect of a heated flexible cavity bottom on heat transfer in such
a system. Alsabery [11] researched a similar problem involving heat transfer in a lid-driven
cavity with elastic walls and with a hot rotating cylinder in the middle of the cavity. Sun [12]
analysed the vibrations of the lid-driven cavity walls themselves under flow in terms of the
dependence of the rigidity and Reynolds number. Sabbar [13] investigated the flow over a
cavity with a downstream flexible wall at a low Reynolds number and with a heat source at
the bottom of the cavity. Most of the above works describing the fluid–structure interactions
ocurring in cavities are modeled and solved numerically, and are limited only to the case
of a lid-driven cavity. There is very little research focusing on the FSI effects ocurring in
cavities placed in channels or open spaces. Moreover, the most common consideration of
flexible walls is to increase heat transfer, while the research largely ignores their impact on
the noise generated by the flow.

In the present work, we investigate fluid elastic oscillations and analyse their impact
on the noise generated by the flow over a cavity. The length L to depth D ratio is used to
describe the type of cavity. The flow over a cavity with an L/D ratio of 4 was analysed along
with the vibrations of the cavity walls. The main assumption of this study was to model a
cavity inside a ventilation duct. Hence, the thickness of elastic cavity walls was similar to
the thickness of typical duct walls. We used four different sets of material parameters to
model the different flexible walls of the cavity and one model with rigid walls as a reference
model. The adopted materials were typical materials for making ventilation ducts. The
flow velocities were typical of those found in the ducts. To the best of our knowledge,
such research on the fluid–structure interactions cavity flow has not yet been performed.
There are no numerical studies taking into account the influence of the structural vibrations
generated by the flow on the aeroacoustic noise in the case of flow over a cavity.

To investigate this phenomenon, finite volume and finite element methods were used.
We used the detached eddy simulation method described by Strelets [14] with the k−ω
SST model developed by Menter [15] to compute the flow over the cavity. Typically, the
large-eddy simulation model is used for hybrid flow acoustics simulations [16]. However,
a model combining the LES and RANS models, namely, the DES model, is now used more
often in this type of simulation [17,18] as well as in cavity noise problems [19]. We chose
the k − ω SST DES model due to the fact that it combines the high accuracy of the LES
model with the high computational speed of the RANS model. To model the fluid-induced
vibrations, it was first necessary to solve the dynamics of the cavity walls. This was carried
out using the classical finite element method. The bidirectional coupling between the flow
and displacement fields was modeled. The values of forces exerted on the walls by the
fluid and nodal displacement of the structure were exchanged. The preCICE library [20]
was used to couple the fields and model the fluid–structure interaction.

The main objective of the study was to compute the acoustic pressure generated by
the flow. The acoustic analogy of Lighthill [21] and its extension provided by Ffowcs-
Williams and Hawkings [22] were used to achieve this. We used the hybrid CFD-CAA
method to compute the noise based on the fluid flow simulation results. This approach
combines two-way fluid–structure coupling with the use of acoustic analogies, and has been
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successfully used in the analysis of aeroacoustic and hydroacoustic noise [23] and in case
of forced oscillations of a cylinder in flow [24]. The computational model itself was verified
and compared with experimental results by Turek and Hron [25] in the study conducted
by Chourdakis et al. [26]. The presented research is a continuation and summary of the
preliminary analyzes presented in [27].

This study is important due to the possible consequences of taking into account flexible
walls in the flow, especially when analysing noise in thin-walled systems. Additionally, this
type of analysis can provide information on possible energy recovery of flows over cavities
when flow-induced vibrations are taken into account. This type of work has already been
carried out by Thangamani [9]; however, as mentioned earlier, the influence of the vibrating
structure on the flow itself was ignored. Moreover, this problem can be developed towards
possible damping of vibrations and noise in cavities by placing additional elastic vibrating
structures in them, as shown in [28,29].

In addition, the findings of this study can be used in other industries where flows
over cavities occur, primarily aviation and high-velocity rail transport. In addition, the
observations made in this work can be used in analyses of the noise generated by flows in
the presence of thin-walled systems more generally, not necessarily cavities/ducts.

The outline of this paper is as follows. In Section 2, the mathematical models of flow
and structural vibrations are described along with the numerical methods used to solve
them. In Section 3, the analysed model, simulation initial and boundary conditions, and
grid independence study are presented. The results of simulations involving the acoustic
pressure at the receiver, forces acting on the cavity, and flow fields are described and
analysed in Section 4. Finally, the main findings and conclusions are provided in Section 5.

2. Mathematical Model and Numerical Methods
2.1. Flow Modeling

In this study, turbulent fluid motion was described by the k−ω SST DES (Detached
Eddy Simulation) model [14]. This model solves RANS (Reynolds-Averaged Navier–Stokes)
equations with the k−ω SST turbulence model in the boundary layer and LES (Large Eddy
Simulation) in the separated region. The incompressible form of RANS equations were used
for relatively low flow velocities, i.e., those for which the Mach number is much smaller
than unity. The RANS continuity and momentum equations are provided by (1) and (2)
[30]:

∂vi
∂xi

= 0 (1)

ρ
∂vi
∂t

+ ρvj
∂vi
∂xj

=
∂p
∂xi

+
∂

∂xj

(
τij − ρv′iv

′
j

)
(2)

where vi = v+ v′i is the i-th component of the velocity, i = x, y, z in the Cartesian coordinate
system, p = p + p′ is the pressure, ρ is the density, τij is the laminar viscous stress tensor,
and −ρv′iv

′
j = τR

ij is the Reynolds stress tensor. In the above equation, a bar denotes an
averaged component and prime denotes a fluctuating component, unless stated otherwise.

The Bousinessq hypothesis introduced the concept of eddy viscosity µt (3), which
allows the Reynolds stress tensor to be modeled by means of turbulence models.

τR
ij = 2µt

(
Sij −

1
3

∂uk
∂xk

δij

)
− 2

3
kδij (3)

In this work, we have chosen the k−ω SST model as suitable for aerodynamics [15].
In this model, two equations are solved: one for turbulent kinetic energy k (4), and one for
the specific turbulent dissipation rate ω (5):
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Dρk
Dt

= τij
∂ui
∂xj
− β∗ρωk +

∂

∂xj

[
(µ + σkµt)

∂k
∂xj

]
(4)

Dρω

Dt
=

γ

νt
τij

∂ui
∂xj
− βρω2 +

∂

∂xj

[
(µ + σωµt)

∂ω

∂xj

]
+ 2ρ(1− F1)σω2

1
ω

∂k
∂xj

∂ω

∂xj
(5)

where D
Dt = ∂

∂t + ui
∂

∂xi
is the material derivative, k is the turbulent kinetic energy, ω is

the specific turbulent dissipation rate, β∗, σkσω, γ, a1 are model constants, and F1, F2 are
additional functions.

The model is described in greater detail in [15]. The turbulent eddy viscosity is then
computed with

µt =
ρa1k

max(a1ω, SF2)
(6)

The LES continuity and momentum equations are provided by (7) and (8) [30]. In this
kind of simulation, the flow is not decomposed by Reynolds averaging, as before, but by
spatial filtering into the filtered φ and sub-filtered φ′ parts:

∂vi
∂xi

= 0 (7)

∂vi
∂t

+
∂

∂xj

(
vivj

)
= −1

ρ

∂p
∂xi

+
∂

∂xj

(
τS

ij + 2νSij

)
(8)

where τS
ij = uiuj − uiuj is the subgrid-scale (SGS) stress tensor.

This SGS stress tensor has to be modeled, and in case of k−ω SST DES, the k−ω SST
model is used as a subgrid-scale model. The switching between LES and RANS is based
on the values of the maximum spatial step ∆ and the length scale l̃, which are defined
by Strelets [14]. If the length scale is less than CDES∆, then the k− ω SST model is used;
otherwise, the LES equations are solved for mesh cells with δx, δy, and δz dimensions:

∆ = max(δx, δy, δz) (9)

l̃ = min(lk−ω, CDES∆) (10)

OpenFOAM v.2012 was used to perform the fluid flow simulations. OpenFOAM
is an open-source CFD software that uses the finite-volume method [31]. Because of its
robustness, the PIMPLE algorithm [32], which combines SIMPLE (Semi-Implicit Method
for Pressure Linked Equations) [33] and PISO (Pressure-Implicit with Splitting of Opera-
tors) [34], was used to solve the equations of the flow field. The SIMPLE algorithm was
used to determine the initial conditions in the computational domain based on boundary
conditions. To compute the gradient and divergence terms, the upwind and standard linear
Gauss methods were used.

2.2. Structural Modeling

The motion of the structural part of the model, that is, the cavity walls, was described
by the general momentum equation from structural analysis without damping terms [35]:

[M]{Ü}+ [K]{U} = {F} (11)

where {Ü} = {A} is the global acceleration vector, {U} is the global displacement vector, [M]
is the global mass matrix, [K] is the global stiffness matrix, and {F} is the global force vector.

The damping terms was not taken into account, as the simple dynamic model and the
lack of additional coefficients were assumed. This equation is discretized in space by they
finite element method and in time by finite differences. It is solved using the α-method,
which is an extension of the Newmark method [35].
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Equation (11) is discretized in space by the finite element method. The local (element)
stiffness and mass matrices are provided by [35]

[K]e(iK)(jM) =
∫

V0e

ϕi,LΣKLMN(θ)ϕj,NdVe (12)

[M]e(iK)(jM) =
∫

V0e

ρ0 ϕi ϕjdVe (13)

{F}e(iK) =
∫

AOe

Tk
(N)ϕidAe +

∫
V0e

ρ0 f k ϕidVe +
∫

V0e

[
βKL(θ)T − γKL

]
ϕi,LdVe (14)

where ΣKLMN is the free energy function, KLMN are the material coordinates, θ is the
absolute temperature, ρ0 is the mass density, TK is the traction, f k is the force per unit mass,
βKL is the thermal stress tensor per unit temperature, γKL is the residual stress tensor, and
ϕ represents the shape functions.

After Equation (11) is discretized in time, it takes the form

[M]{A}n+1 + [K]{U}n+1 = {F}ext
n+1 (15)

{A}n+1 = An + {∆A} (16)

{U}n+1 = {U}n + ∆t{V}n+1 +
1
2
(∆t)2[(1− 2β){A}n + 2β{A}n+1

]
(17)

where the subscript n denotes the current and n + 1 the next time step.
The algorithm is second order accurate and unconditionally stable for α ∈

[
−1
3 , 0

]
[35].

The parameter β is provided by

β =
1
4
(1− α)2 (18)

In this study, we used an eight-node brick element, which is a general-purpose fully
integrated brick element, sometimes called a linear brick element. The shape functions of
this element are provided by [36]:

ϕ =
1
8
(1 + ξξi)(1 + ηηi)(1 + ζζi) i = 1, 2, . . . , 8 (19)

where ξi, ηi, ζi are the local coordinates of the th point. Very small thickness of the walls
of the cavity and the ventilation duct encouraged the use of shell elements, however this
turned out to be impossible due to the limitations of the preCICE library.

The structural modeling was performed using CalculiX open source finite element
sofware [35].

2.3. Coupling of the Fields

As mentioned before, the coupling between the fluid flow field, computed with
OpenFOAM and the solid displacement field computed with CalculiX was carried out
using the preCICE coupling library. preCICE allows both explicit and implicit methods
for solving interface equations and data mapping between different physical fields and
computational meshes. In addition, it allows for communication between different codes,
not only OpenFOAM and CalculiX [20].

In this study, we used the serial explicit coupling scheme. This scheme uses the nth
timestep values x(n)1 of a solver S1 as boundary values for the n + 1 time step value of

a solver S2 and solution x(n+1)
2 , then uses the result for computation of x(n+1)

1 . Nearest-
neighbor and nearest-projection methods were used for data mapping between fields.
These were chosen due to the simplicity of their working principles and the fact that the
size of the interface edges is similar. As mentioned before, bidirectional fluid–structure
interaction was modeled. The displacement and force fields had to be exchanged between
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solvers. The forces exerted by the fluid on the walls are the boundary conditions (loads) for
the structure simulation. A displacement field is obtained from them, then transferred to
the fluid calculations as the mesh displacement [25].

2.4. Aeroacoustics

The noise generated by the flow over the cavity and the oscillations of the cavity walls
was computed by means of acoustic analogies. The acoustic analogy determines how the
sound caused by the flow would propagate in unlimited and undisturbed domain without
the flow. As the Lighthill acoustic analogy assumes that there are no walls to disrupt the
flow, it was impossible to use it directly [21]. Therefore, in this work, the Ffowcs-Williams
and Hawkings (FWH) acoustic analogy was used. It allows the noise generated by the flow
in the vicinity of the moving walls to be calculated [22]. The FWH analogy equation is
provided by [37]:

∂2(ρ′Hs)

∂t2 − c2
∞

∂2(ρ′Hs)

∂x2
i

=
∂2(TijHs

)
∂xi∂xj

− ∂

∂xi

[(
ρvi
(
vj −Vj

)
+ pij

)
njδ( f )|∇ f |

]
+

∂

∂t
[(

ρvj − ρ′Vj
)
njδ( f )|∇ f |

] (20)

where ρ′ repesents the (acoustic) density fluctuations, Hs is the Heaviside step function,
Tij = ρvivj + (p− p∞)− (ρ− ρ∞)c2

∞δij − σij is the Lighthill stress tensor, c∞ is the speed of
sound, Vi is the velocity of the surface in direction i, f is the scalar function defining the
surface, and δ is the Dirac delta function.

We used the solution of this equation derived by Brentner and Farassat by means of
generalized functions [38], called Formulation 1A:

p′(x, t) = p′T(x, t) + p′L(x, t), (21)

4πp′t(x, t) =
∫

f=0

[
ρ0(v̇n + vṅ)

r|1−Mr|2

]
ret

dS +
∫

f=0

[
ρ0vn

(
rṀr + c∞ Mr − c∞ M2)

r2|1−Mr|3

]
ret

dS, (22)

4πp′L(x, t) =
1

c∞

∫
f=0

[
l̇r

r|1−Mr|2

]
ret

dS +
∫

f=0

[
lr − lM

r|1−Mr|2

]
ret

dS

+
1

c∞

∫
f=0

[
lr
(

Ṁr + c∞ Mr − c∞ M2)
r2|1−Mr|3

]
ret

dS.

(23)

where φn is the dot product of variable φ with a unit normal vector, φr is the dot product
of φ with a radiation vector, φM is the dot product of φ with a normalized surface velocity
vector, φret is the quantity evaluated at the retarded time τ = t− r

c , r is the distance between
the observer and source, l is the local force acting on the surface, and φ̇ = ∂φ

∂τ is the source
time derivative of φ.

The Equations (21)–(23) were implemented and solved in OpenFOAM software with
the libAcoustics library [39].

3. Case Description
3.1. Computational Domain

The computational domain used in our analyses is shown in Figure 1. It is defined as
a section of a rectangular ventilation duct with a cavity at its bottom. The ratio of cavity
length to depth L/D was equal to 4 in all simulations; therefore, the analysed cavity can be
classified as a shallow cavity (L/D > 1) [40]. The length of the cavity itself was chosen to
represent a possible junction of the channel that has been closed. The length of the domain
upstream and downstream of the cavity allows the dynamic phenomena occurring in the
cavity to be captured, including vortex shedding, shear layer instabilities, and separation
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of the flow. The dimensions of the domain are presented in Table 1. They are based on the
dimensions of a ventilation duct with a square cross-section with a depth equal to 0.125 m.

l1 L l2

h

D
F1

F2

F4

F3

F5Inlet Outlet

Top wall

Bottom wall

Cavity walls

Figure 1. Analyzed model of cavity with probe locations.

Table 1. Dimensions of the model (in meters).

h D L l1 l2

0.125 0.03 0.12 0.1 0.5

The computational mesh was generated based on the computational domain described
above. The fluid mesh was generated using cfMesh and the structural mesh using GMSH
open-source meshing tools. Based on the grid independence study described later in the
article, fluid mesh #3, described in Table 2, and structural mesh #3, described in Table 3,
were selected for all simulations.

Table 2. Mesh parameters for finite volume grid independence study.

Mesh Element Size [mm] Boundary Layer Thickness [mm] Number of Elements Aspect Ratio Average Non-Orthogonality

#1 5 1 14,314 27.1 2.14
#2 3 1 32,754 40.8 1.52
#3 1.5 0.75 99,896 38.2 0.89
#4 1 0.5 202,230 27.1 0.78
#5 0.75 0.25 337,508 40.8 0.57

Table 3. Mesh parameters for finite element grid independence study with simulation time and mean
amplitude of vibrations.

Base Element
Size [m]

Elements
Along Wall

Number of
Elements

Simulation
Time [h]

Mean Amplitude
of Vibrations [m]

Mesh #1 0.0003 2 1208 16 2.88× 10−6

Mesh #2 0.0001 6 10,872 34 3.01× 10−6

Mesh #3 0.00008 8 18,187 50 3.03× 10−6

Mesh #4 0.00006 10 30,200 78 3.04× 10−6

Mesh #5 0.00004 15 67,975 156 3.05× 10−6

3.2. Initial and Boundary Conditions

The boundaries of the fluid computational domain are shown in Figure 1. On each of
them, the boundary conditions for each variable to be solved had to be set. The boundary
conditions for the turbulent kinetic energy k and specific dissipation rate ω were estimated
based on the recommendations of the author of the k − ω SST turbulence model [15].
The boundary conditions for each of the variables are shown in Table 4. Because of the
implementation of the incompressible flow model in OpenFOAM, the pressure shown in
the table and used for computations was scaled by density.
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Moreover, the cavity walls, which acted as the interface between the fluid flow and
structural simulations, were flexible and able to move. The wall movement was determined
based on structural simulations.

Table 4. Fluid simulation boundary conditions.

Pressure p/ρ
[m2/s2]

Velocity v
[m/s]

Turbulence Kinetic Energy k
[m2/s2]

Specific Dissipation Rate ω
[1/s]

Turbulent Viscosity νt
[m2/s]

Inlet ∂p
∂xn

= 0 ux = 15, uy,z = 0 k = 3.375 ω = 2500 calculated
Outlet p = 0 ∂ui

∂xn
= 0 ∂k

∂xn
= 0 ∂ω

∂xn
= 0 calculated

Walls ∂p
∂xn

= 0 ui = 0 k = 0 ω = 8× 106 νt = 0

The boundaries of the computational domain for structural simulations are shown in
Figure 2. The same figure shows the probes where the displacement was recorded. At the
boundary denoted Support, all degrees of freedom were constrained from movement in
each direction. The boundary denoted Interface acted as a coupling surface between the
fluid and structural simulations. In the case of structural analyses, it was the surface where
the force from the fluid flow simulations was applied.

Interface

Interface

Interface

Support Support

S1

S3S2 S4

S5

Figure 2. Boundaries of the finite element model with probe locations.

Material Parameters

Table 5 shows the parameters of the chosen materials, which are generally used for
ventilation channels and ducts [41]. These materials were used for modeling the structural
simulations. An air temperature of 20 ◦C, density ρ = 1.23 kg/m3, kinematic viscosity
1.5× 10−5 m2/s, and speed of sound c∞ = 340 m/s were selected for the flow simulations.

Table 5. Properties of materials used for structural modeling.

Material Young’s Modulus E [Pa] Poisson’s Ratio ν [-] Density ρ [kg/m3]

Polypropylene 900× 106 0.42 1100
Polyvinyl chloride (PVC) 1.5× 109 0.42 1400

Aluminium 70× 109 0.33 2700
Structural steel 210× 109 0.29 7800

3.3. Grid Independence Study

Two grid independence studies were performed, one for the fluid mesh and the other
for the structural mesh. The main evaluation criteria for both studies were the sound
pressure level evaluated at selected receivers using the FWH acoustic analogy, given by
Equation (21) and the displacement of a point placed at the bottom of the cavity wall,
computed from structural analyses. In addition, the simulation time and the values of the y+

parameter (defined as a dimensionless distance from the wall) were checked and compared.
In order to properly resolve the boundary layer and viscous sublayer, the values of y+

should be less than unity. In all independence studies (both finite volume and finite element
mesh), the timestep of ∆t = 2× 10−6 was used in order to keep the Courant number below
0.4. The total time of the simulated flow was 0.1 s.

For the fluid domain study, meshes with different base element sizes and boundary
layer thicknesses were compared. In all cases, the mesh was refined near walls and inside
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the cavity, and the refinement was equal to 0.5 of the base mesh size. The mesh looked
similar in all cases; a part of the mesh is shown in Figure 3. The mesh consisted of
99% hexahedral elements, while the remaining elements were of polyhedral type, mainly
made up of seven-face elements. Five meshes with the parameters described in Table 2
were compared and assessed. In all cases, structural mesh #3 (described in more detail
later in this section) was used. For each of them, a solution was initiated with the SIMPLE
algorithm and FSI simulations were carried out. Aluminum was used as the material of the
cavity walls in every grid independence study simulation.

Figure 3. Computational mesh for fluid simulations (case #2).

It should be emphasized here that the results obtained during the actual simulations
may differ from those obtained in the analysis of mesh independence. This is due to the
fact that after 0.1 s the flow may not have fully developed, as well as to the fact that in the
proper simulations the calculated flow time was much longer and a different method of
initiating the flow was used, that is, by solving the potential flow.

The results of sound pressure level evaluation at a receiver located 10 m from the
middle of the cavity are shown in Figure 4. The spectra of the sound pressure level were
similar in all cases, with characteristic peaks for the frequencies of 2.5, 3.1, 5.3, 7.3, 8.1, and
9 kHz. A decrease in the amplitude of the noise frequency components can be seen, along
with an increase in the number of elements. Additionally, for grids #1 and #2, additional
peaks appear at 4.1÷ 4.4 kHz.

Figure 4. Sound pressure level at observer 10 m from center of the cavity for finite volume mesh
independence study.
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In addition, the spectra of the displacement of the cavity walls at probe S3 (Figure 2)
were computed and are shown in the Figure 5. The results are again similar to each other;
for the calculations on each mesh, there are peaks at the frequencies of 50 and 200 Hz. While
there are additional frequency components above 1 kHz, they decrease as the number of
mesh elements increases. Additional frequency components occurred below 100 Hz for
meshes #1 and #2.

Figure 5. Spectrum of displacement along y axis at probe S3 for finite volume mesh indepen-
dence study.

In Table 6, the values of the dimensionless wall distance y+ for each wall are shown
along with the time required to compute 0.1 s of the flow and the mean amplitude of
vibrations at point S3. Meshes #3, #4, and #5 met the condition required by the turbulence
model that this parameter should be less than one. The mean amplitude of vibrations were
similar in all cases, with only the results for mesh #4 differing from the others.

Table 6. Parameter y+, time of simulation, and amplitude of vibrations at point S3 for differ-
ent meshes.

y+ at
Top Wall

y+ at
Bottom Wall

y+ at
Cavity Walls

Simulation
Time [h]

Mean Amplitude
of Vibrations [m]

Mesh #1 2.7 2.1 0.86 35 3.31× 10−6

Mesh #2 1.45 1.2 0.6 48 2.94× 10−6

Mesh #3 0.63 0.49 0.27 50 3.19× 10−6

Mesh #4 0.43 0.42 0.16 71 1.99× 10−6

Mesh #5 0.29 0.26 0.14 84 2.66× 10−6

Visible differences between the spectra for the different meshes may be due to the
large size of the elements and the thickness of the boundary layer for flow meshes #1 and
#2. The thickness of the boundary layer affects how the flow is resolved in it, while the
size of the elements determines whether and which vortices and eddies are modeled or
resolved directly. This translates into the obtained pressure distributions and forces acting
on the walls. This, in turn, affects the values of displacements and deformations of the
cavity walls and the acoustic pressure values obtained by means of acoustic analogies.

Based on the convergence analysis, it was decided to choose grid #3 for the remaining
simulations. This choice was due to the relatively short calculation time while maintaining
the required mesh parameters (parameter y+) and lack of significant impact on the quality
of the results from further mesh refinement.

The second independence study was focused on the structural mesh. Again, five
different meshes were used in the simulations and the obtained results were compared
with each other. All meshes for the structural simulations consisted of hexahedral elements,
with the height and width of each element the same. The meshes were generated using the
Frontal-Delaunay algorithm for quads. The parameter changed during the independence
study was the base size of the element, which in turn was translated into the number of
elements along the wall thickness.
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All simulations were performed with fluid mesh #3, and aluminium was again used
as the material of the cavity walls. The parameters of the used meshes are summarized in
Table 3, along with time required to simulate 0.1 s of the flow and the mean amplitude of
vibrations at probe S3.

Figure 6 shows the sound pressure levels for at a receiver placed 10 m from the center
of the cavity. For all meshes except #1, the results differed only slightly. The differences be-
tween the SPL spectra obtained using meshes #2–#5 increased with the frequency, although
not significantly; for example, for the frequency of 7.3 kHz the maximum difference was
100 Hz, between mesh #2 and mesh #5. On the other hand, the results obtained for the first
mesh differed significantly from the others, which may be due to an insufficient number of
elements in the wall thickness. In addition, the sound pressure levels for mesh #2 differed
from the results for the denser meshes, especially in the frequency range of 8.9–9.2 kHz.

Figure 6. Sound pressure level at observer 10 m from center of the cavity for finite element mesh
independence study.

Similar conclusions can be drawn from the displacement amplitude spectra presented
in Figure 7. It shows the spectrum of displacement of the cavity wall at point S3 for the
simulation of each mesh. Again, the results for grid 1 are significantly different from the
others, and there is a shift in frequency for the peaks at 1.1 and 2.5 kHz. Moreover, as the
mesh becomes denser, the amplitudes for the peak at 200 Hz decrease.

Figure 7. Spectrum of displacement along the y axis at probe S3 for finite element mesh indepen-
dence study.

Differences and shifts in the presented spectra, apart from the actual difference in the
results, may be due to the relatively low time resolution of the results. It was not possible to
simulate a longer flow time due to the fact that they were of relatively long duration anyway.
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However, even such a short time of calculations allowed us to draw conclusions about the
convergence of the mesh. As can be seen from the presented data, further refinement of the
mesh beyond mesh #4 does not improve the quality of the calculations. All simulations were
carried out using grid #4. It was chosen for the reasons mentioned above, as well as for the
fact that the computation time was only slightly longer than grid #3, and half that of grid
#5. Moreover, a large number of elements in the thickness of the wall positively influenced
the results.

4. Simulation Results
4.1. Flow Field

The results of the numerical simulations for the velocity and pressure fields are shown
in Table 7. In all simulations, phenomena typical for flows over cavities can be seen, i.e.,
shear layer separation at the upstream edge, amplification of instabilities and vortices,
impingement, vortex–downstream edge interactions (clipping and escape of vortices), and
generation of pressure fluctuations [42]. The nature of the flows was relatively similar, and
the introduction of flexible walls did not significantly affect the flow. However, in the case
of the FSI model assuming walls made of polypropylene, deformation of the cavity resulted
in the appearance of additional disturbances and eddies.

Table 7. Contours of velocity and pressure for reference models and FSI models with different materials
at t = 1 s.

Velocity Magnitude [m/s] Pressure [Pa]
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The flow pressure was sampled at points F1–F5 (Figure 1). The spectrum of pressure
at point F3 is shown in Figure 8. In all cases, the highest peaks of pressure (largest vortices)
appear at 34 Hz; however, their amplitudes differ. For the reference model and the model
with steel as the wall material, it was 50 Pa, for the PVC and aluminium model it was
40 Pa, and for the polypropylene model it was 30 Pa. Smaller peaks appear at different
frequencies depending on the material used.
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As was mentioned in the introduction, Rossiter derived the equation linking the cavity
dimensions, flow velocity, and frequencies of pressure fluctuations. The Rossiter model
formula is provided by [6]:

fm =
U
L

m− γ
1
K + M

(24)

where U = 15 m/s is velocity, L = 0.12 m is the length of the cavity, m is the mode number,
M = 0.44 is the Mach number, and γ, K are constants. Rossiter assumed γ = 0.25 and K = 0.57,
for a length to depth ratio equal to 4. In this work, the values of the constants γ = 0 and
K = 0.28 were assumed, as the acoustic feedback can be considered as instantaneous [43,44].

The first ten computed Rossiter modes are shown in Table 8.

Table 8. Cavity Rossiter modes computed with Equation (24) for γ = 0.25 and K = 0.57.

Mode Number 1 2 3 4 5 6 7 8 9 10

Frequency fR [Hz] 34.57 69.14 103.71 138.29 172.86 207.43 242.01 276.58 311.15 345.73

Rossiter stipulated that individual modes may or may not be excited. This is the
case with the analyzed flows as well. The frequencies of 34 Hz and 69 Hz for which two
highest peaks occured, as well as the frequency of 138 Hz, for which there is another
increase in amplitude, are visible in Figure 8 and coincide with the first, second and fourth
Rossiter modes.

Figure 8. Spectrum of flow pressure at point F3 (Figure 1) ( Rossiter modes).

The values of the unsteady pressure inside and in the vicinity of the cavity consist
of two main components, periodic and random [6]. The analyzed cavities have a length
to depth ratio of 4. Rossiter states that this ratio is a borderline case; below this ratio,
periodic components predominate in the cavity, while above this ratio random components
predominate. In the analyzed case, there are strong periodic components related to the
Rossiter modes, while a random signal is present as well.

Thecalculated Rossiter modes are shown in Figure 8 as blue dashed vertical lines, and
are compared with the flow pressure spectrum.

4.2. Cavity Wall Vibrations

In this section, the results of the simulations of vibrations of the structure are shown.
The figures presented in Table 9 show the time evolution and frequency spectrum of
displacement for each of the materials used in the FSI simulations. The amplitudes of
vibration differ by several orders of magnitude, from 2.5× 10−6 m for steel to 1.25× 10−3 m
for polypropylene; this displacement reaches 5% of total cavity depth, and can be seen
in the distributions shown in the second row of Table 7. These differences result from
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the differences in the material parameters, more specifically, the changes in the Young’s
modulus for each material.

Table 9. Time evolution and frequency spectra of displacement at point S3 for different materials
( Rossiter Modes).
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In either case, the figures show significant peaks for specific frequencies. These domi-
nant frequencies were compared with the results of the model analyses. The model analyses
were performed using the same meshes, materials, and boundary conditions used in the
coupled simulations. The results are shown and compared in Table 10. The vibration
frequencies that coincide with the natural frequencies are marked in italics.

Table 10. Computed natural frequencies for each material (in Hz) (italics—frequencies that coincide
with cavity wall vibration spectrum frequency peaks (Section 4.2), bold—frequencies that coincide
with noise spectrum frequency peaks (Section 4.3)).

Mode Number Polypropylene PVC Aluminium Steel

1 35.4 40.5 190.8 192.4
2 41.9 47.9 231.3 234.8
3 44.8 51.3 241.7 243.6
4 103.6 118.6 558.7 563.2
5 109.1 124.9 596.4 603.7
6 198.1 226.7 1068.5 1077.0
7 208.7 238.8 1134.5 1146.5
8 327.1 374.3 1764.1 1778.2
9 338.3 387.1 1834.0 1851.9
10 467.0 534.5 2518.3 2538.4
11 478.0 547.0 2587.0 2610.8
12 560.5 641.4 3030.2 3057.2
13 568.7 650.8 3065.6 3089.9
14 616.1 705.0 3321.4 3347.9
15 624.7 714.9 3374.7 3404.0
16 768.6 879.5 4144.3 4177.6
17 773.3 884.9 4179.6 4216.3
18 989.9 1132.8 5339.0 5382.1
19 1001.2 1145.7 5409.4 5456.2
20 1252.4 1433.1 6754.7 6809.3

In addition, the graphs shown in Table 9 compare the frequencies of vibrations with the
frequencies of the first six Rossiter modes, marked with vertical blue dashed lines. In most
cases, the vibration peaks coincide with the frequencies of first three (or more) frequencies
of the different modes. Moreover, Table 11 shows the shape of the first four modes for
each material. The shapes shown there coincide with the flow snapshots, which show the
displacement of the cavity walls. This is especially evident for polypropylene, shown in
second row of Table 7. In the case of walls made of other materials, the deformations were
too small to be visible.

Table 11. Computed shapes of first four modes for different materials.

Mode 1 Mode 2 Mode 3 Mode 4
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In the case of aluminium, the highest frequency of vibrations at point S3 was equal
to 190 Hz, the first mode of vibrations. The same happens for PVC and steel; for both
materials, the highest peak frequency occurs at the frequency of the first mode of vibrations,
40.5 Hz and 192 Hz, respectively. For polyproplylene, the highest amplitude of vibration
occurred at 35 Hz, both the first Rossiter mode and the first mode of vibrations. The high
amplitude of vibrations of a structure made of this material may be due to the fact that
these modes overlap, meaning that the vibrations are amplified.

In Figures 9 and 10, the motion trajectories in the x-y plane of points S1–S5 are
presented; the location of the points is shown in Figure 2. The time interval used to plot
the trajectories was 0.8 to 0.9 s of the simulation time. Overall, it can be seen that the
displacements of the bottom wall of the cavity are on average two orders of magnitude
greater compared to the side walls. Moreover, the displacement of the upstream and
downstream walls are similar both in order of magnitude and axisymmetrically, while
the displacement amplitudes of the downstream wall are slightly larger. This is related to
phenomena typical of flow over a cavity, namely, vortex shedding and its impingement
on the downstream wall [45]. Depending on the material used, apart from the amplitudes
of the displacements, their nature changes. The vibrations are regular for walls made of
polypropylene, and the most irregular for walls made of PVC. This is especially visible on
the trajectory plots of points S1 and S5. It should be noted that the trajectories for S2, S3,
and S4 are not identical. This is related to various forms of natural vibrations and the fact
that not every case has the highest amplitude in the first natural frequency.

Figure 9. Displacement dy-dx trajectories of points S1 and S5 for each material (in meters).

4.3. Acoustic Pressure

Finally, we consider the aeroacoustic noise generated by the flow over the cavity and
how flexible cavity walls affect it. In Figures 11–14, the spectrum of sound pressure levels
computed with the Ffowcs-Williams and Hawkings analogy (provided by Equation (23))
are shown. In each case, the receiver was defined as being positioned directly 5 m above
the cavity. The sound pressure was sampled every 50 µs, which corresponds to a sampling
frequency of 20 kHz. A rectangular window was used to find the FFT of the signal.

The sound pressure levels for all cases are shown in in Figures 11–14. In each case, the
results shown in black are compared with the sound pressure level computed for stiff walls,
shown in red, which are repeated on each graph for clarity.

In all flow simulations involving the FSI model, significant differences between the
spectra can be seen. In the low frequency range, up to 500 Hz, the spectra for all cases look
similar and noise predominates. For the reference case with stiff walls, the sound pressue
drops below 20 dB above 1000 Hz. A sound pressure level of 20 dB can be treated as lower
than background noise for almost all rooms mentioned by the ASHRAE guide [46], and can
therefore be omitted. These values may result from approximations and numerical errors.
Compared to the reference case, for the frequencies below 500 Hz the sound pressure levels
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for the simulation with flexible walls have a similar character; however, peaks related to
modal frequencies appear in the spectrum. Above 500 Hz, there is tonal noise that does not
exist in the reference case. This is related to modal frequencies and natural vibrations.

As was mentioned in Section 4.2, Table 10 shows the natural frequencies of the cavity
walls for all four cases. The bold text indicates the frequencies that coincide with the peaks
of the spectra in Figures 11–14. Regardless of the model adopted, in each case there was
an increase in the amplitude close to the frequency of Rossiter modes, while, depending
on the case, different modes were excited. In each of the cases, modes 1 and 2, 5, and 6
were excited, while modes 3 and 4 were excited only for the reference case and the cavity
with polypropylene walls. This is due to the high sensitivity of this phenomenon to flow
parameters, as well as to its high randomness.

Figure 10. Displacement dy-dx trajectories of points S2, S3 and S4 for each material (in meters).

Figure 11. Sound pressure level of cavity noise with flexible aluminium walls ( ) and stiff
walls ( ).
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Figure 12. Sound pressure level of cavity noise with flexible polypropylene walls ( ) and stiff
walls ( ).

Figure 13. Sound pressure level of cavity noise with flexible PVC walls ( ) and stiff walls ( ).

Figure 14. Sound pressure level of cavity noise with flexible steel walls ( ) and stiff walls ( ).

The sound pressure levels above 1000 Hz as compared to the reference increase as the
Young’s modulus of each material decreases. The Young’s modulus was the highest for
steel. In the case of walls for which steel was adopted as a material, the spectra almost
coincide, except for the few peaks mentioned above. As the Young’s modulus decreases,
the average sound pressure level increases. The highest SPL was calculated for walls made
of polypropylene; however, in this case, the result is not related only to the material used.
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For this material, the first Rossiter frequency coincides with the first natural frequency,
which could further amplify the noise generated by the flow over the cavity.

5. Conclusions

In this work, the effects of elastic cavity walls and fluid–structure interaction on the
noise generated by flow were investigated. Simulations were carried out for one geometric
model selected on the basis of mesh independence analysis, one flow velocity, and four
different sets of material parameters. In addition, flow analysis was carried out for the
reference model, in which only unidirectional fluid–structure interaction was assumed and
the walls were treated as rigid.

The main research findings and conclusions are as follows:

• The simulations showed a significant effect of non-rigid walls and bidirectional fluid–
structure interaction on flow noise.

• In each of the analysed cases, the sound pressure level calculated using the FW-H
acoustic analogy was higher than for the reference case with rigid walls, and the
characteristics of the sound spectrum changed as well.

• In the case of aeroacoustic analyses with flow through thin-walled channels, the fluid–
structure interactions cannot be neglected.

• In the case of the flow computations themselves, fluid–structure interactions are not as
important; depending on the required accuracy of the results, they may be ignored.

• Overlapping of natural and Rossiter frequencies can result in a significant increase in
wall displacement amplitudes and sound pressure levels.

For the model with stiff walls, the SPL was similar throughout the band in the fre-
quency range up to 1000 Hz, while above this range it fell below 20 dB. For the models with
flexible walls, the sound pressure spectrum below 1000 Hz was similar to the reference case,
while above this frequency there were additional components related to the movement
of the cavity walls. Their frequencies partially coincided with the eigenfrequencies of
the walls.

Overlapping between the natural and Rossiter frequencies occurred for one of the
analysed materials (polypropylene). The overlapping of these frequencies at 35 Hz resulted
in a significant increase in the wall displacement amplitude and sound pressure level. This
should be borne in mind when designing ventilation systems. It is important to check that
the Rossiter and natural frequencies do not coincide, as this can result in vibrations with
high amplitudes.

The FW-H acoustic analogy was used to describe the flow-induced noise. Its limi-
tations should be taken into account. This method does not account for the influence of
the ventilation duct walls on the propagation of the acoustic wave along the duct, the
propagation of the acoustic wave outside the duct, or vibroacoustic disturbances that could
affect the obtained pressure level spectra.

The main purpose of this research was to verify whether the influence of the flow on
the deformable walls of the cavity could affect the sound pressure levels, and this was
achieved. In future research, it is necessary to investigate the influence of the remaining
duct walls. In addition, it is necessary to investigate the influence of individual material
parameters (as opposed to specific materials) on the flow and generated sound.

Here, it is worth mentioning several problems related to the modeling of fluid–
structure interactions. Compared to calculations that do not take into account these
interactions, both the computation time and the disk space needed to store the results
are incomparably greater. Due to the limitations imposed by the PLGrid Infrastructure
regarding the length of each task, it was necessary to perform a series of calculations in
which the simulated time of each task was 0.1 s in order to compute 0.7 s of flow time.
This was due to the imposed maximum duration of the simulations. The results were then
combined for the purposes of this work. In the case of uncoupled CFD calculations for
the same mesh and parameters, the time needed to simulate 0.1 s of the flow was 15 h.
For simulations including FSI, it was over 150 h. Due to the size of the computational
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meshes, the simulations were performed in parallel on four and six computational nodes
for the uncoupled and coupled models, respectively. Further increasing the number of
nodes would not significantly affect computation time due to the time required for simula-
tion data exchange between computational nodes. Moreover, for these simulations it was
necessary to store information about both the flow field and the deformation field. Files
with the results of these simulations were over 1.5 TB in size. Because of this, it would
be impossible to conduct such analyses without the use of PLGrid Infrastructure and its
computing resources.
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Nomenclature

vi = vi + v′i ith component of velocity [m/s]
p = p + p′ pressure [Pa]
ρ density [kg/m3]
τij laminar viscous stress tensor [N/m2]
τR

ij = −ρv′iv
′
j Reynolds stress tensor [N/m2]

ψ mean/filtered variable [-]
ψ′ fluctuating/sub-filter variable [-]
µt eddy viscosity [m2/s]
k turbulent kinetic energy [m2/s2]
ω specific dissipation rate [1/s]
β∗, σkσω , γ, a1 constants of the k−ω SST turbulence model
F1, F2 additional functions of the k−ω SST turbulence model
TS

ij = uiuj − uiuj subgrid-scale (SGS) stress tensor [N/m2]
Ü = A global acceleration vector [m/s2]
U global displacement vector [m]
M global mass matrix [kg]
K global stiffness matrix [N/m]
F global force vector [N]
ΣKLMN free energy function [kg m2/s2]
θ absolute temperature [K]
ρ0 mass density [kg/m3]
f k force per unit mass [N/kg]
βKL thermal stress tensor per unit temperature [N/m2K]
γKL residual stress tensor [N/m2]
ϕ shape function [-]
ξi, ηi, ζi local coordinates of the ith point
ρ′ (acoustic) density fluctuations [kg/m3]
Hs Heaviside step function [-]
Tij Lighthill stress tensor [N/m2]
c∞ speed of sound [m/s]
Vi velocity of surface in i direction [m/s]
f scalar function defining the surface [-]
δ Dirac delta function [-]
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Abbreviations
The following abbreviations are used in this manuscript:

ASHRAE American Society of Heating, Refrigerating, and Air-Conditioning Engineers
CAA Computational Aeroacoustics
CFD Computational Fluid Dynamics
DES Detached Eddy Simulation
FFT Fast Fourier Transform
FSI Fluid–Structure Interaction
FWH Ffowcs-Williams and Hawkings (acoustic analogy)
LES Large Eddy Simulation
PISO Pressure-Implicit with Splitting of Operators
PVC Polyvinyl Chloride
RANS Reynolds-Averaged Navier–Stokes
SGS Sub-Grid Scale
SIMPLE Semi-Implicit Method for Pressure-Linked Equations
SPL Sound Pressure Level
SST Shear Stress Transport
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