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Abstract: Recently, different mathematical frameworks of the thermostatted kinetic theory approach
have been proposed for the modeling of complex systems. In particular, thermostatted kinetic
frameworks have been employed for the modeling and time evolution of a hybrid energy-multisource
network composed of renewable and nonrenewable energy sources, for the construction of the energy
storage and for open networks. In the frameworks of the thermostatted kinetic theory approach,
the evolution of an energy source and the interactions with other energy sources are modeled by
introducing a distribution function and interaction rates. This paper is a survey of the recent proposed
frameworks of the thermostatted kinetic theory for the modeling of a hybrid energy-multisource
network and reviews the recent proposed models. The paper is not limited to review the existing
frameworks, but it also generalizes the mathematical structures proposed in the pertinent literature
and outlines future research perspectives and applications of this new approach proposed in 2012.

Keywords: hybrid models; complexity; energy network; smart grid; integro-differential equation;
Cauchy problem; initial-boundary-value problem

1. Introduction

Since the last century, the need for energy has been increasing [1,2]. On the other hand,
the attention and the impact to climate change have been increasing as well. Consequently,
the development of new sources of renewable energy and the definition of smart energy
source networks have gained a lot of attention. Environmental, technological but also
economical issues are at the base of an optimal smart power grid. The modeling of a
smart power grid is thus part of the class of the complex systems; see, among others, [3–5].
The reader interested in the general theory of the complex systems is referred to [6–8].
Accordingly, the modeling of a smart power grid shares many characteristics with the
complex systems and in particular the important role of the exchange of information and
the interactions [9,10].

This paper focuses on the modeling of hybrid networks of energy-multisources. Ac-
cording to the hybrid multisource network definition, nonrenewable and renewable energy
sources are settled into a geographic area possibly divided into different regions; the
national distribution network and storage systems are usually part of the hybrid net-
work [11,12]. As already mentioned, renewable energy sources are also part of hybrid
networks, and these sources of energy account nowadays for the major part of the total
consumption [13]. As is known, geothermal energy, planetary energy and solar energy are
the most important renewable energies. Specifically, geothermal energy is based on the
heat stored in the earth [14]; the planetary energy takes advantage of the forces acting on
the surface of the earth as a consequence of the movement of the celestial bodies [15]; the
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direct solar energy is originated by the solar radiation (e.g., thermodynamic, thermal and
photovoltaic) and the indirect solar energy [16], e.g., wind turbine, biomass.

The planning and the optimization of hybrid energy-multisource networks are a
fruitful research domain, which has been characterized by the interactions of different
scholars coming from the different applied sciences. Different approaches have been
proposed and employed in an attempt to construct a robust theory. The sizing of the hybrid
multisource networks is not an easy task, and the appeal to optimization methods is a
required step [17–21]. The stochastic role of the networks has also been taken into account
by employing methods based on probability; see [22–25]. Approaches based on the artificial
intelligence have also been proposed; see papers [26–29] and the reference cited therein.
Differential equations-based models have also been derived [30–33], along with Petri Net
frameworks [34] and topological structures [35,36]. Recent contributions can be found
in [37,38] and the reference section. The reader is referred to [2,39] for a deeper critical
analysis on the existing models.

This paper is a review of the recently proposed thermostatted kinetic theory approach
and related models for the development and analysis of hybrid multisource networks. The
thermostatted kinetic theory has been proposed in 2012 for the modeling of complex living
systems and in particular for nonequilibrium adaptive complex systems [40]. According to
the thermostatted kinetic theory approach, the system is composed of a large number of
active particles, which are able to interact with each other and develop specific functions
and strategies. In particular, the theory is based on a system theory approach where the
active particles are grouped into subsystems constituted by particles expressing the same
function (functional subsystems) [41]. The microscopic state of the particles is composed
of space and velocity variables, and the function expressed by the particles is taken into
account by introducing into the microscopic state of the particles a scalar/vectorial variable
called activity; see the recent paper [42]. The evolution of the system thus corresponds to
the time evolution and interaction of each functional subsystem, which are described by
introducing a distribution function defined over the microscopic state of the particles. The
evolution equation system fulfilled by the distribution functions is obtained by considering
the inlet and outlet flows based on the interactions. In particular, two kinds of interactions
have been defined: conservative interactions that model the changing into the value of the
microscopic variables and nonconservative interactions which modify the magnitude of
the macroscopic variables (e.g., the density of the system). The interactions are usually
modeled by stochastic terms based on jump-processes [43] and game theory [44]. As already
mentioned, the system under consideration is usually out-of-equilibrium, namely subjected
to a macroscopic external force field coupled to a thermostat term in order to ensure
the existence of nonequilibrium stationary states [45–47]. It is worth stressing that the
microscopic activity variable can attain discrete or continuous values and consequently the
equation of the model can be ordinary or partial differential equations. Hybrid equations
have also been proposed where some microscopic variables are defined in a discrete
domain, and the other microscopic variables are defined in a continuous domain [48].
Bearing all of the above in mind, the thermostatted kinetic theory takes advantage of
different approaches and specifically of kinetic theory [49,50], nonequilibrium statistical
mechanics [51], information theory [52], inverse theory [53] and game theory. From the
application point of view, models of the thermostatted kinetic theory have been proposed
for the modeling of the immune system [54], cancer-immune system competition [55],
keloid formation and therapy [56], for the modeling of pedestrian dynamics [57], financial
systems [58] and recently for the modeling of smart grids [59–62].

As already mentioned, the present paper is devoted to the thermostatted kinetic
theory frameworks proposed for the modeling of hybrid networks composed of both
nonrenewable energy sources and renewable energy sources. The interactions with external
networks and the construction of the energy storage systems are also taken into account.
The main aim of these frameworks is the possibility to develop specific models for studying
the possibility to improve the quality of the energy provided to the customers and thus
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promoting the activation of the renewable energy source with respect to the nonrenewable
energy source. The paper is not only a review considering that generalization of previous
frameworks is proposed with the aim of constructing a robust and general theory, and
perspectives of research and future research directions are also mentioned in the whole
paper. However, the review part is rather in the description of the specific models that have
been derived and proposed in the literature.

The present review paper is organized into six more sections, which follow this intro-
duction. In particular, the paper is divided into two parts: In the first part (Sections 2–4),
the mathematical frameworks of the thermostatted kinetic theory are reviewed while, in
the second part (Sections 5 and 6), the specific models proposed in the pertinent literature
are presented, and the results of the computational analysis are briefly mentioned.

In detail:

- Section 2 summarizes, at a tutorial level, the main ingredients of the thermostatted
kinetic theory framework recently proposed for the modeling of a closed network
composed of multisources of energy allocated into different regions of a geographical
area. The mathematical results and the pertinent literature are also mentioned. It
is worth stressing that the section is not limited to the review of the existing ther-
mostatted kinetic theory framework, but the thermostatted framework proposed in
this section is further generalized considering that the number of sources allocated in
each region is not required to be the same as proposed in [59]. The material of this
section is thus original.

- Section 3 introduces the problem of the modeling of the energy storage system.
Specifically, the section reviews, under the previously mentioned generalization, the
introduction of the energy storage in the thermostatted kinetic theory framework by
introducing an external force field whose magnitude is responsible for the construction
of the energy storage. In particular, and differently from the framework proposed in
Section 2, the framework proposed in Section 3 is a pure thermostatted framework
considering that the action of the external force field is balanced by the introduction
of a damping term, called the thermostat operator, which allows for the reaching of a
nonequilibrium stationary state.

- Section 4 deals with open networks of energy sources. Specifically, the thermostat-
ted frameworks proposed in the previous sections are generalized to introduce the
interaction of the network with external networks (regional or national). Moreover,
the framework proposed in this section can be proposed for the employment of the
energy storage. This section is completely original, and the main aim of this section is
the research perspectives.

- Section 5 opens the second part of this review paper. Specifically, in Section 5, a specific
model derived within the frameworks proposed in Sections 2 and 3 is reviewed. The
model proposed in the paper [61] is a toy model for the interaction and evolution of a
network composed of two energy sources (a generic renewable source and a generic
nonrenewable source). The evolution equations of the model are presented, and the
numerical results are summarized.

- Section 6 is devoted to the modeling of specific energy sources: a solar energy source,
a wind energy source and a fossil fuel energy source. As is known, the solar energy
source depends on the solar irradiation, the wind energy needs the wind speed, and
the fossil fuel energy source is influenced by the price of the fossil fuel. As in the
previous section, the evolution equations are presented, and the numerical simulations
of [60] are summarized.

- Section 7 concludes the review by focusing on further applications and research
directions from the theoretical and application viewpoints.

2. The Thermostatted Kinetic Frameworks for Closed Energy-Multisource Networks

This section is devoted to the main ingredients of the thermostatted kinetic theory for
the modeling and evolution of energy–multisource systems composed of different energy



Energies 2022, 15, 7825 4 of 22

sources. It is worth stressing that the frameworks reviewed in this section are only the
mathematical structures that have been proposed for the applications to the modeling of a
smart grid. In particular the network can be composed of the following energy sources:
fossil fuels, wind, solar, tidal, geothermic, wave, hydroelectric, and biomass.

The complex system under consideration is an energy-multisource network N . The
network consists of a set of n ∈ N regionsRi, each of them containing mi ∈ N single energy
sources, for i ∈ {1, 2, . . . , n}; see Figure 1:

N = {R1(S1
1, S1

2, . . . , S1
m1
),R2(S2

1, S2
2, . . . , S2

m2
), . . . ,Rn(Sn

1 , Sn
2 , . . . , Sn

mn)}.

Bearing all of the above in mind, Si
l , for i ∈ {1, 2, . . . , n} and l ∈ {1, 2, . . . , mi}, denotes

the energy source l allocated into the region i of the network N . The complex network N
thus consists of (m1 + m2 + · · ·+ mn) = M ∈ N energy sources.

According to the thermostatted kinetic theory, each energy source is an active particle
whose microscopic state includes a discrete activity variable u and a continuous activity
variable w, and specifically:

• u ∈ [0, 1] is a quality parameter of the energy source where u = 0 represents an energy
source of low activity/cost and u = 1 an energy source of high activity/cost. The
quality parameter u is assumed to attain discrete values uil , for i ∈ {1, 2, . . . , n} and
l ∈ {1, 2, . . . , mi}.

• w ∈ Dw ⊆ R+ is a continuous variable related to the power energy of the energy
source.

The evolution of the energy source Si
l is statistical and in particular its distribution func-

tion is denoted by fil(t, w) := fi(t, ui
l , w) : [0,+∞[×[0, 1]× Dw → R+, for i ∈ {1, 2, . . . , n}

and l ∈ {1, 2, . . . , mi}. Consequently, the distribution function of the i-th region reads:

fi(t, u, w) =
mi

∑
l=1

fil(t, w) δ
(

u− ui
l

)
: [0,+∞[×[0, 1]× Dw → R+, (1)

where δ denotes the Dirac delta function.
The distribution function fil(t, w) is assumed normalized with respect to the number of

sources and thus acquires the structure of a probability distribution function. Consequently,
one has:

n

∑
i=1

mi

∑
l=1

∫
Dw

fil(t, w) dw = n, ∀ i ∈ {1, 2, . . . , n}, ∀ t ∈ [0,+∞[, (2)

mi

∑
l=1

∫
Dw

fil(t, w) dw = 1, ∀ i ∈ {1, 2, . . . , n}, ∀t ∈ [0,+∞[. (3)

Let f(t, w) = { fil(t, w), i ∈ {1, 2, . . . , n}, l ∈ {1, 2, . . . , mi}}.
The thermostatted kinetic theory for the modeling of a network of energy sources is

based on the definition of the following assumptions and functions:

(A1) The source Si
r of the i-th region, with power energy value w∗, and the source Sj

s of
the j-th region, with power energy value w∗, can interact with each other, and the
interaction rate is denoted by η

(j,s)
(i,r) (w∗, w∗) : Dw × Dw → R+.

(A2) The energy source Si
l of the i-th region can be activated as a consequence of the

exchange of information between the energy source Si
r of the i-th region and the

energy source Sj
s of the j-th region. The activation probability is denoted by B(i,l)

(i,r)(j,s),
which is assumed to be a probability distribution function with respect to l, and then:

mi

∑
l=1
B(i,l)
(i,r)(j,s) = 1, ∀ i, j ∈ {1, 2, . . . , n}, r ∈ {1, 2, . . . , mi}, s ∈ {1, 2, . . . , mj}. (4)
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(A3) The energy source Si
r of the i-th region can modify its power energy w∗ into w as

a consequence of the exchange of information with the source Sj
s of the j-th region

whose power energy is w∗. The probability of the power energy transition is modeled
by introducing the function C(i,r)(j,s)(w∗, w∗; w) : Dw × Dw × Dw → R+, which is
assumed to be a probability distribution function with respect to w and then, for
i, j ∈ {1, 2, . . . , n} and r ∈ {1, 2, . . . , mi}, s ∈ {1, 2, . . . , mj}, one has:∫

Dw
C(i,r)(j,s)(w∗, w∗; w) dw = 1, ∀w∗, w∗ ∈ Dw. (5)

Region
1

Region
2

Region
3

National Network

η
(2,s)
(1,r)

η
(3,s)
(2,r)

η
(3,s)
(1,r)

Figure 1. A network composed of different regions containing different energy sources (n = 3,
m1 = 4, m2 = 2 and m3 = 6).

The joint probability of the two events mentioned in the assumptions A2 and A3 is de-
noted by A(i,r)(j,s)(ur, us; ul |w∗, w∗; w) : [0, 1]3 × D3

w → R+ and the following factorization
is assumed:

A(i,r)(j,s)(ur, us; ul |w∗, w∗; w) = B(i,l)
(i,r)(j,s) C(i,r)(j,s)(w∗, w∗; w). (6)

The evolution equation of the energy source Si
l is obtained by balancing the different

interactions into the elementary volume of the microscopic states. The thermostatted kinetic
theory framework is thus the following system of M nonlinear partial integro-differential
equations:
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∂t fil(t, w) = Jil [f](t, w), i ∈ {1, 2, . . . , n}, l ∈ {1, 2, . . . , mi}, (7)

where Jil [f](t, w) denotes the operator, which models the interactions between the (i, l)-th
energy source and the energy sources of the network N . The operator Jil [f](t, w) =
Gil [f](t, w) − Lil [f](t, w) is split into a gain term Gil [f](t, w) and a loss term Lil [f](t, w),
which is written as follows:

Gil [f](t, w) =
n

∑
j=1

mi

∑
r=1

mj

∑
s=1

∫
Dw×Dw

η
(j,s)
(i,r) (w∗, w∗)A(i,r)(j,s)(ur, us; ul |w∗, w∗; w)

× fir(t, w∗) f js(t, w∗) dw∗ dw∗, (8)

Lil [f](t, w) = fil(t, w)
n

∑
j=1

mj

∑
s=1

∫
Dw

η
(j,s)
(i,l) (w, w∗) f js(t, w∗) dw∗. (9)

The macroscopic variables of the regions and of the network are defined as moments
of the distribution functions. Specifically:

• The (p, q)-th moment of the i-th region, for i ∈ {1, 2, . . . , n}, is defined as follows:

E(p,q)[ fi](t) =
mi

∑
l=1

up
l

∫
Dw

wq fil(t, w) dw, ∀ p, q ∈ N. (10)

• The (p, q)-th moment of the network is defined as follows:

E(p,q)[f](t) =
n

∑
i=1

E(p,q)[ fi](t) =
n

∑
i=1

mi

∑
l=1

up
l

∫
Dw

wq fil(t, w) dw, ∀ p, q ∈ N. (11)

In particular, E(0,0)[f](t) represents the density of the network, e.g., the customers, and
E(1,1)[f](t) corresponds to the linear-momentum of the network, e.g., the energy supply to
the customers. Finally, E(2,2)[f](t) corresponds to the activation energy of the network. The
thermostatted kinetic theory framework (7) is conservative, namely the regional density
E(0,0)[ fi](t) and the network density E(0,0)[f](t) are kept constant, and constitutes a general
paradigm for the derivation of specific models.

It is worth stressing that the mathematical framework (7) is based on the assumption
of binary interactions and factorization of the joint probability function. However, these
assumptions can be relaxed for instance by assuming the existence of a domain of inter-
actions or by allowing the interaction rate and the probability distribution function to be
dependent functions on the moments or on the distribution functions. In this context, the
degree of nonlinearity increases.

From the mathematical analysis point of view, the Cauchy problem related to the
thermostatted kinetic theory framework (7) reads:{

∂t fil(t, w) = Jil [f](t, w) (t, w) ∈ [0,+∞[×Dw
fil(0, w) = f 0

il(w) w ∈ Dw.
(12)

where f 0
il(w) is a suitable initial data.

The Cauchy problem (12) has been analyzed in [59] when Dw = [a, b] ⊂ R+. Let
i ∈ {1, 2, . . . , n} and l ∈ {1, 2, . . . , mi}, the existence and uniqueness of the mild solution
have been proved under the following main assumptions:

• The interaction rate η
(j,s)
(i,r) (w∗, w∗) is a bounded function of its arguments;
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• The transition probability distribution function C(i,r)(j,s)(w∗, w∗; w) is such that:

∫
Dw

 1
w2

w

C(i,r)(j,s)(w∗, w∗; w) dw =

 1
w2
∗

0

, ∀w∗, w∗ ∈ Dw; (13)

• The transition probability distribution function B(i,l)
(i,r)(j,s) is such that:

mi

∑
l=1

[
1
u2

l

]
B(i,l)
(i,r)(j,s) =

[
1
u2

r

]
, (14)

where i, j ∈ {1, 2, . . . , n}, r, l ∈ {1, 2, . . . , mi} and s ∈ {1, 2, . . . , mj}.

3. The Thermostatted Kinetic Frameworks for Closed Energy–Multisource Networks
with Energy Storage

The thermostatted kinetic theory has also been enlarged for the modeling of an energy
source network Ns with the energy storage. Specifically, the modeling approach is devoted
to the construction of the energy storage; accordingly, a macroscopic external force Fil(w) :
Dw → R+, for i ∈ {1, 2, . . . , n} and l ∈ {1, 2, . . . , mi}, is introduced and acts on the source
Si

l ; see Figure 2. The macroscopic force field F(w)(w) = [Fil(w)], which is assumed known,
reduces the amount of energy produced by the source Si

l . Bearing all of the above in
mind, the primitive thermostatted kinetic theory framework for an energy-multisource
network with storage consists of an evolution equation for each distribution function fil ,
for i ∈ {1, 2, . . . , n} and l ∈ {1, 2, . . . , mi}, and it reads:

∂t fil(t, w) + ∂w(Fil(w) fil(t, w)− α[f, F]w fil(t, w)) = Jil [f](t, w), (t, w) ∈ [0,+∞[×Dw,

fil(t, w) = 0, (t, w) ∈ [0,+∞[×∂Dw,
(15)

where ∂Dw denotes the boundary of Dw, α[f, F] is called the thermostat operator (see the
recent review paper [47]), and Jil [f](t, w) is the same conservative operator of the previous
section. The term α w fil(t, w) is a damping term which is introduced to counterbalance the
effects of the external force and thus ensuring the existence of a nonequilibrium stationary
state. The thermostat operator α[f, F] is derived by taking into account a specific constraint
of the network; usually, the constraint is the conservation of the (p, q)-th moment E(p,q)[f](t)
of the network.

As shown in [59], if

mi

∑
l=1

up
l B

(i,l)
(i,r)(j,s) = up

r , ∀ p ∈ N, i, j ∈ {1, 2, . . . , n}, r ∈ {1, 2, . . . , mi}, s ∈ {1, 2, . . . , mj}, (16)

then the regional (p, 0)-order moments E(p,0)[ fi](t), for i ∈ {1, 2, . . . , n}, and the network
(p, 0)-order moment E(p,0)[f](t) are conserved; in particular, the following thermostat
operator

α(p,q) = α(p,q)[f, F](t) =

n

∑
i=1

mi

∑
l=1

up
l

∫
Dw

(
wq Jil [f](t, w) + q wq−1 Fil(w) fil(t, w)

)
dw

qE(p,q)[f](t)
(17)

ensures the conservation of the global (p, q)-th order moment E(p,q)[f](t).
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Region
1

Region
2

Region
3

National Network

Storage

F1l

F2l

F3l

Figure 2. A network composed of different regions, each of them containing different energy sources
with the storage system.

Moreover, if the following assumption holds true,∫
Dw

wq C(i,r)(j,s)(w∗, w∗; w) dw = wq
∗, ∀w∗, w∗ ∈ Dw, q ∈ N, (18)

the thermostat (17) rewrites:

α(p,q) =

n

∑
i=1

mi

∑
l=1

up
l

∫
Dw

wq−1 Fil(w) fil(t, w) dw

E(p,q)[f](t)
. (19)

The network (p, q)-th moment rewrites:

E[F]
(p,q)[f](t) =

n

∑
i=1

mi

∑
l=1

up
l

∫
Dw

wq fil(t, w) dw, ∀ p, q ∈ N. (20)

In particular, E[F=0]
(p,q) [f](t) will be rewritten as E(p,q)[f](t).

The thermostatted kinetic theory framework (15) is a general paradigm for the deriva-
tion of specific models for energy-multisource networks with energy storage.

From the mathematical analysis point of view, the initial-boundary-value problem
related to the thermostatted kinetic theory framework (15) reads:
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
∂t fil(t, w) + ∂w

(
Fil(w) fil(t, w)− α(p,q)[f, F]w fil(t, w)

)
= Jil [f](t, w) (t, w) ∈ [0,+∞[×Dw

fil(0, w) = f 0
il(w) w ∈ Dw

limw→+∞ w2 fil(t, w) = 0 t ∈ [0,+∞[.
(21)

The initial-boundary-value-problem (21) has been investigated in [59] when Dw = R+.
In particular, by assuming that the external force field F(w) is a positive constant, i.e.,
Fil(w) = F > 0, the existence and uniqueness of the mild solution have been proved in the
case of the conservation of the network (2, 2)-order moment.

4. The Thermostatted Kinetic Frameworks for Open Energy-Multisource Networks

The mathematical structures reviewed in the previous sections are concerned with
closed energy-multisource networks, namely networks that do not exchange energy with
other regional or national networks. Moreover, the energy storage is modeled as an
external field F acting only at the macroscopic scale. This section deals with the modeling
of open networks, namely the network N is connected to an external energy distribution
networkNe composed of ne regions, each of them containing a different number of sources.
Accordingly, the existence of external energy multisources (see [63]) is assumed whose
vectorial distribution function is denoted by g = g(t, v) = [gjs(t, v)], for v ∈ Dw, j ∈
{1, 2, . . . , ne} and s ∈ {1, 2, . . . , me

j}. The distribution function gjs is assumed to be a known
function of its arguments.

Letting i ∈ {1, 2, . . . , n}, l ∈ {1, 2, . . . , mi}, the thermostatted kinetic theory framework
for open energy-multisource networks with thermostat (19) thus writes:

∂t fil(t, w) + ∂w


Fil(w)− w


n

∑
i=1

m

∑
l=1

up
l

∫
Dw

wq−1 Fil(w) dw

E(p,q)[f](t)


 fil(t, w)

 = Jil [f](t, w) + Je
il [f, g](t, w), (22)

where the operator Jil [f](t, w), which is analogous to that of the previous sections, de-
notes the conservative-interaction operator among the sources of the network N and
Je
il [f, g](t, w) = Ge

il [f, g](t, w)− Le
il [f, g](t, w) denotes the conservative-interaction operator

between the i-th energy source of the network N and the l-th energy source of the external
network Ne. Bearing all of the above in mind, one has:

Ge
il [f, g](t, w) =

ne

∑
j=1

mi

∑
r=1

me
j

∑
s=1

∫
Dw×Dw

η̃
(j,s)
(i,r) (w∗, v∗)Ae

(i,r)(j,s)(ur, ũs; ul |w∗, v∗; w)

× fir(t, w∗) gjs(t, v∗) dw∗ dv∗, (23)

Le
il [f, g](t, w) = fil(t, w)

ne

∑
j=1

me
j

∑
s=1

∫
Dw

η̃
(j,s)
(i,l) (w, v∗) gjs(t, v∗) dv∗. (24)

where:

• η̃
(j,s)
(i,r) (w∗, v∗) : Dw ×Dw → R+ denotes the interaction rate between the energy source

Si
r, with energy value w∗, of the i-th region of the network N , and the external energy

source Ej
s of the j-th region, with energy value v∗, of the external network Ne;

• Ae
(i,r)(j,s)(ur, ũs; ul |w∗, v∗; w) : [0, 1]3 × D3

w → R+ denotes the probability distribution

function in which the energy source Si
r(w∗) of the i-th region of the network N ends

up in the energy source Si
l(w) of the i-th region of the network N after the interaction

with the external energy source Ej
s(v∗) of the j-th region of the external network Ne.
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It is worth stressing that, in order to reduce complexity, the external network Ne can
be considered as a whole system ge = ge(t, v) which interacts with one or more energy
sources of the network N . In this context, the external conservative-operator writes:

Je
il [f, ge](t, w) =

mi

∑
r=1

∫
Dw×Dw

η̃e
(i,r)(w∗, v∗)Ae

(i,r)(ur, ul |w∗, v∗; w) fir(t, w∗) ge(t, v∗) dw∗ dv∗

− fil(t, w)
∫

Dw
η̃e
(i,l)(w, v∗) ge(t, v∗) dv∗. (25)

The open energy-multisource network framework (22) can be also proposed for the
employment of the energy storage. Specifically, the energy storage can be considered
as an external known subsystem gES = [gjs(t, v)], for v ∈ Dw, j ∈ {1, 2, . . . , nES} and
s ∈ {1, 2, . . . , mES

j } that interacts with one or more energy sources. Accordingly, a new
network NES can be proposed as the set of the energy-storage systems.

Bearing all of the above in mind, a complete modeling of an energy-multisource
network can be performed by employing the following framework with thermostat (19):

∂t fil(t, w) + ∂w


Fil(w)− w


n

∑
i=1

m

∑
l=1

up
l

∫
Dw

wq−1 Fil(w) dw

E(p,q)[f](t)


 fil(t, w)


= Jil [f](t, w) + Je

il [f, g](t, w) + JES
il [f, gES](t, w), (26)

where Jil and Je
il can be recovered by the framework (22), and JES

il [f, gES](t, w) = GES
il [f, gES]

(t, w) − LES
il [f, gES](t, w) denotes the conservative-interaction operator between the i-th

energy source of the network N and the l-th energy source of the energy-storage network
NES that writes:

GES
il [f, gES](t, w) =

nES

∑
j=1

mi

∑
r=1

mES
j

∑
s=1

∫
Dw×Dw

η̃
(j,s)
(i,r) (w∗, v∗)AES

(i,r)(j,s)(ur, ũs; ul |w∗, v∗; w)

× fir(t, w∗) gES
js (t, v∗) dw∗ dv∗, (27)

LES
il [f, gES](t, w) = fil(t, w)

nES

∑
j=1

mES
j

∑
s=1

∫
Dw

η̃
(j,s)
(i,l) (w, v∗) gES

js (t, v∗) dv∗, (28)

and the meaning of the parameters is straightforward.
The mathematical frameworks (22) and (26) allow a complete description of an open

energy-multisource network where the external force field F allows the construction of the
energy storage, the distribution function vector g allows the modeling of the interaction
with an external network, and gES allows the modeling of the interaction with the energy-
storage network.

5. A Model with Two Energy Sources

The mathematical model reviewed in this section refers to the supply of energy to the
customers under the assumption that the energy production satisfies the energy demand.
The toy model is derived within the framework proposed in Sections 2 and 3. Specifically
the energy-multisource network N is composed of two energy sources, a nonrenewable
energy source NR and a renewable energy source R, allocated into a geographical region
(n = 1 and m = 2).

The distribution function of the energy source NR is denoted by f1(t, w) and the
distribution function of the energy source R is denoted by the distribution function f2(t, w),
where w ∈ Dw ⊂ R+. The energy storage is modeled by Fi(w) = Fi ∈ R+, for i ∈ {1, 2}.
Bearing all of the above in mind:
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• E[F]
(0,0)[f](t) corresponds to the total number of customers served by the network N ,

and in particular
E[F]
(0,0)[f](t) = 1, ∀ t ∈ [0,+∞[. (29)

• E[F]
(0,1)[f](t) corresponds to the network energy provided to the customers;

• E[F]
(2,2)[f](t) corresponds to the global activation energy of the system.

The following phenomenological assumption is considered for the networkN in order
to endorse a virtuous trend:

(As1) The energy source NR yields energy of low value with respect to the energy source
R that yields energy of high value.

The activation of the energy source R is thus promoted, whereas the activation of the
energy source NR is inhibited. Accordingly, if the energy source NR interacts with the
energy source R, the energy value of the energy source NR decreases; on the contrary, if the
energy source R interacts with the energy source NR, the energy value of the energy source
R increases. In particular, no modification occurs in the value of the provided energy in the
autointeraction case.

Bearing all of the above in mind, the modeling parameters have been chosen as
follows [61]:

• The interaction rate, ηl j, for l, j ∈ {1, 2}, is defined as follows:

ηl j(w∗, w∗) =

{
α + β if l = j,
α if l 6= j.

α, β ∈ R+. (30)

In particular, ηll > ηl j.
• Let δ be the delta of Dirac. The probability distribution function Al j(w∗, w∗; w) is

modeled as follows:

Al j(w∗, w∗; w) =


δ(w− (w∗ − λ1)) if l = 1 and j = 2,
δ(w− (w∗ + λ2)) if l = 2 and j = 1,
δ(w− w∗) if l = j,

(31)

where λ1, λ2 ∈ [0, 1] (heterogeneity of the energy production parameters).
• The probability distribution function Bi

l j is modeled as follows:

Bi
l j =

{
εl j if i = l,
1− εl j if i 6= l,

(32)

where εl j ∈ [0, 1] (probability of the energy source activation). In particular, ε1j < ε2j,
for j ∈ {1, 2}.
Let f 0

1 (w) and f 0
2 (w) be two known functions (initial condition). According to the

thermostatted framework of Section 3, the thermostatted kinetic theory model consists of
the following system of two nonlinear partial-integro differential equations:
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

∂t f1(t, w) + ∂w

((
F1 − α(2,2)[F, f](t)w

)
f1(t, w)

)
= J1[f](t, w), (t, w) ∈ [0,+∞[×Dw,

∂t f2(t, w) + ∂w

((
F2 − α(2,2)[F, f](t)w

)
f2(t, w)

)
= J2[f](t, w), (t, w) ∈ [0,+∞[×Dw,

f1(0, w) = f 0
1 (w), w ∈ Dw,

f2(0, w) = f 0
2 (w), w ∈ Dw,

f1(t, w) = 0, (t, w) ∈ [0,+∞[×∂Dw,

f2(t, w) = 0, (t, w) ∈ [0,+∞[×∂Dw,

(33)

where

α(2,2)[F, f](t) =

2

∑
j=1

Fju2
j

∫
Dw

w f j(t, w) dw

E[F]
(2,2)[f](t)

, (34)

and

J1[f](t, w) = (ε11(α + β) f1(t, w) + (1− ε21) α f2(t, w− λ2))
∫

Dw
f1(t, w∗) dw∗

+ (ε12 α f1(t, w + λ1) + (1− ε22)(α + β) f2(t, w))
∫

Dw
f2(t, w∗) dw∗

− f1(t, w)
∫

Dw
((α + β) f1(t, w∗) + α f2(t, w∗)) dw∗,

J2[f](t, w) = ((1− ε11)(α + β) f1(t, w) + ε21 α f2(t, w− λ2))
∫

Dw
f1(t, w∗) dw∗ (35)

+ ((1− ε12) α f1(t, w + λ1) + ε22(α + β) f2(t, w))
∫

Dw
f2(t, w∗) dw∗

− f2(t, w)
∫

Dw
(α f1(t, w∗) + (α + β) f2(t, w∗)) dw∗.

The mathematical model (33) is characterized by 10 phenomenological parameters.

Summary on the Computational Results

The computational analysis performed in [61] has been addressed to identify, by a
sensitivity analysis on some of the parameters, the different emerging behaviours that the
model (33) is able to catch. In particular, the interesting dynamics is the control of the
parameters of the model (33) in order to improve the global quality of the produced energy.
The sensitivity analysis is performed on the parameters ε12, ε21, λ1, λ2, and F. The following
parameters are kept fixed: α = 0.6, β = 0.1, ε11 = 0.5 and ε22 = 0.5.

The initial state of the system is set as follows:

f 0
1 (w) =

2√
π

exp
(
−16(w− 2.3)2

)
, f 0

2 (w) =
2√
π

exp
(
−16(w− 0.7)2

)
, (36)

and in particular E(0,0)[ f 0
1 ] = E(0,0)[ f 0

2 ] = 0.5. Accordingly, the energy source NR produces
initially higher values of energy than the energy source R:

• Case F = 0.

As shown in [61], for λ1 = 0.3 = λ2, the behaviour of the network is non-virtuous
when ε12 > ε21. On the contrary, the behaviour of the network is virtuous when ε12 < ε21.
In particular, the bifurcation time between a virtuous and non-virtuous behaviour depends
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on the magnitude of the parameters ε12 and ε21. The model is thus able to capture different
dynamics where the network is served by the energy source NR and/or the energy source R.

The sensitivity analysis on the parameters λ1 and λ2 (heterogeneity of the energy),
for ε12 = 0.3 and ε21 = 0.8 (virtuous trend), has shown the onset of different clusters of
customers: customers served by a specific energy source and customers served by the two
energy sources (mixed energy).

• Case F 6= 0.

The sensitivity analysis is based on the assumption that F1 = F2 = F and the other
parameters have been fixed as follows: α = 0.6, β = 0.1, ε11 = 0.5 = ε22, ε12 = 0.3,
ε21 = 0.8, λ1 = 0.5 and λ2 = 0.6 (virtuous trend). The energy employed in the construction
of the energy storage is obtained as follows:

E[F, f](t) = E(0,1)[f](t)−E[F]
(0,1)[f](t). (37)

As shown in [61], the energy storage is obtained by subtracting a certain amount of
energy from the network. The amount of energy depends on the magnitude of F. In partic-
ular, in a virtuous scenario, the energy source R is mainly employed in the construction of
the energy storage.

A sensitivity analysis on the initial conditions has also been developed in [62]. Specifi-
cally, a set of three different initial conditions have been proposed; each initial condition
is a Gaussian function with the same variance σ2 = 1/32. The three initial conditions are
characterized by a low, medium, and high-range of the energy value w, respectively. In
the case F = 0, the numerical simulations have shown that the energy production strongly
depends on the initial produced energy values. In the case F 6= 0, the computational
analysis has confirmed that the velocity of the construction of the energy storage strictly
depends on the range of the energy-value of the initial condition. Specifically, the velocity of
construction of the energy storage for an initial condition with a high-range of energy-value
is greater than an initial condition with a low-range of energy-value.

6. Models of Solar, Wind and Fossil Fuel Energy

This section reviews some specific models that have been derived within the frame-
works of the thermostatted kinetic theory. Specifically, the model reviewed in the previous
section is based on the assumption that one of the energy sources is a renewable source
R, and the other source is a nonrenewable energy source NR. Differently from the model
presented in the previous section, the activation parameters εl j(t) : [0,+∞[→ [0, 1], for
l, j ∈ {1, 2}, are assumed time-dependent and the economical aspects and technologi-
cal issues of the energy sources are taken into account. By assuming F1 = F2 = F, the
conservative operators thus rewrite:

J1[f](t, w) = (ε11(t)(α + β) f1(t, w) + (1− ε21(t)) α f2(t, w− λ2))
∫

Dw
f1(t, w∗) dw∗

+ (ε12(t) α f1(t, w + λ1) + (1− ε22(t))(α + β) f2(t, w))
∫

Dw
f2(t, w∗) dw∗

− f1(t, w)
∫

Dw
((α + β) f1(t, w∗) + α f2(t, w∗)) dw∗,

J2[f](t, w) = ((1− ε11(t))(α + β) f1(t, w) + ε21(t) α f2(t, w− λ2))
∫

Dw
f1(t, w∗) dw∗ (38)

+ ((1− ε12(t)) α f1(t, w + λ1) + ε22(t)(α + β) f2(t, w))
∫

Dw
f2(t, w∗) dw∗

− f2(t, w)
∫

Dw
(α f1(t, w∗) + (α + β) f2(t, w∗)) dw∗,

and the initial condition is set as in (36).
In the next subsections, three specific energy sources are reviewed.
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6.1. Solar Energy Source

In the paper [60], the solar energy source S has been firstly considered as the energy
source R.

The model is based on the following assumptions:

• The energy source S is mainly exploited during the day (time interval 2∆t) and
inhibited during the night (time interval ∆tN). An energy storage covers the night
[64].

• The energy source NR is mainly exploited during the night.

Bearing all of the above in mind, the functions (ε11(t), ε12(t), ε21(t), ε22(t)) are set as
follows: 

ε22(t) := B(t) ε22,
ε21(t) := B(t) ε21,
ε11(t) := (1− B(t))ε11,
ε12(t) := (1− B(t))ε12,

(39)

where εl j ∈ [0, 1], for l, j ∈ {1, 2}, is a fixed parameter, and B(t) : [0,+∞[→ [0, 1] is a
periodic function of period τ = 2∆t + ∆tN , where for t ∈ [0, τ] reads:

B(t) =


exp


(

t−tM
∆t

)2

(
t−tM

∆t

)2
− 1

 if t ∈ [0, 2∆t],

0 if t ∈ ]2∆t, τ],

(40)

where tM ∈ R+ represents the maximum time irradiation.
The conservative operators thus rewrite:

J1[f](t, w) = (1− B(t))ε11(α + β) f1(t, w)
∫

Dw
f1(t, w∗) dw∗

+ (1− B(t))ε12 α f1(t, w + λ1)
∫

Dw
f2(t, w∗) dw∗

+ (1− B(t) ε21) α f2(t, w− λ2)
∫

Dw
f1(t, w∗) dw∗

+ (1− B(t) ε22)(α + β) f2(t, w)
∫

Dw
f2(t, w∗) dw∗

− f1(t, w)
∫

Dw
((α + β) f1(t, w∗) + α f2(t, w∗)) dw∗,

J2[f](t, w) = (1− (1− B(t))ε11)(α + β) f1(t, w)
∫

Dw
f1(t, w∗) dw∗ (41)

+ (1− (1− B(t))ε12) α f1(t, w + λ1)
∫

Dw
f2(t, w∗) dw∗

+ B(t) ε21 α f2(t, w− λ2)
∫

Dw
f1(t, w∗) dw∗

+ B(t) ε22(α + β) f2(t, w)
∫

Dw
f2(t, w∗) dw∗

− f2(t, w)
∫

Dw
(α f1(t, w∗) + (α + β) f2(t, w∗)) dw∗

− f1(t, w)
∫

Dw
((α + β) f1(t, w∗) + α f2(t, w∗)) dw∗,

The computational analysis has been performed with the following values of the
parameters: α = 0.6, β = 0.1, ε11 = 0.5 = ε22, ε12 = 0.3, ε21 = 0.8, λ1 = 0.5 and λ2 = 0.6,
tM = 3 and ∆t = 3.

According to the numerical simulations performed in [60], a virtuous trend is catched
for small magnitudes of ∆tN ; for increasing values of ∆tN the behaviour is virtuous dur-
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ing the day and non-virtuous during the night. Moreover the duration of the virtuous
behaviour decreases for increasing values of ∆tN .

In particular the periodic fluctuations of the function B do not affect the construction
of the energy storage, the reliability of the network N is thus ensured.

6.2. Wind Energy Source

A wind energy source W has also been investigated within the thermostatted frame-
work [60], under the following assumptions:

• The energy of the source is influenced by the speed of the wind according to the power
curve [65];

• The turbine does not produce energy if the wind speed is less than vin = 5 m/s;
• The turbine is able to produce an increasing energy up to the maximum speed value

vr = 15 m/s;
• The turbine produces a constant energy up to the speed value vout = 25 m/s;
• The turbine is stopped when the wind speed is greater than vout;
• The rate of energy production E, for a wind speed vin ≤ v ≤ vr, is E = K v3, where

K ∈ R+ is a constant , see [66,67] for further details.
• The energy source W is mainly activated in the high-speed wind condition otherwise

the energy source NR is mainly employed.
• The distribution of the wind speed is the following Weibull function [68]:

f (v) =
a
c

(v
c

)a−1
e−(

v
c )

a
, a, c, v ∈ R+. (42)

• The wind effects in the production and the efficiency of the energy source W are
modeled according to the function Γ(t) : [0,+∞[→ [0, 1] defined as follows:

Γ(t) =



0 if v(t) < vin = 5 m/s,

0.5

(
1 +

(
v(t)
vr

)3
)

if vin ≤ v(t) ≤ vr = 15 m/s,

1 if vr < v(t) ≤ vout = 25 m/s,
0 if v(t) > vout.

(43)

Bearing all of the above in mind, the functions (ε11(t), ε12(t), ε21(t), ε22(t)) are set as
follows: 

ε22(t) := Γ(t) ε22,
ε21(t) := Γ(t) ε21,
ε11(t) := (1− Γ(t))ε11,
ε12(t) := (1− Γ(t))ε12

(44)

where εl j ∈ [0, 1], for l, j ∈ {1, 2}, is a fixed parameter, and the conservative operators thus
rewrite:
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J1[f](t, w) = (1− Γ(t))ε11(α + β) f1(t, w)
∫

Dw
f1(t, w∗) dw∗

+ (1− Γ(t))ε12 α f1(t, w + λ1)
∫

Dw
f2(t, w∗) dw∗

+ (1− Γ(t) ε21) α f2(t, w− λ2)
∫

Dw
f1(t, w∗) dw∗

+ (1− Γ(t) ε22)(α + β) f2(t, w)
∫

Dw
f2(t, w∗) dw∗

− f1(t, w)
∫

Dw
((α + β) f1(t, w∗) + α f2(t, w∗)) dw∗,

J2[f](t, w) = (1− (1− Γ(t))ε11)(α + β) f1(t, w)
∫

Dw
f1(t, w∗) dw∗ (45)

+ (1− (1− Γ(t))ε12) α f1(t, w + λ1)
∫

Dw
f2(t, w∗) dw∗

+ Γ(t)ε21 α f2(t, w− λ2)
∫

Dw
f1(t, w∗) dw∗

+ Γ(t)ε22(α + β) f2(t, w)
∫

Dw
f2(t, w∗) dw∗

− f2(t, w)
∫

Dw
(α f1(t, w∗) + (α + β) f2(t, w∗)) dw∗

− f1(t, w)
∫

Dw
((α + β) f1(t, w∗) + α f2(t, w∗)) dw∗,

The computational analysis has been performed in [60] with the following parameters:
α = 0.6, β = 0.1, ε11 = 0.5 = ε22, ε12 = 0.3, ε21 = 0.8, λ1 = 0.5 and λ2 = 0.6.

The computational analysis has been performed for the Cergy-Pontoise city (France)
for a = 3 and c = 4 m/s, see [69]. The model is able to reproduce a virtuous and a
non-virtuous trend depending on the parameters of the Weibull distribution. Moreover
the computational analysis has shown that the construction of the energy storage is not
affected by the fluctuations of the wind speed and depends only on the force field F.

6.3. Fossil Fuel Energy Source

A specific nonrenewable source has also been modeled within the thermostatted
kinetic theory of active particles where the exploitation of the nonrenewable energy source
depends on the price of the fossil fuel.

The model has been derived under the following assumptions:

• The energy source NR is mainly employed in the low-price of the fossil fuel case,
otherwise the energy source R is mainly activated.

• The market trend, see [70–72], is modeled by introducing a stochastic process Σ(t) :
[0,+∞[→ [0, 1] whose values depend on the fossil fuel price. Specifically the following
three different scenarios are considered:

(a) The region of values of Σ is close to 0.8 when the fossil fuel price is high.
(b) The region of values of Σ is close to 0.2 when the fossil fuel price is low.
(c) The region of values of Σ fluctuates between 0.2 and 0.8 when the fossil fuel price

fluctuates as well.

Bearing all of the above in mind, the functions (ε11(t), ε12(t), ε21(t), ε22(t)) are set as
follows: 

ε11(t) := (1− Σ(t)) ε11,
ε12(t) := (1− Σ(t)) ε12,
ε21(t) := Σ(t)ε21,
ε22(t) := Σ(t)ε22,

(46)
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where εl j ∈ [0, 1], for l, j ∈ {1, 2} is a fixed parameter, and the conservative operators thus
rewrite:

J1[f](t, w) = (1− Σ(t))ε11(α + β) f1(t, w)
∫

Dw
f1(t, w∗) dw∗

+ (1− Σ(t))ε12 α f1(t, w + λ1)
∫

Dw
f2(t, w∗) dw∗

+ (1− Σ(t) ε21) α f2(t, w− λ2)
∫

Dw
f1(t, w∗) dw∗

+ (1− Σ(t) ε22)(α + β) f2(t, w)
∫

Dw
f2(t, w∗) dw∗

− f1(t, w)
∫

Dw
((α + β) f1(t, w∗) + α f2(t, w∗)) dw∗,

J2[f](t, w) = (1− (1− Σ(t))ε11)(α + β) f1(t, w)
∫

Dw
f1(t, w∗) dw∗ (47)

+ (1− (1− Σ(t))ε12) α f1(t, w + λ1)
∫

Dw
f2(t, w∗) dw∗

+ Σ(t) ε21 α f2(t, w− λ2)
∫

Dw
f1(t, w∗) dw∗

+ Σ(t) ε22(α + β) f2(t, w)
∫

Dw
f2(t, w∗) dw∗

− f2(t, w)
∫

Dw
(α f1(t, w∗) + (α + β) f2(t, w∗)) dw∗

− f1(t, w)
∫

Dw
((α + β) f1(t, w∗) + α f2(t, w∗)) dw∗,

The computational analysis has been performed in [60] with the following parameters:
α = 0.6, β = 0.1, ε11 = 0.5 = ε22, ε12 = 0.3, ε21 = 0.8, λ1 = 0.5 and λ2 = 0.6.

The numerical simulations show that in the cases (a) and (c), the behaviour of the
network is virtuous. On the contrary, in the case (b), the behaviour of the network is
non-virtuous. However the fossil fuel price does not affect the construction of the energy
storage, which is ensured during the oscillation of the fossil fuel price.

7. A Critical Analysis and Research Perspectives

The sections of the present paper have been devoted to a review of the main elements of
the recently proposed approach based on the kinetic theory and nonequilibrium statistical
mechanics. The paper has firstly presented three main frameworks of the thermostatted
kinetic theory for the modeling of a network composed of renewable and nonrenewable
energy sources, for the construction and employment of the energy storage system and for
the interaction with external networks. The main issues of a hybrid multisource network
have been taken into account and specific models for renewable (solar and wind) energy
sources and nonrenewable (fossil fuel) energy sources have been proposed and analyzed.
As the frameworks show, the modeling strongly depends on the knowledge of the exchange
of information among the energy sources; the exchange of information is introduced in
the interaction rate and the switching of the energy sources is modeled by introducing the
probability distribution functions (usually called the table of the games). The robustness
of the mathematical frameworks is ensured by the mathematical analysis on the existence
and uniqueness of the solution of the related initial and initial-boundary-value problems.
The dependence on the initial data has not been investigated yet for the frameworks of
the present paper, but the results can be gained by following the methods of [73–75], and
can be considered as a first research perspective. As is known, the well-posedness in the
Hadamard sense of a model ensures the development of numerical methods for the analysis
of the numerical solutions and simulations. The proof of the existence and uniqueness
of the nonequilibrium stationary state and the convergence results can be pursued by
employing fixed-point arguments, measure theory and Fourier transform; see [76–78].
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The frameworks revised in this review paper are based on the assumption that the
velocity and space dynamics do not influence the evolution of the network (homogeneous
network). The space and velocity variables can be introduced in the microscopic state of
the source by following the guidelines of the thermostatted framework proposed in [79]. In
this context, the possibility to link the dynamics at the microscopic scale with the dynamics
at the macroscopic scale, usually described by introducing the moments of the distribution
function, can be pursued by employing the asymptotic methods of the kinetic theory; the
reader is referred to papers [80–83], for a deeper understanding of the derivation of the
evolution equations for the macroscopic variables (multiscale modeling).

The thermostat term mentioned in this paper has been derived by imposing the
conservation of the energy activation moment, which is related to the quality of the energy
furnished by the sources. However, this is only a possible choice that can be enlarged and
modified for the conservation of other environmental or economical quantities related to
the network; consequently, a new thermostat term can be proposed, and this issue is an
important research perspective.

The specific models discussed in Section 6 have time-dependent parameters in order
to take into account the time intermittency of the solar energy source [84], the role of the
wind [68] and the affordability of the fossil fuel [72]. In particular, an important research
perspective is the role of time delays in order to take into account the real delay in the acti-
vation of the sources. As known, the introduction of time delays into differential equations
reveals nonlinear dynamics and more emerging phenomena can be comprehended [85–87].

The models of Sections 5 and 6 have also been devoted to the construction of the energy
storage; however, a further modeling approach should be addressed to the employment
of the energy storage to supply the energy to the customers. Moreover, a time-dependent
external force field could be defined in order to minimize the losses and costs of the network,
see [88,89], and a reference paper for comparing the optimal result could be [90].

The modeling frameworks reviewed in this paper do not take into account the role of
the weighted interactions [91]; this is an important issue that could allow for differentiating
the different reliability of the energy sources. Moreover, the role of nonlinear interactions
can be introduced [92] in order to define interaction domains and thus enlarge the simple
binary interactions of the thermostatted approach.

The modeling of the failures into the network is another important research perspec-
tive [93,94], which could be modeled by the thermostatted kinetic theory by modifying the
interaction domain of the sources; see [95]. Further phenomena, such as brownout and
blackout, could be modeled within the approach of the present paper [35,96]; usually, in
the complex network approach, the intensity cannot be directly adjusted.

It is worth stressing that, differently from the models in the pertinent literature which
focus on the matching between the energy production and demand [97], the models of
Sections 5 and 6 take into account (for the first time to the best of our knowledge) the
number of customers within the thermostatted kinetic theory approach.

The final step for a specific model is the quantitative validation, namely the tuning
of the parameters with empirical data. From the energy source network point of view, a
validated model can be employed for predicting issues on existing networks of energy
sources and to allow the comparison with the models presented in the pertinent literature.

The mathematical frameworks of the thermostatted kinetic theory and the related
specific models have been proposed to optimize and control the energy produced by the
network by means of the exchange of information (interactions) among the energy sources.
The optimization refers to environmental and economical issues [98]. This issue has been
largely underlined by the Petri Nets approach proposed in [28] where the introduction of
new rules requires the definition of a new set of nodes and transitions [34].

An important research perspective for the models for the solar and wind energy is
the introduction of the meteorological data as input information for the control of the
multisource system [99,100].
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The thermostatted kinetic theory approach appears more suitable and flexible. An
important advantage of dynamical system models, such as the thermostatted kinetic theory
approach, is the possibility to perform stability analysis, asymptotic behavior, and tuning. In
particular, the tuning, which is a crucial step in the quantitative validation of the model, has
a twofold importance: the model can be employed for predictable issues or for proposing a
novelty in the topology of the hybrid energy networks [101–103].
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