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Abstract: In this paper, the optimal design of a brushless direct current motor with a three-dimensional
(3D) structure using the response surface methodology (RSM) is presented. There were two opti-
mization goals: reduction of the cogging torque and maintenance of the back electromotive force
to prevent performance degradation. For motors with a 3D structure, a 3D finite element method
analysis is essential, though it requires considerable computation time. Therefore, to reduce the
optimal design time, the 3D structure was placed on the 2D plane. Thereafter, a 2D corrected model
was applied to the RSM. For the validity of the technique, the analysis results of the initial 3D model,
2D model, and 2D corrected model were compared, and the results of the optimal design 3D model,
2D corrected model, and experiment were compared.

Keywords: BLDC motor; magnet overhang; housing-integrated rotor; 2D equivalent; response
surface methodology; computation time

1. Introduction

With the development of technology, the mechanical commutation device of a DC
motor was changed to an electrical commutation device, and a brushless DC (BLDC) motor
was developed. In a DC motor, permanent magnets (PMs) are present in the external
stator. However, PMs in BLDC motors are in the rotor. They are divided into outer and
inner rotor types [1]. The outer-rotor-type BLDC motor has a large PM; therefore, it can
increase the torque, and its inertia is large, which is advantageous for constant-speed
operation [2,3]. Because of these characteristics, the outer-rotor-type BLDC motors are
typically used in fan and pump applications [4–6]. Meanwhile, the noise and vibration of a
BLDC motor affect the life of the device and cause inconvenience to users. Electromagnetic
vibration sources that affect noise and vibration include cogging torque, torque ripple, back
electromotive force (EMF), and total harmonic distortion (THD). Recently, studies on noise
and vibration optimization through the reduction of cogging torque have been actively
conducted [7,8]. In this study, the optimal design of cogging torque reduction, which is one
of the electromagnetic vibration sources, was carried out.

Three-dimensional structures, such as the magnet overhang and housing-integrated
rotor, are used to increase the power density. When a housing-integrated rotor is applied,
the magnetic flux path is secured, and the radial thickness of the yoke can be reduced.
When a magnet overhang is applied, the air gap flux density can be increased [9,10].

In general, the electromagnetic analysis of motors is performed using finite element
method (FEM) analysis. However, motors with three-dimensional (3D) structures, such as
magnet overhang and housing-integrated rotors, are difficult to analyze accurately with
two-dimensional (2D) FEM analysis. Therefore, motors with 3D structures require 3D FEM
analysis, which is unsuitable for optimal designs that require a lot of analysis and long
computation times. To this end, a method of interpreting a 3D structure’s 2D equivalent has
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been previously studied [11,12]. In the case of the magnet overhang, the magnetic energy
decreases as the volume of the PM decreases when converting from 3D to 2D. Therefore, to
maintain the magnetic energy equally, properties, such as coercive force and remanence, are
adjusted [13,14]. When an equivalent housing-integrated rotor is used, flux saturation due
to flux path reduction should be considered. The volume in the 3D structure is equivalent
to increasing the radial direction thickness of the yoke in a 2D structure.

In general, motors have a trade-off relationship. When one characteristic is improved
according to the control of a variable, the other characteristics deteriorate. Therefore,
several characteristics must be satisfied simultaneously. Multi-objective optimization
allows a user to select the optimal point through a family of variables [15–17]. For example,
electromagnetic characteristics, such as cogging torque, torque ripple, torque average value,
back EMF, and efficiency, may be classified and optimized so that they are minimized and
maximized, respectively.

The response surface methodology (RSM) is a type of multi-objective optimization
that creates a surrogate model by defining the relationship between variables and response
values based on response values derived from multiple analysis points. The RSM selects
an analysis point within a set variable range, predicts a surrogate model, and derives the
desired optimal point by applying the goal and desirability function of each response
value [18–22]. Unlike the global optimization technique that directly analyzes all points
to derive the optimal point, the result of the point selected through the surrogate model
has an error relative to the actual analysis result. As the number of objective functions
increases, the accuracy of the response surface decreases; therefore, two to four objective
functions are usually applied to the RSM [21,23,24].

In this study, a BLDC motor with a 3D structure was optimally designed based on the
RSM. The purpose of the optimal design was to reduce the cogging torque and maintain
the back EMF to sustain the electromagnetic characteristics of the motor [25,26]. During
optimization, winding specifications and things that are not factors were not changed.
Inductance is the ratio of flux linkage per current, and the no-load back EMF is proportional
to the time-varying magnetic flux linkage. Therefore, maintaining the no-load back EMF
means maintaining the inductance and flux linkage. Additionally, because things that are
not factors and no-load back EMF were not changed, efficiency and losses are similar to
the initial model. Therefore, they were not included in the objective function. The RSM
with a 3D structure requires considerable computation time; the optimal design time can
be shortened by proceeding with a 2D equivalent of the 3D structure during the optimal
design process. For the validity of the technique in this study, the 3D and 2D FEM analysis
results of the initial design were compared. Moreover, the 3D and 2D FEM analyses and
experimental results of the optimal design were compared.

2. The 3D Structure and Its 2D Equivalent
2.1. Analysis Model

Figure 1 shows the analysis model used in this study. It was an 8-pole, 12-slot BLDC
motor and had two 3D structures with a magnet overhang and a housing-integrated rotor.

2.2. Magnet Overhang

Because ferrite magnets have weaker magnetism than rare earth magnets, a larger
magnet volume is required to increase the output. The magnet overhang is a structure that
increases the axial length of the PM, reducing the magnetic flux leakage and increasing
the air gap magnetic flux density. The model to which the magnet overhang is applied
is not a plane structure. Therefore, it is indispensable to analyze the model as a 3D FEM.
However, because 3D FEM analysis requires considerable analysis time, it is efficient to
analyze models using a 2D equivalent for optimal design.
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Figure 1. The 3D structures of the analysis model.

Through the following equation, it is possible to derive a condition that allows the
magnet overhang to have the same magnetic energy, even though the volume decreases
when represented in 2D.

WH =
1
2

Bm1Hm1V1 =
1
2

Bm2Hm2V2 (1)

Equation (1) is about the magnetic energy of a PM WH as a function of magnetic flux
density, magnetic field strength, and volume. In Equation (1), Bm1, Hm1, and V1 are the
magnetic flux density, magnetic field strength, and volume at the operating point of the
PM in the existing model, respectively. Bm2, Hm2, and V2 are the magnetic flux density,
magnetic field strength, and volume at the operating point of the PM in the 2D corrected
model, respectively. Bm1, Hm1, and V1 are specified values in the 3D model, and when
converted to 2D, V1 decreases to become V2; therefore, Bm2 and Hm2 should increase. To
equalize the degree of energy flow when adjusting the operating point, the operating point
P1(Bm1, Hm1) of the 3D model’s PM should be the operating point P2(Bm2, Hm2) of the Pc,
which is the permeance coefficient, in the load line, as shown in Figure 2 [13,14,27].

Pc =
Bm

µ0|Hm|
=

µrecBm

Br − Bm
=

1
fleakage

× Lm

Lg
×

Ag

Am
(2)

Bm1 = Br + µ0µrecHm1 (3)
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Equation (2) is about the permeance coefficient as a function of Bm and Hm. In
Equation (2), fleakage is a leakage coefficient with a value usually between 0.85 and 0.95; in
this study, it was set to 0.9. µrec is the relative permeability, Br is the remanence, Lm is the
magnet axial length, Lg is the air gap length, Ag is the area of the air gap, and Am is the
area of the magnet. Equation (3) represents the demagnetization curve in Figure 2.

Equation (4) represents the operating point P1, which can be derived from Equations (2)
and (3).

Bm1 =
Pc

Pc + µrec
Br, Hm1 =

Bm1 − Br

µoµrec
(4)

The operating point P2(Bm2, Hm2) can be derived through Equations (1) and (2) and
the driving point P1(Bm1, Hm1).

Bm2 =

√
Bm1Hm1

V1

V2
µoPc, Hm2 =

Bm2

µ0Pc
(5)

2.3. Housing-Integrated Rotor

The housing-integrated rotor is a 3D structure that is applied to secure the magnetic
flux path and reduce the size of the device. As shown in Figure 3, when analyzing the
3D FEM, the magnetic flux flows not only in the yoke but also in the housing part. It
is impossible to consider the housing part of the housing-integrated rotor in 2D when
performing a 2D FEM analysis. When only the 3D yoke part is expressed in 2D, the rotor is
significantly saturated.
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The required values can be derived when the housing-integrated rotor is converted to
2D through the following equation:

Vhousing + Vyoke =
(

rro
2 − rri

2
)

πls (6)

In Equation (6), Vhousing is the volume of the housing part; Vyoke is the volume of the
yoke part; rro and rri are the outer and inner diameters of the rotor in 2D, respectively; and
ls is the axial length of the stator.

The rotor volume in the 3D model and the rotor volume in the 2D corrected model
were equated by extending the radial direction of the rotor in the 2D corrected model.

3. Design of Experiments (DOE)

The cogging torque, the optimization object of this study, is affected by the shape of
the motor, including the stator, rotor, and magnet. If there are many variables that can be
adjusted, unnecessary analysis points are created and the optimization period is increased.
Therefore, it is necessary to select and proceed with the most influential variables when
producing an optimal design.



Energies 2022, 15, 461 5 of 13

DOE is a technique for finding the optimal point with a small number of experiments
for the optimization target model. Because DOE derives a local solution within the range
of the desired solution, the DOE can select the optimal point relatively quickly within the
constraints. If DOE is applied, the influence of each factor on the model can be identified
and an optimization point can be determined by defining the relationship with the objective
function.

In general, factors that are significant in the objective function are selected through
factorial design, and the optimal point is determined by applying the selected factors to
the RSM.

3.1. Design Variables Affecting Cogging Torque

Cogging torque is a pulsation torque caused by a tendency to align the reluctance to
a minimum in a magnetic circuit composed of a stator, rotor, PM, and air gap of a model.
The cogging torque affects the torque ripple and adversely affects the performance of the
motor; therefore, it should be considered in an optimal design. The cogging torque can be
estimated using the following equation:

CT =
P·Q

LCM(P, Q)
(7)

In Equation (7), CT is the goodness factor, P is the number of poles, Q is the number
of slots, and LCM(P, Q) is the least common multiple of P and Q. The goodness factor is
a measure for estimating the size of the cogging torque and is inversely proportional to
LCM(P, Q). The model in this study was an 8-pole, 12-slot model, and the cogging torque
was large because the least common multiple was small [6,28,29]. To reduce the cogging
torque, variables related to the shape of the rotor, stator, and magnet should be applied. As
shown in Figure 4, the factors to be applied to the DOE in this study were three variables
for the stator and two variables for the PM.
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3.2. Factorial Design

Before proceeding with the RSM by applying the presented factors, meaningful factors
should be selected through factorial design. Applying the factorial design can select factors
that significantly affect the objective function and shorten the unnecessary optimization
time. In particular, in the multi-objective optimization method, the effect on each objective
function can be analyzed and selected according to the purpose. In this study, the 2k

factorial design is used; the coefficient represents the number of levels and the exponent
represents the number of factors. In the two-level factorial design, the level of all factors was
two, and the relational expression between factors and response values can be expressed
simply and efficiently. Figure 5 shows the relationship between the cogging torque and
back EMF, which were the objective functions of this study, and the variables. As the goal
of this study was to reduce the cogging torque while maintaining the back EMF, variables
that had a small influence on the back EMF and had a large influence on the cogging torque
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were advantageous. As shown in Figure 5, the PM offset, stator offset, and tooth width
were selected because the pole arc ratio has a significant influence on the back EMF, and
chamfering has little effect on either objective function.
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3.3. Factorial Design with Center Point

The RSM proceeds when the analysis result in the factorial design is near the optimal
point. The optimal point exists where there is a curvature on the response surface, where
it is located by adding a center point to the factorial design as a method to search for the
curvature. The evidence of curvature exists when the response values at the center point
are not included in the response surface in the factorial design.

3.4. Response Surface Method

When evidence of curvature is found in the factorial design with the center point, the
RSM is performed to determine the optimal point. In this study, the central composite
design (CCD), which is generally used among RSMs, was applied. Figure 6a,b shows
the CCD when two and three factors are applied, respectively. As shown in Figure 6,
the CCD considers the response value at the center and axial points, unlike the factorial
design. Because the response values of the central and axial points exist, the curvature at
the response surface and the quadratic terms of the response function can be estimated.

f(x) = a0 + a1x1 + a2x2 + a3x1x2 + a4x1
2 + a5x2

2 (8)
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Equation (8) is the response function of the two-factor RSM. f(x) is a response function,
a is an estimation coefficient, and x1 and x2 are the factor values of each variable. α, shown
in Figure 6, represents the distance from the central point to the axial point. If the axial
point and factorial point are designed to exist at an equal distance from the center point,
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the analysis model has rotationality, resulting in equal variance and improved algorithm
stability. The position of the axial point is generally determined by α = 4

√n f , where n f is
the number of factorial points.

Table 1 lists the optimization ranges of each factor. Each point is the position of the
axial point, and the value of α is 1.681 [30].

Table 1. Range of variables.

Variables Lower Limit Upper Limit

PM Offset 1 mm 2 mm
Stator Offset 4.5 mm 6.5 mm
Tooth Width 8.5 mm 9.1 mm

Table 2 shows the analysis points at the center, factorial, and axial points of the RSM.
The response values at each analysis point are shown, and the 1st to 8th analysis points
represent the axial points, the 9th to 14th analysis points represent the factorial points, and
the 15th analysis point represents the center point.

y1 = 4907.97 + 544.668 ∗ x1 + 44.7990 ∗ x2 − 1052.21 ∗ x3 − 58.5907 ∗ x1
2

−15.0979 ∗ x2
2 + 59.6963 ∗ x3

2 − 58.5878 ∗ x1 ∗ x2
+4.80467 ∗ x2 ∗ x3

(9)

y2 = 0.500444 + 0.0524745 ∗ x1 + 0.0536581 ∗ x2 + 0.465951 ∗ x3
−0.0266451 ∗ x1

2 − 0.00396127 ∗ x2
2 − 0.0217918 ∗ x3

2

−0.00424264 ∗ x1 ∗ x2 − 0.00377124 ∗ x2 ∗ x3

(10)

Table 2. Design variables and responses of the RSM.

Run PM Offset
(mm)

Stator Offset
(◦)

Tooth Width
(mm)

Cogging Torque
(mNm)

Back EMF
(Vrms)

1 1.20270 4.90540 8.62162 297.904 2.8869
2 1.79730 4.90540 8.62162 210.677 2.8488
3 1.20270 6.09460 8.62162 205.006 2.8602
4 1.79730 6.09460 8.62162 123.946 2.8224
5 1.20270 4.90540 8.97838 280.799 2.9078
6 1.79730 4.90540 8.97838 181.924 2.8687
7 1.20270 6.09460 8.97838 190.720 2.8794
8 1.79730 6.09460 8.97838 96.452 2.8408
9 1 5.5 8.8 258.151 2.8946
10 2 5.5 8.8 118.949 2.8295
11 1.5 4.5 8.8 273.221 2.8880
12 1.5 6.5 8.8 12.980 2.8415
13 1.5 5.5 8.5 228.151 2.8500
14 1.5 5.5 9.1 188.990 2.8835
15 1.5 5.5 8.8 206.225 2.8688

Equations (9) and (10) are the response functions estimated through the RSM. y1 and
y2 are the cogging torque and back EMF, respectively; x1, x2, and x3 are the PM offset, stator
offset, and tooth width, respectively. The tendency of the response value according to the
change in the factor value is determined by the linear, quadratic, and alternating terms of
each factor.

Figure 7 shows the contour plot of the response value according to the changes in the
factors. All the response surfaces have a curvature. As shown in Equations (9) and (10) and
Figure 7, when the PM offset and stator offset increased, the cogging torque and back EMF
decreased, and when the tooth width increased, the cogging torque decreased and the back
EMF increased.
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Figure 7. Contour plot of the cogging torque with (a) tooth width and stator offset, (b) tooth
chamfering and stator offset, (c) tooth chamfering and tooth width, and BEMF with (d) tooth width
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When using the response surface, the optimal point is selected using the goal and
desirability function of each response value. The goal was to maintain 2.84 Vrms, which was
the back EMF of the initial model, and to minimize the cogging torque. The desirability
function can assign importance to each target value by selecting a weight between 0.1 and
10, as shown in Figure 8. When the weight is close to 0.1, high satisfaction is derived even
if the response value is far from the target value, and when the weight is close to 10, high
satisfaction is derived near the target value. In this study, since the reduction in the cogging
torque and the maintenance of the back EMF are equally important values, the weights of
the two response values were set to 1. Figure 9 shows the result of selecting the optimal
point based on the relationship between each variable and the response values. Table 3
shows the inductances and the flux linkages in each analysis model, and the inductances
and flux linkages of the two models were similar.

Table 3. Inductance and flux linkage of each analysis model.

Analysis Model Initial Corrected Model Optimal 2D Corrected Model

Phase Inductance 86.07 µH 87.28 µH
Flux Linkage 0.0096 Wb 0.0097 Wb
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4. Results

Figure 10 shows the manufactured optimization model, housing-integrated rotor, and
magnet overhang.
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Figure 11a,b shows the cogging torque and back EMF results when the 3D structure
was converted to 2D, respectively, and the results of the 3D initial and 2D initial models are
also included; “2DC” in Figures 11 and 12 means 2D corrected. The values of the cogging
torque and back EMF in the 2D initial model were smaller than the values of the 3D initial
model. This was because the volume of the magnet decreased and the energy decreased;
the volume of the yoke decreased so that the magnetic flux path could not be secured. By
deriving the operating point of the magnet according to Equations (1)–(5) and adjusting
the B–H curve, the energy held by the PM was the same. In addition, the thickness was
increased so that the yoke was not saturated. Figure 11 shows that the analysis results of
the 2D corrected model were close to those of the 3D initial model.

Figure 12a,b shows the cogging torque and back EMF of the 2D corrected model,
respectively, when multi-objective optimization of the motor was performed by applying
the RSM, and the results of the 3D optimization model and the manufactured model are
shown. Figure 12a shows that the cogging torques of the experiment, optimized 3D model,
and 2D corrected model were approximate. Figure 12b shows that the back EMFs of the
experiment, optimized 3D model, and 2D corrected model are approximate.
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Table 4 shows the analysis results of the 2D corrected model under different load
conditions, when calculating the efficiency, the mechanical loss was set to 3%. Table 5
shows the experimental results under different load conditions of the manufactured model.

Table 4. Analysis results of the 2D corrected model.

Load Torque
(Nm)

Output Power
(W) Core Loss (W) Copper Loss

(W) Efficiency (%)

0.5 139.1 11.74 3.46 87.44
1 274.2 13.31 12.32 88.71

1.5 408.9 14.64 25.88 88.25
2 548.0 16.10 44.60 87.33

2.42 669.7 17.65 64.59 86.39

Table 5. Experiment results of the manufactured model.

Load Torque
(Nm)

Output Power
(W)

Core + Mechanical
Loss (W)

Copper Loss
(W)

Efficiency
(%)

0.5 137 25.4 3.91 82.76
1 274 27.3 12.34 88.05

1.5 411 33.7 26.18 88.28
2 548 44.1 45.92 87.17

2.38 651 54.2 64.81 87.58

Table 6 shows the analysis time of the 2D corrected model and the 3D model. It can
be seen that the times for the no-load and load analyses of the 2D corrected model were
significantly shorter than the analysis time for the 3D model. The specifications of the CPU,
RAM, cores, and mesh, which is the total number of elements, are shown for the validity of
the analysis results.
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Table 6. Analysis time.

2D Corrected Model 3D Model

No-load analysis (s) 71 39,381
Load analysis (s) 5891 142,958

Mesh 10,253 809,367
CPU Intel Core i9-11900K @3.50 GHz
RAM 128 GB
Cores 4 of 8

5. Conclusions

In this paper, the optimal design of a BLDC motor with a 3D structure through RSM
is presented. To improve the performance of the motor, reducing the cogging torque and
maintaining the back EMF were selected as the objective functions. Because it is difficult to
perform 2D FEM on models with 3D structures and 3D FEM analysis takes considerable
time, 3D structures were analyzed by using an equivalent 2D structure. The magnet
overhang was equated by adjusting the B–H curve to have the same magnetic energy when
the volume of the magnet changed. The housing-integrated rotor increased the thickness of
the yoke in the 2D model to maintain the total volume in the 3D structure by considering
flux saturation. When comparing the cogging torque and back EMF of the initial 2D model,
initial 2D corrected model, and initial 3D model, the results of the initial 2D corrected
model were close to those of the initial 3D model.

The RSM was applied as the model optimization technique, and a two-level five-
factorial design was used to select the variables to be applied to the RSM. The PM offset,
stator offset, and tooth width were selected as factors because out of the two objective
functions since they affect the cogging torque more. Before advancing with the RSM, a
factorial design with a center point was performed to check whether the factors were
suitable for proceeding with the RSM, and a curvature appeared on the response surface of
the cogging torque and back EMF. Therefore, a CCD was performed using three selected
factors as variables. The response surface was derived according to the values of each
variable through linear, quadratic, and alternating terms estimated through the CCD. After
that, by selecting the optimal point, the 2D corrected model was inversely equivalent to
the 3D structure model, and it was confirmed that the electromagnetic characteristics were
similar. Because the electromagnetic characteristics were maintained after optimization,
the validity of the optimal design technique of this study was verified. Therefore, the time
to optimize the BLDC with 3D structures was shortened by using a 2D corrected model.
By using the 2D equivalent technique of this study, it will be possible to reduce the load
analysis time of the BLDC of the 3D structure, which consumes considerable computation
time. In addition, because the RSM requires few analysis points, it will be possible to
optimize the electromagnetic characteristics under load faster than other techniques.
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