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Abstract

:

As the number of available renewable energy sources has increased annually, there has been a corresponding rise in the levels of pollution created by traditional electricity generation, ultimately contributing to breaking down the stability of the electrical system at large. Therefore, there is an increasing need to integrate the use of nonpolluting electricity sources, such as pumped storage hydropower plants (PSHP), to ensure the stability of the power system and to maintain the frequency of the system from year-to-year. This paper addresses the issue of PSHP being unsuitable for providing Frequency Containment Reserve (FCR) services and proposes real measurements of the aggregation approach to obtain different data arrays. Based on this, the proposed methodology is orientated toward obtaining transfer functions that were developed using the parametric identification models, and the efficiency of these functions was thoroughly investigated. The proposed transfer function in this paper, in combination with battery energy storage system (BESS) technologies, would allow PSHP technologies to occupy a space in the ancillary services market by providing FCR, Frequency Restoration Reserve (FRR), and Replacement Reserve (RR) services. The performance of the function activated in the BESS is positively validated using the Simulink modeling environment.
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1. Introduction


To simultaneously reduce carbon emissions and to meet the needs of today’s customers, the electricity system has not only experienced a rapid expansion but also received an increasing amount of attention and financial investment toward the development of renewable energy technologies. The European electricity system changes each year as centralized and synchronous high-power machines are being replaced by a decentralized production of low-power RES [1]. Such transformations to this power system pose new challenges, such as an increasing need to balance unpredictable fluctuations in power from RES (e.g., wind farms and solar power plants) and reducing inertia and problems resulting from controlling the frequency. Therefore, frequency control becomes an essential challenge for power system operators to ensure frequency fluctuations within acceptable limits [2]—given that, in the future, traditional generation sources and, in particular, coal-fired power plants, will no longer be in use—to meet the targets of the electricity sector [3]. An issue concerning the short-term inertia that will be experienced at the peak of wind farm production can be solved by utilizing PSHP—a solution that also balances any potential loss of energy or surplus, such as in the case of intermittent electricity generation from RES (wind farms and solar power plants).



PSHP energy storage technology is currently the most advanced and widely used, accounting for more than 99 percent of presently existing large-scale energy storage systems worldwide [4]. It is estimated that, in the future, the demand for the electricity system can be met through production from all types of hydropower plants, including PSHP. However, due to the complex and challenging nature of the process to regulate electricity through hydro units, not only is the reaction time of hydro generators estimated to take longer, but also, because the nature of the transient process is different from that of thermal turbines, this will ultimately result in a decrease in overall system stability or, in the event of a rapid change in load, total loss of stability [5]. Thus, due to its hydrodynamic properties and cavitation phenomenon, PSHP is not suitable for operation in short-term power control modes.



In recent years, the cost of battery energy storage systems (BESS) has fallen due to their widespread use in balancing the global electricity system. This has also resulted in a significant decline in prices in the Li-ion chemical industry due to their widespread and promising potential for usage in the automotive industry. BESSs are increasingly being used in the energy sector, specifically serving as the primary choice to provide frequency control services across the market due to their potential to rapidly change in power across entire ranges. Therefore, the transfer function proposed in this paper could be utilized with BESS technologies by combining it with PSHP into virtual power plants (VPPs) or installing locally. Such a solution would allow PSHP technologies to occupy a space in the ancillary services market by providing FCR, FRR, and RR services.




2. Fundamentals and Review of Applications: The Hydro Power Plants Providing FCR


2.1. PSHP Participation in the Ancillary Services Market


For the stable and reliable operation of the continental European electricity system, ENTSO-E has set several requirements that each European synchronous area transmission network operator must comply with. One of these requirements is primary frequency regulation—FCR. Network Code on Requirements for Grid Connection Applicable to all Generators (RFG) [6] and The Guideline on Electricity Transmission System Operation (SO) [7] define frequency regulation reserves at three levels: FCR, FRR, and RR. The Frequency Containment Reserve (FCR) is the active power reserve available to restrain system frequency after a short-circuit or loss generation/load in the power system. The FCR must be activated within 30 s and should supply the network with active power for up to 15 min. The Frequency Restoration Reserve (FRR), which can be activated both automatically and manually, is necessary to restore the power frequency to the nominal value, to replace the activated sources of the primary reserve, and to maintain these energy sources so that they are ready for the next emergency. The Replacement Reserve (RR), which is intended to replace the FRR upon activation, must be activated within 15 min of the start of an accident and no later than up to 12 h after.



The following are the primary frequency and power reserve requirements that any generators providing the FCR services or that are connected to the transmission system must meet [6] requirements (Figure 1).



For the PSHP to provide FCR and FRR services, the PSHP must be able to operate at a partial load and to be able to both quickly and frequently change the operating mode from pump to generator and vice versa. As such, any unstable operating conditions have a negative impact on the entire PSHP system, including on the planned modes of operation for any power operating in a constant state [8]. In [9,10], after considering all potential possibilities for virtual frequency control of PSHP in combination with the examination of the usage of wind farms or diesel generators in islanded operation, it was established that PSHP is too slow to provide FCR.



More details regarding the unstable operation of PSHP under fast-changing and transient load conditions are described in [11,12]. In [11], examining and explaining the influence of the S-shape characteristic on the operation of the PSHP, the authors identified complex flows in the S-shape characteristic zone, such as backflow at the runner inlet, stationary vortex formation, and a rotating stall in the vaneless space. As such, any sudden changes in pressure drop, turbine or generator rotor speed, and torque can be observed in short-term and intermittent operations.



Other authors [13,14,15] examined complementary technologies to balance short-term power fluctuations due to volatile RES production through PSHP. The authors named the disadvantages of PSHP to be slow responses due to high water constants, which occurred as compensation for the need for additional technology to supply and consume power in a relatively short period of time to avoid excessive system-wide power and frequency fluctuations.



Several papers examined the positive impact of PSHP on the provision of short and medium-term regulatory services in an RES dominated power system. According to [16,17,18,19,20], in all studies, PSHP is considered an independent operating unit or one connected to VPPs, and PSHP is modeled using a simplified mathematical model. In doing so, this takes into account capacity; power limits; and in some cases, both the lower and upper permissible power limits, without considering the dynamic capabilities of the PSHP. There is a very limited number of studies that provided detailed and dynamic analyses of PSHP usage and system integration. Many scientists are looking for new ways to balance the increasing number of short-term fluctuations that occur in an actively changing power system, thus eliminating short-term frequency fluctuations and doing so without exceeding the allowable bandwidth of power fluctuations occurring on interconnectors. Therefore, many papers examine and refine an automatic generation control (AGC) algorithms to increase the integration of renewable energies (e.g., solar and wind power) together with hydro power plants (HPPs) or PSHP. Guezgouz [21] proposed an energy management strategy that combines PSHP with a flexible battery system to balance solar and wind farms. The above-proposed management strategy is based on the Gray Wolf optimization method, which aims to optimize such an integrated system by streamlining its composition of it. The author of [22] proposed to combine a battery systems into an AGC system to reduce the impact of RES power fluctuations on the power system. In [23], the authors analyzed the influence of system load fluctuations on frequency regulation when AGC was installed in both thermal–thermal and hydro–thermal environments. To improve system frequency control, this paper proposed simultaneously optimizing the parameters of AGC and Double-Fed Induction Generator (DFIG) controllers using the Cuckoo search algorithm.



The analyzed papers mentioned above only confirm the results of real measurements (Figure 2), where the regulation of short-term power fluctuations and the provision of FCR services are not possible with the use of PSHP. From the curve in Figure 2, we can see that after activating the FCR, due to a cavitation phenomenon and high water constant observable active power loss only at the initial moment of activation, an increase is observed approximately 6–10 s following. Therefore, PSHP is unable to meet the requirement outlined by network codes [6,7], which requires generators providing FCR service to be able to fully activate power within 2 s to meet the set power increase characteristic from Figure 1, thus limiting their participation in the FCR services provider market.




2.2. BESS Participation in the Ancillary Services Market


More than one paper examined and presented solutions for the use of BESS in short-term power regulation regimes, including the possibility for them to be utilized in FCR. In [24], the authors suggested a possibility for leasing BESS, where the consumer was given the opportunity to increase the profits provided by BESS by combining energy sources as well as by providing frequency management services. Additionally, many papers provided innovative solutions for battery power optimization, the control of various algorithm methods, and successful battery participation in the FCR market [25,26,27,28,29,30]. Due to its fast electrochemical processes, BESS is mainly used to provide ancillary services. Most energy storage technologies are connected to the grid via power converters, so they can change their active power output and consumption over the entire power range in a matter of 0.5–2 s. BESSs with appropriate control systems have the potential to help the power system in reducing frequency deviations better than conventional generators [31].



There are currently no published scientific papers outlining when PSHP is involved in primary frequency regulation. Only [5] provides an instance where the 13 MWh battery is used as ancillary equipment to the existing PSHP, which contributes to energy supply by ensuring FCR, FRR, and RR. A more detailed outline operation of the technology and algorithms is not provided.



This paper presents an algorithm that not only allows PSHP to ensure FCR but also ultimately helps to increase PSHP flexibility and provides the opportunity to work in short-term power control modes. This solution can be used as a remote virtual power plant that can optimize the response of each PSHP governor during a short circuit, thus ensuring the requirements and quality of the FCR as specified in the network code requirements.





3. The Methodology and Mathematical Models


The aims of the methodology development and its effectiveness research include the following:




	
Using the results of real measurements of a hydro-generator (PSHP), while FCR is activated, to develop a methodology for determining the transfer function;



	
Determining the transfer function suitable for use in real controllers; and



	
Checking the suitability of the obtained transfer function for hydro “pit” compensation while the FCR operates.








Hydroelectric electromechanical processes related to active power and frequency control are usually modeled using the following mathematical models: HYGOV, HYGOV2, HYGOVM, HYGOVRU, etc. The simpler mathematical model chosen in this study consists of a single transfer function, the parameters of which are determined using parametric identification. This function is used to model the unit’s characteristics during the initial transition process for up to 6–10 s because, in this power range, hydro units generally do not meet the requirements stated in [6].



The typical discrete-time linear mathematical model (Figure 3) used for parametric identification can be summarized as follows:


  A  (  q , a  )  y  ( t )  =   B  (  q , b  )    F  (  q , f  )    u  ( t )  +   C  (  q , c  )    D  (  q , d  )    e  ( t )  .  



(1)







Depending on the polynomial combinations of A, B, C, D, and F, there can be thirty-two structures of the mathematical models. In the study, three models were used in parametric identification (autoregressive moving average model with exogenous inputs model (ARMAX), Output Error Model (OE), Box–Jenkins (BJ)). These models were selected to determine the parameters of the mathematical model of the hydro unit (to obtain the best estimates).



3.1. ARMAX Model


ARMAX model structure is as follows:


  y  ( t )  +  a 1  y  (  t − 1  )  + … +  a   n a    y  (  t −  n a   )  =  b 1  u  (  t −  n k   )  + … +  b   n b    u  (  t −  n k  −  n b  + 1  )  +  c 1  e  (  t − 1  )  + … +  c   n c    e  (  t −  n c   )  + e  ( t )  .  



(2)







Accordingly, we have the following:


  na :    A   ( q )  = 1 +  a 1   q  − 1   + … +  a   n a     q  −  n a    ,  



(3)






   nb :    B   ( q )  =  b 1  +  b 2   q  − 1   + … +  b   n b     q  −  n b  + 1   ,    



(4)






   nc :    C   ( q )  = 1 +  c 1   q  − 1   + … +  c   n c     q  −  n c    .    



(5)







A simplified expression can be rewritten:


A(q, a)y(t) = B(q, b)u(t − nk) + C(q,c)e(t).



(6)







This model is recommended for modeling dynamic systems and autoregressive moving average processes.




3.2. OE Model


The OE model does not use any parameters to model the noise/interference characteristics. The model identifying the parameters of the OE model is the same as the ARMAX model. This is a slightly simpler structure model than the BJ mathematical model and is a separate case of the BJ model. If the component of the real disturbance is close to white noise e(t), then this model can ensure the conditions of identification and achieve high adequacy of the model for real processes.



The OE model is expressed as follows:


  y  ( t )  =   B  (  q , b  )    F  (  q , f  )    u  (  t − nk  )  + e  ( t )  .  



(7)







Accordingly, we have the following:


nb: B(q) = b1+b2 q−1+⋯+bnb q−nb+1,



(8)






nf: F(q) = 1+f1 q−1+⋯+fnf q−nf.



(9)








3.3. BJ Model


The BJ polynomial model is more complex than the ARMAX and OE models, and a more complex optimization problem needs to be solved to obtain results. The problem of double model selection has to be solved, i.e., not only the dependence coefficients of the input and output values describing the model but also the parameters of the noise transfer functions are selected. The BJ model is recommended for use in modeling dynamic systems.



The optimized structure of the BJ model can be expressed as follows:


  y  ( t )  =   B  (  q , b  )    F  (  q , f  )     u i   (  t − nk  )  +   C  (  q , c  )    D  (  q , d  )    e  ( t )  .    



(10)







The sequence of the BJ model is defined by the following:


  nb : B  ( q )  =  b 1  +  b 2   q  − 1   + … +  b  nb    q  − nb + 1   ,  



(11)






  nc : C  ( q )  = 1 +  c 1   q  − 1   + … +  c  nc    q  − nc   ,    



(12)






   nd : D  ( q )  = 1 +  d 1   q  − 1   + … +  d  nd    q  − nd   ,      



(13)






   nf : F  ( q )  = 1 +  f 1   q  − 1   + … +  f  nf    q  − nf   .    



(14)







To apply the discrete transfer function to most controllers, a Laplace transform was performed, and continuous transfer function was obtained, but if the controller can implement Z transformation, then it is recommended to use discrete transfer function, avoiding additional errors related to transfer function transformation. The parameters of the mathematical model are selected during the optimization:


   θ ^  = arg   min  θ    ∑   i = 0   n − 1     ( y  (  t + 1  )  −  y ^   (  t + 1  )  , θ )  2  .    



(15)







After concluding mathematical models, it is very important to evaluate their adequacy in the real system. In this study, identity is assessed by calculating these parameters:


   R  y  y ^    =     ∑   t = 1  n  y  ( t )    y ^    ( t )        ∑   t = 1  n     (  y  ( t )   )   2        ∑   t = 1  n     (    y ^    ( t )   )   2      ,  



(16)






    R 2  =    (      ∑   t = 1  n  y  ( t )    y ^    ( t )        ∑   t = 1  n     (  y  ( t )   )   2        ∑   t = 1  n     (    y ^    ( t )   )   2       )   2  ,      



(17)






   RMSE =    1 N   ∑  y  ( t )  −   y ^     ( t )  2    .      



(18)








3.4. The Data Used in the Calculations


In 2019–2020, the tests and measurements were performed in the power plants of the Lithuanian electricity system to create mathematical models of the power plants. For the selected PSHP, all measurements, results, and profiles/graphs are not included in the paper to ensure energy security and data confidentiality.



Measurements were performed in the power plant using a test bench. With it, the frequency step signal was transmitted to the power plant control system. Measurement data were captured at all primary active power set points: Pn1 = 0.9 pu and Pn2 = 1 pu, at +200 mHz and −200 mHz frequency deviation. Four curves, Pn1(−200), Pn1(+200), Pn2(−200), and Pn2(+200), were obtained and used for the calculations presented in this paper. The recorded measurements data were further used in the calculations to obtain a transfer function; to compensate for the active power deficit/surplus of the PSHP when FCR is activated; and to provide the FCR according to requirements (graph shown in red in Figure 2) [6]. The measurements provided in Figure 2 were aggregated to obtain a universal transfer function. The four curves obtained during the measurements were aggregated, and three curve stets were derived. It should be noted that the PSHP active power “pit” (yellow curve, Figure 2) was used for the calculations, i.e., part of the curve where the active power of the PSHP reaches the value of the FCR requirement (point of intersection of the red and blue graphs in Figure 2).




3.5. The Developed and Proposed Methodology


	1.

	
The required active power value Preq was calculated to activate FCR, based on FCR requirements (in accordance with the requirements stated in [6]).




	2.

	
Active power difference PΔ was calculated, at t1 = i + tst, for each time period i, between the actual PSHP active power value Pa and the required active power Preq for FCR:


   P Δ  =  |   P    req  i    −  P   a i     |  = 0 .  



(19)




For further calculations, the measurement data were used in the time interval, from ta to tb (Figure 2). The active power differences PΔ1(−200), PΔ1(+200), PΔ2(−200), and PΔ2(+200) were calculated for each curve in the range from ti to tb, Pn1(−200), Pn1(+200), Pn2(−200), Pn2(+200).




	3.

	
Measurement data were aggregated and obtained three different measurement data sets (hereinafter “Measurements”):




	3.1

	
First Measurements: maximum value PΔ1(−200), PΔ1(+200), PΔ2(−200), and PΔ2(+200) in the range (ta; tb). That means the maximum value from four real measured curves was used to compile a new curve;




	3.2

	
Second Measurements: one of four curves was selected, taking into account the maximum deviation of PΔ1(−200), PΔ1(+200), PΔ2(−200), and PΔ2(+200) curves by amplitude in the range (ti; tb).




	3.3

	
Third Measurements: the arithmetic mean of four curves was calculated:


     ( |   P  Δ 1    (  − 200  )   i    | + |  P  Δ 1    (  + 200  )   i    | + |  P  Δ 2    (  − 200  )   i    | + |  P  Δ 2    (  − 200  )   i     | )   4  .  



(20)














	4.

	
New value is calculated    P  NEW _ Δ 1 , 2    (  ± 200  )    t + n       when the aggregated curve of each Measurement is moved upward so that the active power crosses zero value at time ta when FCR is activated. Therefore, the initial value of active power at time ta is subtracted from all values of active power up to tb so that the initial value of PΔ starts from zero (Figure 4):


   P  NEW _ Δ 1 , 2    (  ± 200  )     t 1  + n     =  P  Δ 1 , 2    (  ± 200  )     t 1  + n     −  P  Δ 1 , 2    (  ± 200  )     t 1      .  



(21)








	5.

	
Parametric identification was performed using the aggregated Measurements obtained in the fourth point of the methodology. Three sets of discrete transfer functions for each Measurement were obtained using the BJ, ARMAX, and OE parametric identification models. Transfer functions for the first set are presented below. The transfer function in (22) was obtained by the OE model, that of (23) was obtained by ARMAX, and that of (24) was obtained by BJ. The other two sets of transfer functions are not presented in this paper.


    0.4101 + 0.5444  z  − 1   − 1.842  z  − 2   + 0.8847  z  − 3     1 − 2.428  z  − 1   + 1.86  z  − 2   − 0.4312  z  − 3     .  



(22)






     0.6074 + 0.7691  z  − 1   − 0.8391  z  − 2   + 0.6435  z  − 3     1 − 1.214  z  − 1   − 0.5243  z  − 2   + 0.7339  z  − 3     .    



(23)






     1.187 + 1.484  z  − 1   − 0.2899  z  − 2     1 − 1.994  z  − 1   − 0.9949  z  − 2     .    



(24)








	6.

	
Ryŷ and R2 coefficients were calculated for all three sets of transfer functions to choose the most accurate transfer function. The calculation results are presented in Table 1.




	7.

	
The continuous transfer functions are derived from the discrete transfer function (first sets—(22)–(24); second and third sets not presented in the paper) using Laplace transform. Such a transform is performed to facilitate implementation of the controller algorithm in practice, as most controllers support continuous transfer functions, and moreover, it simplifies the tuning work of controllers, as continuous transfer functions are engineer-friendly (engineers usually have more experience with continuous transfer functions). The continuous transfer function in (25) was obtained by the OE model, that of (26) was obtained by ARMAX, and that of (27) was obtained by BJ.


    − 0.5003  s 3  + 18.12  s 2  + 67.33 s − 4.204    s 3  + 7.956  s 2  + 0.4121 s + 0.533   .    



(25)






     − 0.3738  s 3  − 0.8047  s 2  + 2243 s − 888.8    s 3  + 145.2  s 2  + 45.44 s + 38.79   .    



(26)






     0.7423  s 2  − 8.999 s − 0.6763    s 2  + 0.05076 s + 0.06221   .      



(27)




Other sets (second and third) of transfer functions were obtained using the same method.




	8.

	
The most accurate transfer functions that were obtained by the OE parametric identification model were selected based on the Ryŷ and R2 calculated in the sixth point of the methodology. As we see from the results presented in Table 1, the OE parametric identification model is 2.31% more accurate than ARMAX and 4.04% more accurate than BJ. The transfer functions in (28)–(30) obtained by the OE model have the highest Ryŷ (0.908). These transfer functions are used in further calculations. It is worth mentioning that (28) obtained by the OE model using first Measurements are a maximum value (3.1), that (29) obtained using the second Measurements are the maximum deviation (3.2), and that (30) obtained using the third Measurements are the arithmetic mean (3.3).


    0.7188  s 2  + 5.925 s + 2.704    s 2  + 0.09133 s + 0.2619   .  



(28)






     − 0.569  s 3  − 0.756  s 2  + 210.5 s − 36.1    s 3  + 19.8  s 2  + 1.605 s + 0.000002981   .    



(29)






     − 0.5003  s 3  + 18.12  s 2  + 67.33 s − 4.204    s 3  + 7.956  s 2  + 0.4121 s + 0.533   .      



(30)








	9.

	
To be able to achieve optimal performance of BESS covering active power “pit”, it is necessary to calculate proper sizing of the battery. In general, BESS capacity (MWh) is calculated by using Equation (31):


    C  MWh   =   ∫  0 t  P d t .      



(31)




Therefore, with real measurement data of the PSHP, more accurate mathematical equations are used (Equation (32)). It requires accurate measurements with a high sampling rate.


    C   B  MWh     =    C  req   −  C a     D  discharge   ×  D  efficience     =     ∫    t a     t b     P  req   d t −   ∫    t a     t b     P a  d t    D  discharge   ×  D  efficience     .      



(32)




The simplified Equation (33) presents how to calculate BESS capacity (MWh) in a more convenient way if real measurements of PSHP are known:


    C   B  MWh     =  (      ∑   i = 1  n   P  req _ i   −   ∑   i = 1  n   P  a _ i     n ×  D  discharge   ×  D  efficience      )  k × j .      



(33)




The BEES power in MW can be calculated using the maximum value between Pa and Preq in time periods ta and tb of the real data measurements of PSHP presented in Figure 4:


    P   B  MW     = max  |   P  req _ i   −  P  a _ i    |  .      



(34)













4. Results and Discussion


The continuous low-order transfer functions are easier to adapt and configure controllers. These transfer functions require the frequency change input signal to obtain the active power difference at the controller output and to submit a command to the battery system.



In this paper, the frequency change signal is simulated and submitted as an input signal of transfer functions; therefore, the active power is obtained at the output. It is important to mention that the output curve of transfer function is used for the first 6–10 s only to compensate for the power deficit/surplus of the PSHP and to meet the requirements of the FCR requirements stated in [6]. Depending on the water time constant of the HPSPP and hydraulic processes in the hydro turbine, the time period of power surplus/deficit (the first few seconds when FCR activated) may vary. Therefore, the transfer function is adjusted for each HPSPP or HPP using provided methodology in Section 3.5. considering the results of real measurements when FCR is activated.



A calculation in the Matlab Simulink environment was performed to investigate the efficiency of the developed methodology. The simulated frequency step is an input signal of the transfer functions in (28)–(30) in the MATLAB Simulink environment (Figure 5).



The output signals of the transfer functions in (28)–(30) obtained by the OE parametric identification model at the frequency change (fourth square, Figure 5) are compared with the actual measurement data Pn1(−200), Pn1(+200), Pn2(−200), and Pn2(+200) and aggregated measurements (first square, Figure 5) obtained according to Section 3.5, (3.1, 3.2, and 3.3 points) (Figure 6).



The output data of research model (Figure 5) in square No. 2 “Real measurement output” and No. 3 “Output of the transfer functions” were used to calculate the Ryŷ, RMSE, and R2 coefficients. Real-time measurements (Pn1(−200), Pn1(+200), Pn2(−200), Pn2(+200)) and transfer functions (28)–(30) were used. The calculated results are presented in Table 2.



As we can see from Table 2, output signal of the transfer function (30) has the most accurate results in comparison with actual measurements because Ryŷ is the highest and RMSE is the smallest. From the Ryŷ results, we see that the output signal of transfer function (30) is 2.31% better than that of transfer function (28) and 1% better than that of transfer function (29). The same is seen for the R2 results in that the output signal of transfer function (30) is 4.77% better than that of transfer function (28) and 2.00% better than that of transfer function (29). RMSE proves that the output signal of transfer function (30) shows the best results—25.23% and 45.87% accordingly.



Ryŷ, RMSE, and R2 were calculated in the same way as that for the data provided in Table 2. Instead, real-time measurements (Pn1(−200), Pn1(+200), Pn2(−200), Pn2(+200)) used aggregated Measurement (3.1, 3.2, and 3.3). The calculated results are presented in Table 3.



As we see from the calculation results provided in Table 3, it is obvious that the third function shows the most reliable results by covering the “pit” of the PSHP when FCR is activated because Ryŷ is the highest coefficient and the RMSE is the lowest. From the Ryŷ results, we see that the output signal of transfer function (30) is 3.32% better than that of transfer function (28) and 4.36% better than that of transfer function (29). Similarly, the R2 results show that the output signal of transfer function (30) is 6.54% better than that of transfer function (28) and 8.53% better than that of transfer function (29). RMSE proves that the output signal of transfer function (30) shows the best results—143.48% and 160.75% accordingly. Moreover, transfer function (30) has the smallest order, which leads to a mathematically more stable state.



Seeing as aggregated measurements were used to obtain transfer functions, calculation results in Table 3 are better because function output results are compared with the same aggregated measures. To determine which function to use in a real system, it is necessary to consider the results of Table 2, as the output signal of the function is compared with the actual measurements. This gives the most precise picture of transfer function capability to cope with the hydro-generator “pit” and to supply/consume a necessary amount of active power in case of PSHP participating in the FCR market.



The comparison of the results was performed according to Ryŷ, as this coefficient shows exactly how the output signal of the function corresponds to the trend of the compared curve and not to the active power peaks, as RMSE indicates. In a real system, it is most important to follow the PSHP/HPP active power decrease/increase trend, as it impacts system stability. The power system inertia will “cut out” the active power peaks and therefore will be not visible in a real system, so it is meaningless to follow the active power peaks.




5. Validation of Transfer Function Modeling BESS


BESS model with an embedded transfer function (29) simulated in Simulink consists of a 3.6 MWh and a 9 MW Li-ion battery. Capacity (MWh) and power (MW) were calculated using Equations (33) and (34) accordingly. It is recommended that the transmission or distribution system operators determine the j coefficient (33) and issue as one of the mandatory requirements in the connection condition to connect BESS to a power system.



In this paper, the j coefficient was calculated by assuming that FCR services are provided only up to one hour because such a mode is the most difficult for BESS operation. It is worth mentioning that FCR services are usually provided both upward and downward throughout an hour in a real system. The quantity of FCR services, provided both downward and upward throughout the hour, is approximately equal. To accurately determine the value of j, the historical data of the frequency measurements must be evaluated; therefore, statistical analysis must be performed.



The controller activates BESS at the initial time period simultaneously with FCR, when the frequency of the power system deviates from the nominal value. The total activating time of BESS is calculated as follows:


   t  BESS _ out   =  t b  −  t a  .  



(35)







In a Li-ion battery, the maximum active power can be activated within 0.5–1 s, and the maximum ramping speed is 0.021–0.042 MW/ms. According to Figure 7, the maximum power shall be activated at the fourth second. After analyzing real data measurements, it can be concluded that BESS shall reach maximum active power output between the fourth and sixth second (measurements cannot be enclosed in the paper due to confidentiality).



The results show that BESS with an embedded transfer function (29) improves the active power input to the power system and covers the PSHP active power “pit”. The results provided in Figure 7 prove that the derived transfer function using the provided methodology allows PSHP to provide FCR services according to the requirements stated in [6].




6. Conclusions


A methodology was developed to obtain a transfer function using PSHP measurement data recorded during a real experiment when FCR is activated. The continuous low-order transfer functions created using the Laplace transform can be applied and used in real controllers.



Parametric identification mathematical models (ARMAX, OE, BJ) were used to obtain transfer functions. The most optimal OE identification model was selected because it is 2.31% more accurate than ARMAX and 4.04% more accurate than BJ, and discrete, continuous transfer functions were created.



The output signal of continuous transfer functions was compared with actual and aggregated measurements. The correlation function (   R   y  y ^      ), determination coefficient (R2), and root-mean-square error (RMSE) were calculated to determine which transfer function is capable of coping with a hydro-generator “pit” and to supply/consume a necessary amount of active power in case PSHP participates in the FCR market.



The correlation results in Table 2 show that, when comparing transfer functions’ output signals with the actual measurements, the output signal in transfer function (30) is 2.31% better than that of transfer function (28) and 1% better than that of transfer function (29). Comparing the output signals from transfer functions with aggregated measures shows that the output signal of transfer function (30) is 3.32% better than that of transfer function (28) and 4.36% better than that of transfer function (29). Based on the calculation results, using the transfer function in (30) in a real system was suggested. Moreover, this function has the smallest order, so its output signal is closer to the active power trend of PSHP curve, and such a function is mathematically more stable.



It can be concluded that using the provided methodology and obtained transfer function in combination with BESS allows PSHP to provide FCR services according to the requirements stated in [6]. This transfer function is based on the power system frequency deviation signal, which is transmitted to the input of the transfer function, and its output signal is the active power order to BESS. This output signal is used only at the initial time until the PSHP reaches the value of the active power required by regulations to participate in FCR services; in other words, BESS only operates in the range of active power variation in which PSHP does not meet the requirements of [6].



A methodology for battery power (MW) and capacity (MWh) selection is proposed. The proposed transfer function allows for combining battery systems with HPP/PSHP to VPP. The biggest benefit of such a VPP is not only providing FFR and RR services but also allowing participation in the market of FCR provision services. Taking into account the increasing integration of RES and the fact that many European countries have a goal to reach 100% generation of electricity from RES, the proposed methodology allows for obtaining a transfer function for BESS, which in combination with HPP/PSHP, can be successfully integrated into the market of ancillary services as remote VPP.
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Nomenclature




	     Δ  P 1     P  max       
	the active power range and the maximum power ratio (frequency response range);



	t1
	the maximum allowable initial delay, up to 2 s;



	t2
	the maximum allowed activation time, up to 30 s;



	A, B, C, D, F
	polynomial functions;



	q
	the time shift operator;



	u(t)
	freely variable input variable (e.g., control signal);



	y(t)
	output variable;



	e(t)
	sequence of unrelated random values, also called white noise;



	a, b, c, d, f
	vectors of parameters of corresponding polynomials;



	y(t)
	output at time t;



	u(t)
	input at time t;



	na
	the order of the autoregressive (AR) model;



	nb
	the order of the exogenous input model (X);



	nc
	the order of the moving average model (MA)



	nk
	number of input samples;



	y(t−1)…y(t−na)
	primary outputs;



	u(t−nk)…u(t−nk− nb+1)
	primary and delayed inputs;



	e(t−1)…e(t−nc)
	white noise value;



	   θ =  [   a 1  ,  a 2  , ⋯ ,  a   n a    ,  b 1  ,  b 2  , ⋯  b   n b    ,  c 1  ,  c 2  , ⋯  c   n c     ]    
	the parameter vector;



	na, nb, nc
	coefficients of ARMAX model variables;



	nk
	a delay of ARMAX;



	q
	the backward shift operator of ARMAX;



	    R   y   y ^        
	correlation function;



	     y ^    ( t )    
	actual/measured value;



	y(t)
	value of the parameter of    R   y   y ^       ;



	R2
	determination coefficient;



	RMSE
	root-mean-square error;



	tst
	FCR activation delay, which is determined for each HPP individually;



	n
	sampling of measurement data (measurement time step);



	P
	active power, pu;



	f
	frequency, mHz;



	    C  MWh     
	the capacity, MWh;



	t
	time period for capacity calculation, sec;



	P
	active power, MW;



	    C   B  MWh       
	needed BESS capacity, MWh;



	    C  req     
	required capacity, MWh;



	    C a    
	BESS actual capacity, MWh;



	ta, tb
	time period for the calculation of needed BESS capacity (duration of PSHP active power “pit”), sec;



	    P  req _ i     
	required active power according to [6], MW;



	    P   a i      
	the actual power output of PSHP, MW;



	k
	battery activation time in hours, depending on characteristics of PSHP generator;



	j
	battery activation quantity providing FRC services, times per hour;



	    P   B  MW       
	needed BESS power, MW;



	    D  discharge     
	coefficient of battery depth of discharge, pu;



	    D  efficience     
	coefficient of battery efficiency, pu;



	    t  BESS _ out     
	BESS total activating time, sec.
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Figure 1. Active power frequency response capability [6]. 
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Figure 2. Actual curves of the PSHP when primary power regulator is activated. 
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Figure 3. The schematic diagram of a generalized typical discrete-time linear mathematical model. 
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Figure 4. Representation of the PSHP transition process. 
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Figure 5. Research model developed in the Simulink environment. 
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Figure 6. Comparing the real measurement Pn1(−200) and the functions in (28)–(30), when the frequency deviates by −200 mHz. 
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Figure 7. Comparison of BESS output (green) and actual PSHP output activating FCR with required active power output. 
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Table 1. Ryŷ coefficient of discrete transfer functions.






Table 1. Ryŷ coefficient of discrete transfer functions.





	Sets of Transfer Functions
	BJ Correlation Coefficients
	ARMAX Correlation Coefficients
	OE Correlation Coefficients





	1st Set
	0.9063
	0.8866
	0.9066



	2nd Set
	0.7494
	0.8245
	0.8603



	3rd Set
	0.9582
	0.9488
	0.9583



	Average
	0.8713
	0.887
	0.908
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Table 2. Ryŷ, RMSE, and R2 coefficients of continuous transfer functions obtained by the OE model, when actual measurements, at ± 200 mHz frequency deviation (Pn1(−200), Pn1(+200), Pn2(−200), Pn2(+200)), were used.






Table 2. Ryŷ, RMSE, and R2 coefficients of continuous transfer functions obtained by the OE model, when actual measurements, at ± 200 mHz frequency deviation (Pn1(−200), Pn1(+200), Pn2(−200), Pn2(+200)), were used.





	
Transfer Function

	
Real Measurements (Pn1(−200), Pn1(+200), Pn2(−200), Pn2(+200))

	
OE Vectors of Parameters of Corresponding Polynomials

	
Ryŷ

	
RMSE

	
R2




	
f, mHz

	
P, pu

	
b

	
f

	
k






	
1st function (28)

	
−200

	
0.9

	
4

	
3

	
0

	
0.8113

	
1.2334

	
0.6582




	
+200

	
0.9

	
0.6936

	
1.5472

	
0.4811




	
−200

	
1.0

	
0.8464

	
2.9160

	
0.7164




	
+200

	
1.0

	
0.8443

	
1.6299

	
0.7128




	
2nd function (29)

	
−200

	
0.9

	
3

	
3

	
0

	
0.7792

	
1.4971

	
0.6072




	
+200

	
0.9

	
0.6670

	
1.7802

	
0.4449




	
−200

	
1.0

	
0.8577

	
2.4247

	
0.7356




	
+200

	
1.0

	
0.8369

	
1.4367

	
0.7004




	
3rd function (30)

	
−200

	
0.9

	
2

	
3

	
0

	
0.8664

	
0.9849

	
0.7506




	
+200

	
0.9

	
0.7490

	
1.0581

	
0.5610




	
−200

	
1.0

	
0.8118

	
4.6415

	
0.6590




	
+200

	
1.0

	
0.8566

	
2.5711

	
0.7338
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Table 3. Ryŷ, RMSE, and R2 coefficients of continuous transfer functions obtained by the OE model, when aggregated Measurements (3.1, 3.2, and 3.3) were used.






Table 3. Ryŷ, RMSE, and R2 coefficients of continuous transfer functions obtained by the OE model, when aggregated Measurements (3.1, 3.2, and 3.3) were used.





	
Transfer Function

	
Aggregated Measurements

	
OE Vectors of Parameters of Corresponding Polynomials

	
Ryŷ

	
RMSE

	
R2




	
b

	
f

	
k






	
1st function (28)

	
1st Measurement (3.1)

	
4

	
3

	
0

	
0.9070

	
0.4665

	
0.8226




	
2nd Measurement (3.2)

	
0.8464

	
0.8072

	
0.7164




	
3rd Measurement (3.3)

	
0.9229

	
0.5212

	
0.8517




	
2nd function (29)

	
1st Measurement (3.1)

	
3

	
3

	
0

	
0.9048

	
0.4996

	
0.8187




	
2nd Measurement (3.2)

	
0.8577

	
0.7197

	
0.7356




	
3rd Measurement (3.3)

	
0.9130

	
0.7469

	
0.8336




	
3rd function (30)

	
1st Measurement (3.1)

	
2

	
3

	
0

	
0.8811

	
0.8102

	
0.7763




	
2nd Measurement (3.2)

	
0.8118

	
1.3304

	
0.6590




	
3rd Measurement (3.3)

	
0.9546

	
0.1916

	
0.9113
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